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 ABSTRACT

: Conventlonal pulse—echo 1mag1nbgsystems used 1n ultrasonlcs can become
_hmlted in average transmlt power by transmltter transducer and medlum
. 'peak-power hmltatlons In addltlon, 1magmg systems whlch use multl-element'
'arrays are hmlted in speed by the necessny to transmlt sequentlally when
}scannlng in more ‘than one dlrectlon in order to avord mterfermg echoes. A
new system is studled which can. overcome both “the speed ‘and power
hmltatlons by usmg correlatlon recelvers and pseudo—random transmlt codes.
Flrst the performance of several smgle—mode correlatlon systems are compared.
to conventlonal pulse—echo systems ln ‘the presence of clutter and mov1ng
targets The ‘System whlch uses speclal pseudo—random codes called Golay
v codes lS shown to prov1de the best overall performance A multi-mode
‘ correlatlon system is then studied which images in many dlﬁ'erent modes (e.g.
scan dlrectlons) SImultaneously This multl-mode system is studled under the
effects of mov1ng targets, clutter and background recerver noise. A comparlson
with the operatlon of conventlonal sequentlally-scanned phased array systems is
made under a vanety of 51gnal-to-n01se ratio (SNR) condltrons and operatlng "
speeds to determlne the optimal type of i imaging system Results 1nd1cate that :

under ‘many condltlons a slmultaneous multl-mode system can provide

i 1mproved SNR ‘and/or speed over conventional sequential multl-mode systems

s The multl-mode system whlch uses Golay codes is shown to provrde the best'

overall performance




i,CHAPTER‘I,-IN_TRO’DUQTI'ON' S

‘ Conventronal ultrasonlc systems are fundamentally llmlted in both range
:and scan speed. due respectively, to average power limitations and an 1nab1hty
“to transmlt in more than one scan direction at a time: In the followrng paper .a
‘new ultrasonlc system is presented and analyzed which overcomes both these

lumtatrons L

o Cvonventioual‘Pulse;Eeho Imaging

, ‘ Ultrasound prov1des a convenlent method for nondestructrvely problng. 8

: deep w1th1n any- medrum whlch is conduclve to ultrasonlc propagation, such as

‘metal structures or the human body. Any drscontlnulty in acoustic rmpedance_

- within the medlum drsrupts and scatters the propagating ultrasonic wave.
.Encoded in - the scattered ultrasound is a wealth of 1nformatron about the
material characterlstlcs along ‘the ultrasonic travel path lncludlng, densrty,
velocrty and attenuation. From this information -the relatrve locatrons and size
“of cracks ﬂaws voids and the locatlon or motion of mterfaces can be readrly
deduced. In ultrasonics there are, thus, two basic tasks. The first is to obtain
the ultrasonic information in an optrmal manner, typically with high resolution,
high signal-to-noise ratio and the highest possible speed. The second is to
process the data to best utrlrze the available lnformatlon e.g., for an optimal
flaw locatlon decrsron : -

Obv_lously, from an overall system point of view, these two tasks are not. . -

independent. Good data p.resupposes more information for better processing
and good processing techniques can handle poor data. However, it is also -
obvious that good processing techmques will always be better if the quahty of
the 1nput -data is improved. :

Unfortunately, the most w1dely utlhzed ultrasomc transmltter/recerver

~ design has remained nearly unchanged since ultrasonic pulse-echo ‘techniques
- were first used to provrde one-dimensional A-scan images [1]. The conventional
pulse-echo technlque mvolves excrtlng a wrdeband piezoelectric transducer wrth




:a narrow, hlgh-amplrtude pulse to transmlt a short burst of ultrasound into the

medium .under inspection. - Dlscontmultles in acoustic 1mpedance produce.

'reﬂectlons which are recelved by the same transducer as used for transmission. |
(The use of a smgle transducer for both transmlssmn and reception has. a
“number- of advantages 1nclud1ng simplified usage and reduced cost.) The
, 'recelved echoes are then processed to prov1de some form of v1sual dlsplay for
' ‘human inspection. E

o Unfortunately, average transmit power is constramed in conventional
‘ pulse—echo systems because the peak transmit power is limited by transmitter

- "‘\":desrgn and transducer breakdown. The system must transmit narrow pulses S0

~“that the resolution of the system will only be limited by the impulse response
“of the transducer. Brlgutay et al [2] descrlbed this power llmltatlon on a
‘ pulse—echo system as

_ v:_ﬁma'xzm'u‘m‘ range < burst mterval peak power o (L1)
L muximum resolution — bwst wxdth = avemge power ) '

Tlns relatronshlp lndlcates that ‘when conventronal pulse~echo systems are

‘ "-fpeak-power lrmlted their average transmlt power cannot be increased without

sacnﬁcmg erther range or resolution. - If some method could be applred in whlch
» the average transmrt _power could be increased w1thout degradlng the
) ~resolution, an increase in the output srgnal-to-nmse ratio would result. As will
‘ ‘be shown, the use of correlatlon processmg wrth large t1me-bandw1dth SIgnals
’ ican overcome these llmltatlons ;

o Ivmproved‘Singlef-Mode Imagi-ng

In order to overcome the average transmlt power llmltatlon Furgason et

L 3] p r oposed a flaw detection system similar o a’ radar system developed by

_Cooper et al [4] which transmlts large t1me—bandw1dth random signals and -
~then uses a correlatlon recelver to compress the long ‘transmit signals lnto
short hlghoresolutron bursts A basic' diagram of thls system is shown in
- Fi 1gure 1-1. “The system uses a water delay fine to store a copy of the transmit

- srgnal The output of the delay line is- multlplled by the return echo signals

~and “then - mtegrated by a lowpass filter. ~ This operatlon produces an
: ,'approvrmatlon to the correlatlon function of the transmit signal' which results
. in an output srgnal whlch is compressed compared to the transmrt signal. A
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~more thorough descrlptlon of this correlatlon process w111 be provided later in
- this paper. This orlgmal analog correlation system was shown to provide
~ improved signal-to-noise ratio enhancement SNRE, on the order of 10,000 [2].

This enhancement ability allows the random signal flaw detectlon system to L

retrieve srgnals which are buried in receiver noise. ‘Thus the system can probe
' _much ‘deeper into hlghly attenuat1ve matenals such as. ceramlcs and porous
:metals than conventlonal pulse-echo systems

~As an example of the improved performance prov1ded by - correlatlon
systems, consider . the plexnglas target of Figure 1-2. Four concentric flat-
bottom ‘holes have been dnlled in one end Because of the high attenuation of
plexiglas, it was not possnble to dlscrlmlnate the return echoes of the concentric
I holes from background receiver noise using a conventlonal pulse-echo system. .
However the random s1gnal system was easily able to detect the echoes, as
shown in Figure 1- -3, ' ’ :

Several other types of transm1t s1gnals bes1des random sngnals have been
used in’ more recently developed ultrasonlc correlatlon systems. These include
-~ clipped sampled random norse [5), m-sequences [6 7, and “m-sequence
‘.modulated r.f. s1gnals [&11] Slnce these 31gnals are all blnary in nature they
are able to. utlhze dlgltal delays to overcome some dlsadvantages of the analog
_delay llne used in the orlglnal random SIgnal flaw detection system. ~These
._"dlsadvantages mclude slow scan tlme slow reset tlme and hmlted bandwrdth

_ Although correlatlon systems oﬂer a 51gn1ﬁcant 1mprovement in SNR all
_» the previous systems except the correlat1on flaw detection systems which use
i contmuously transmltted m-»sequences [8 9}, suffer from an inherent llmltatlon
, whlch becomes sxgmﬁcant at hlgher operatlng speeds This hmltatlon is called

' .'self-norse and lS produced durmg “the correlation  process due to flnite
mtegratlon tlme An example of self-noise for a short pseudo—random m-
- sequence of - finite length as shown in Flgure 1-4a, can be seen in .the
' correlatlon functron shown 1n Flgure 1- 4b as. the hash surroundlng the large

central peal( | _ - , ‘
Self—norse causes 1nterference in two nnportant srtuatlons when a large

freﬂector is located close to a "desired target, and. when a desrred ‘target is
surrounded by a large number of small reﬂectors such as gralns in NDE (10}, or

’ "clutter in radar 11} and sonar [12] In order to. reduce self-noise to tolerable

, levels ‘previous correlation systems were constramed to long correlation t1mes
"[15] or separate transmitting and receiving transducers were used for
: contmuous transmrssron of m-sequences [9 10] Long correlatlon t1mes are
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'unnecessary in hlgh 1nput srgnal-to-noxse ratlo s1tuatlons and separate’
transmlttmg and receiving transducers impose _ hmltatrons in- many flaw
: detectlon 31tuat10ns ‘For these reasons, ~and since conventronal pulse-echo
systems only requlre one transducer for transmlssmn and receptron we have

restrlcted our studies to developlng an ultrasomc correlatlon system whlch |
would overcome the problem of self-noise and still operate in a pulse—echo mode ‘
with a srngle transducer. -In this study a specral type of pseudo—random codesv'
~called Golay codes i 1s used to overcome the problem of self-norse usrng only two
transmlt bursts. ‘ E

 Improved Multi-Mode Imaging

- Since the introduction of the original pulse-echo me.th,()fd, one of the most |
" important further developments in. ultrasonic. imaging has - been - - the
development of rapid scanning. techniques for creating two dimensional images
of moving targets. Systems.which use rapld scanning have allowed medical
specialists to make “‘real time” B-scan ‘images of fetuses and fast moving organs
‘such as the heart Such techniques requ1re sequentlal multlple-mode operation
in which the modes corr&,pond to different scan drrectlons Each directional
scan is similar to the same A-scan produced by the bas1c pulse-echo, techmque
These dlﬁ'erent scan drrectlons can. correspond to different transducer elements
in a linear array, d1ﬁ’erent rotation ‘positions m a mechamcal scanner,  or-
- different steering angles in an electronically steered phased array. A thorough
: rev1ew ‘of these techniques can be found in a recent article by Ramm and Smith
[14]. The basic advantage of a linear or phased array is that no -physical
movement of the ultrasonic transducer is needed to create an ultrasonic i image -
“smce ‘all the’ steerlng of scan directions is done electromcally Avordmg
mechanical movement of the transducer has made it possible to create much

higher resolution ultrasonic images [14]. , S
Unfortunately, the scan speed of a conventional - pulse—echo multr-mode
system is limited because the system control must wait until all the detectable -
echoes from one mode have been received before it can switch to the next
mode. If each sequential mode requires the same amount of time, T, and M
modes are required to complete an image, the sequential system requires an
‘amount of time MT to complete an image. If all M modes can be completed .
simultaneously over a perlod of time less than MT, an 1mprovement in system ’
speed w1ll be reallzed o




0

Ideally, such a system wrll increase the system operatlon speed by a factor»
of M. However, in practrce cross—talk interference between the modes w1ll
oceur wluch will require extra time to reduce. From a drﬁerent standpoint, if
fan 1mprovement in system speed is not requlred an lmprovement in system
,,;fsrgnal-to-nmse ratlo can be reallzed by transmlttlng M modes 51multaneously, -

: ".:.and time averagmg over the time M T.:

BRT It would be desirable to use a detectron "method whlch mlnnmzes '
mterference or, in other ‘words; “maximizes 51gnal-to«-n01se ratio. Matched

- filters mlght seem to be an obvious choice for such a task. One such matched
L ﬁlter technlque is-a multiple frequency method in WhICh a frequency is assigned

7 to- each mode. and then narrow band-pass filters (a type of matched filter) are

'_ ;_used to detect the signals [15 16]. However the resolution of such a system _
- would be restricted by the narrow ‘bandwidth of these filters and if there was'
- sufficient spread between frequencies to allow wide band signals to be used, the

- nature of the beam pattern would be different in each of the various modes.
_Nonetheless in sonar ‘and radar appllcatlons where targets are generally much
larger than a wavelength the Tesolution requirements are not necessarlly as
'_'v.strmgent as in ultrasound apphcatlons where targets are on the order of a .

wavelength in srze Consequently, narrowband multlple—frequency techmques .

I may be suitable i in sonar and radar but are of httle value in ultrasomc lmagmg
«*_and ﬂaw detection. Sl L e : e

The abllrty of correlatlon systems to retrreve srgnals buried in noise 1mphes
v _that it would also be possrble to use a correlation system to retrleve a desired
: -’.transmltted srgnal even in the presence of other transmitted noise s1gnals whrch
: joccupy the same spectral regron In a’previous study [17] we have ‘proposed a
~system which’ would transmrt ‘a set of broadband random or pseudo-random

- _sngnals srmultaneously, and then lsolate the drlferent modes upon receptlon

with correlatlon receivers matched to the transmlt srgnals A SImphﬁed

example of a. srmple two—drrectlon srmultaneous phased array system is shown

in Flgure 1-5. The number of scan dlrectlons can be extended beyond the two
- shown by addmg more srgnal sources ‘and delay lines. Prehmlnary studies of

»srmllar systems have also’ been made by ‘Tournois [16], and Miwa et al. [15].
~ Results have 1ndlcated that such a system wrll provrde an increase in speed
';over sequentlal systems provrded ‘the beams .do not ‘completely overlap ‘The

speed: 1mprovement is somewhat less than N because extra correlation tlme is

_requlred to reduce the cross-talk 1nterference between the modes
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| Summary

‘In Chapter Il of this study, a background review of the history of smgle—
mode correlation systems is presented, followed by a comparison of their

application to ultrasonics, radar, and sonar. The second section of Chapter |

then extends the background discussion to multi-mode systems

- The rest of this dlssertatlon is divided mto two major parts consisting of o

" two related, yet distinct, topics. - The first part is the most extensive and

consists of a thorough study of single-mode pulse-echo correlation systems -

under the presence of clutter, noise, and movmg ‘targets. The second part
consists of one chapter, Chapter VII. This chapter extends the single-mode
results of the first' part of the thesis, to include the presence of simultaneously
transmltted interfering channels, in a multi-mode correlation system.

In Chapter III the “principles of - single-mode correlation systems are
discussed in terms of their signal-to-noise ratio. enhancement, fundamental
descriptive formulas and resolution capabrhtles The important problem ol‘
self-noise due to finite correlatlon times is introduced, and the effects of this
self-noise are discussed under the presence of large mterferlng targets clutter

B and movmg targets

In Chapter IV the various . details of 1mplementmg srngle—mode correlatron'
' systems are covered The drﬂ'erent types of correlation system architectures are
ﬁrst discussed, l’ollowed by a revrew and dlscuss1on of large trme—bandwrdth

transmit s1gnals rnodulatlon techmques delay lines, multipliers ‘and J

'mtegrators As an add1t1on to the examination of modulatlon schemes, a brief
srmulatron study of optrmal clock rate. for drrect transmrssron is presented
Flnally, the 1mportant eﬁ"ects of trme—galn-control recervers on correlatron
" receivers are examined. : :

In Chapter V a workmg smgle—mode dlgltal correlatron system is drscussed
‘demonstrated and analyzed under-a number of dlﬂ'erent input s1gnal-to-norse
ratio and clutter srtuatrons usrng both m-sequences and clipped sampled_ :
’ ,random srgnals o o :

~In Chapter Vl the ﬁnal chapter on smgle-mode correlatlon systems, a

modrﬁed version of - the digital correlation system’ described in Chapter V is

prcsented whrch can transmit specral parred pseudo—random codes called Golay
codes. This system is compared experrmentally and theoretically to- the system ‘
of Chapter \s as well as to conventronal pulse-echo systems, under a varlety of

srgnal—to—norse ratlo and clutter condrtlons ‘Computer. s1mulatlons are used to '
vdetermlne the sensrtlvrty oi' Golay code self-n01se cancellatlon to DC oﬂ‘sets andr
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dissimilar turn -on and turn- off tlmes of the transmlt s1gnal The : mbtlon- o
sensitivity of self-noise cancellatlon is also determined through the use of the

generalized amblgmty functlon The results of this movmg target analysxs are
then 1ncluded in a system 51gnal to-noise ratio formula. - o

 Under certaln simplifying assumptions, this system SIgnal-to-noxse ratlo
formula is then used in a performance evaluation of the Golay code system in
which the system is compared to conventional pulse—echo systems to dete1 mine
the optimal type of system for a given situation.

In Chapter VII a complete comparative analy51s is then made of a
SImultaneous multl ‘mode correlation system which uses a set of pseudo—random
transmit signals. This system is analyzed, for operatlon w1th Golay codes,
- pseudo-random m-sequences, and random signals, through a system signal-to-
noise ratio formula which includes the effects of moving clutter, moving targets,
and background receiver noise. After making certain simplifying assumptions
criterion are developed which can be used to choose the optimum type of
transmit signal and imaging system for a given application or situation.

‘The final chapter of this dissertation summarizes, and .discusses the
1mportant results of the studles on: 1mproved single and multl-mode 1magmg
systems. ' '




 CHAPTER II - BACKGROUND

Correlation 'SyStems

"The first application of correlation receivers oocurred in radar systems in
the '19'405' [18,19]. Frequency modulated (FM) transmit- 51gnals were the first
type of transmlt s1gnal to be used in radar correlation systems, and in fact, the
FM transmit SIgnal is still one of the most widely used radar srgnals

Other types of correlatlon systems which have also been used in radar
include systems - which transmit pseudo—random m-sequences [20], random
SIgnals [4], polyphase pseudo-random codes [21 22] and complementary Golay
codes [23- 26] In depth reviews and discussions. of radar correlatlon systems
can be found in references [26-29]

Shortly after belng lntroduced into radar correlatlon systems were also
~ successfully apphed to pulse-echo sonar systems. Sonar pulse-echo systems are
analogous to radar pulse-echo systems except for the type of wave propagated

and the range of transmit frequenc1es The propagatlon of waves in sonar is
| acoustlc in nature whereas radar signals are electromagnetlc and the transmlt
frequencies of sonar systems are much lower than radar transmit- frequenc1es A
good discussion and review of sonar. correlation systems can be found in
references [30] and [31]. o o

- It was not until- 1974 that correlation detection was first introduced' to
ultrasound, by researchers in our lab, through the development of a random
signal flaw detection system [2]. This original random signal flaw detection
system was shown in Figure 1-1. A detailed description -of this system with
circuit diagrams can be found in a technical report by Mit'chell‘ [32]. This early
system relied on a mechanically scanned water delay line which has two
transducers facmg each other in a long plexiglas water tank. The reference
signal travels through the water bath while the transmit signal is interrogating
the sample under study This system was shown to provide very good
performance under noise-limited conditions. Unfortunately, a mechanically-
scanned delay line is slow, and requires considerable time between scans. The
qystem was also shown to provide slightly lower resolution than m-sequence
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correl‘atiOn systemsj because of the band-limiting which occurs in the delay line
" More recently both Elias [6] and Chapelon et al. [7] have demonstrated
similar correlation flaw detection systems which use special binary pseudo-
~random codes called m-sequences as a replacement for random signals. These
- systems have the same SNR enhancement and pulse compression properties as
~ the original random signal system, but have the advantage of not requiring the
" bulky water delay line used in the correlation receiver of the random signal
~system. They replace this water delay line with a short binary shift register set
which generates a pseudo»random code 1dent1cal to that which is transmitted,
Figure 2-1. This new development made the pseudo—random system more
portable. than the orlglnal random signal system. ‘

In this thesis a dlgltal flaw detection system is described which replaces
~the bulky water delay line of the original random signal system with a set of
hlgh -speed digital shift registers. This new digital system is not restricted to
~operation with only pseudo—random m-sequences and can be used to transmit
_any type of blnary code including clipped sampled noise. A demonstratron of a
modified version of this system whlch uses Golay codes w1ll be presented in

- Chapter VI code system

The followmg study is rntended to be somewhat general in nature ) that

o although the major emphasrs is on ultrasonrc applications, the results will be

apphcable with approprlate modiﬁcatlon to the important fields of sonar and
‘radar. Sonar, radar, and ultrasomc pulse-echo systems each require. the same

fundamentai system desrgn and operate in the same fundamental manner, yet =

they each ‘have unique- desrgn and performance requirements due to the
- underlying physrcs ‘of transmission, propagatron phenomenon mission scenarro,

and specrﬁc purpose of the systern L , ‘ ‘

"~ Sonar, radar and ultrasonic pulse—echo systems can all be represented by
the generic system of Frgure 2-2. They requrre a transmlt source, a modulator
“to prepare the transmit srgnal for transmrssron (a modulator may not be needed
for some transmrtters and transmit s1gnals) a power ampllﬁcr to maximize the
v transmrt power, and a transmrtter ‘which converts a percentage of the electrical
. signal into a form of energy appropriate for maximum coupling into the
propagation - medlum ‘They all interrogate some -environment which lncludes

- targets of interest; as well as 1nterfer1ng targets both large and small.

The targets produce backscattered propagatmg waves, and by reciprocity
: the transmltter then acts' as a receiver and converts a_ percentage of the
- returnmg waves to electrlcal s1gnals whlch undergo further processing. A
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recelver ﬁlters and/or amphﬁes the electrlcal srgnal to reduce the eﬂects of
" noise, and the s1gnal is demodulated from the orlglnal carrler (once agam the‘
demodulatron may not be’ needed) Thrs ‘signal - ‘then’ undergoes further
processmg to make it sultable for some visual d1splay devrce '

_ As mentloned ‘before, although the systems operate in the same
fundamental -manner, there are basic dlﬁerences between the physrcs and
m1ssron scenarlos of radar sonar and ultrasound whxch aﬁ‘ect system
lnclude veloclty of propagatlon attenuatxon scan range target 31zes target
velocrtres clutter: levels, and transmitter hmltatlons These result in a need for
different center frequenmes percentave bandwrdths pulse-w1dths, and'
repetition rates whlch in- turn requlre dlﬂ'erent types of receivers and
, demodulators since no smgle type of receiver .or . demodulator can perform
optlmally for all bandwrdths and frequencres

‘ A summary of some of the important parameters of ultrasonlc sonar, and

radar systems is shown in. Table 2-1. The velocity of propagatxon of a radar'
_signal is the speed of light in air, 3 z 108 m/sec, whereas ultrasound and sonar
waves - travel at the speed of sound, which ‘is. approximately 1500 m/sec in
, water Dependlng on the appllcatlon radar systems generally transmit at i
center frequencws between 1100 MHz and 100 (:Hz [33] ultrasonlc systems
typically transmit at’ center frequenc1es between 100 KHz and 30 ‘MHz [34], and
sonar - systems generally transmlt between lOO Hz ‘and 100 KHz [35]
AUltrasound pulse-echo systems are- typrcally ‘much hlgher in_ percentage
bandwrdth than radar or ‘sonar- due to several factors the more stringent
resolution requlrements of ultrasound applications (resolutlon is 1nversely
proportlonal to bandw1dth) the difficulty of processing the. large bandwidths -
which would be- required for a high percentage bandwidth radar, and the -
greater difficulty in manufacturing = efficient. wideband radar and sonar
transmitters. (Eﬂicwncy is 1nversely proportlonal to bandwidth). High
efﬁcrency is important because 51gnal-to-n01se ratlo is nearly always a llmltatron
in pulse-echo systems.’ - : :

These differences ‘in percentage bandw1dth result in several interesting

: s1m11ar1t1es and differences between radar, sonar ‘and ultrasonic systems.
Although radar systems transmit at much hlgher center frequencles than sonar
or ultrasound systems, because their percentage bandwidth ‘is low in radar
‘systems the received signal can be demodulated to produce an intermediate
~center frequency typlcally in the 1 to 20 MHz range, with a correspondlng
bandwidth of 1 to 20 MHz. This frequency range is essentially the same as in
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Important parameters of sonar radar and ultrasomc pulse-echo
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ultrasonlc systems and thus, after demodulatlon radar and ultrasomc systems
can utlllze the same type of technology for ampllﬁer des1gn and . hlgh -speed
A/D convers1on Sonar systems however, have a much lower center frequency
with a correspondlng smaller bandwidth of apprommately 100 Hz to 100 KHz.
Thus, ampllﬁer design, samplmg, and signal processing -are much less dlfﬁcult
- for sonar system de51gners than either radar or ultrasound systems

Ultrasound and radar also have very similar maximum repetition
frequenc1es As is well known, the maximum repetltlon frequency of a pulse-
echo system is the. rec1procal of the tlme-of-ﬂlght from the source to the
furthest target of interest, and back again. This tlme-ol'-ﬁlght is. related to both.
the propagatlon Veloc1ty and the target distance. Although the veloc1ty of a
radar signal in air is approx1mately 2:1:105 times faster than ultrasound in
water, the range of a radar is roughly 1 to 100 km, whlle the range of
ultrasound is roughly 1 to 100 cm, whlch corresponds to a factor of 105
therefore lmplylng similar repetltlon frequencies. This equlvalence in max1mum_
 repetition frequency also results in nearly the same maximum transmlt burst
length for both radar and ultrasound. In addltlon since the bandwidths are also
similar the pseudo-random code lengths which are chosen for transmission will
also be nearly equivalent. (This correspondence between bandw1dth and code.
length for a fixed transmit time will be shown in Chapter v, )

Since the maximum range of a sonar system is much greater than the
range of ultrasound systems and the propagation velocitykof a sonar signal is
the same as an ultrasonic signal, the repetition frequency is much lower for
sonar, and the transmit burst can be much longer. The transmit frequency and
bandwidth are also lower for sonar, resulting in much lower data rates and
‘which allows more time for more sophisticated data proccss1ng The transmit
" code length can also be much longer in a sonar system because of the low
repetition period. This is in spite of lower clock rates which are required
because of the lower transducer center frequencies of sonar systems.(This
relationship between clock frequency and transducer frequency is shown in the
subsection on optimal clock rate in Chapter IV.) This longer transmit code-
length is an important advantage of sonar correlation systems since the length
of the code determines the signal- to-n01se ratio and self—nmse level which

results from pulse—compress1on
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MultileiOde Sys{tems ‘

, Most ultrasonic 1mag1ng appllcatrons requrre that a scan be made of a
two-drmensronal area or a 3—d1mensronal volume In imaging applications
1 where targets of interest are fixed or slow-movmg (slow relative to mechanical
scanning speed limitations) this scanning can' be done by mechanically
repositioning a single transducer while using a single transmitter/receiver
channel [36]. However, in many apphcatlons mechanical scanning is not fast
enough to image moving targets, or a decrease in imaging time is desired, For
‘these appllcatrons special multi-mode scanning systems have been developed -
~ which electronically scan the beam by electronically sw1tch1ng the transmit
srgnal from element-to-element in a large array of small transducer elements.

"~ Consider a conventional pulse-echo imaging system which sequentially
B performs a series of scanning operations. Such a system must sequentially
“change one or a combmatron of the followrng factors :

"l) rotatlonal posrtlon of the transmltter/recelver
" 2) focal distance of a set of phased elements,
* 3) translational position of the transmltter/recelver
' )4) or the scan dlrectron of a set of phased elements

For any of the above changes the scan: hne pos1t10n can e1ther be varied
by mechanlcallv moving a single transducer element or by switching from one
element to another This swrtchrng can, of course, be done elther electronlcally
“or mechanlcally | } : - . o

Several good examples of the rotatlonal scannlng system are the
conventronal rotating radar [37] and the 1nter-esophogeal ultrasonlc imaging
system described in reference [36] In these scanning systems, the resulting

images are best represented as scan lines in a polar coordinate system. The
advantage to this kind of rotatronal scanning is that it can be done usrng a
small number of 1ndependent transmrtter elements which produce minimal
_mterfcrence smce they can direct therr beams in- ‘widely different directions.
'Unfortunately, they operate only in applrcatlons in whlch the transmitters can

~ be centrally. located.

An example of a system whlch sequentlally changes its focal point has
~been: developed by Burckhardt [38]. His system uses an ultrasonic transducer
~ which is. composed of concentrlc annular rings and is focussed electronically by
: ,-varyrng a set of electronrc delays one for each annulus It can only focus to
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one depth on transmrssron but can focus on receptlon at a. number of depths
ThlS system 1s dynamlcally focussed on receptlon over a long range to produce
a narrow penc11 beam. Unfortunately, this focussrng system is llmlted to only: .
focussmg along a smgle glven dlrectlon ‘and cannot therefore be used for more
general 1mag1ng apphcatlons T ' ‘ ‘ ‘

‘ - An example of a scannlng system whlch sequentlally changes the
. translatlonal pos1t10n of the. transmltter/recelver is- the scanned linear array
[37]. This linear. array is composed of a line of small transmltter/recelver'[
elements and is- used in medlcal 1mag1ng for provrdmg a narrow 2-D scan along
~the array direction The result is a 2-D pulse-echo 1mage correspondrng to a
beam-wide * sllce into. the medrum of 1nterest Thls lmear scan is. llmlted to
'apphcatlons in which a W1de v1ew1ng area is avarlable to place the
transducer Llnear arrays are thus typlcally most useful in appllcatlons such as
" abdominal scans durmg pregnancy ' R L e

An example of a system which controls the scan dlrectlon by adjustlng the"
delays to a set of transducer elements is. the celebrated phased array The

- phased array has been apphed ‘to radar, sonar, and” ultrasound ‘A s1mple-

example of a phased array was shown i in Flgure 1 5 The phased array is the

[ most ﬂexrble of the 1mag1ng systems s1nce it can scan a relatlvely large 1mag1ng

" region from a small “window’’ into the medlum It is thus the most eﬂ'ectlve
heart 1mag1ng system since 1t can peer between the l‘le ‘ : ’

Because of thelr 1nherent ﬂexrblhty the most w1dely used multr-mode
systems are the lmear and -phased arrays For this reason the multr-mode
‘ analysis will focus on these two systems The analy51s w1ll be kept suﬁic1ently
general, however so that 1t can easrly be extended to other other types of
multi-mode systems. ' :

The operatlon of the linear and phased arrays are fundamentally different - |
“in ‘a number of important ways which affect multi-mode operation. The phased
- array transmits from every ‘element, simultaneously. It then sequentrally scans
the. env1ronment by . sequentlally changing -the delays to the phased array
elements between scans. However the linear array transmits sequentlally from
each element along the linear array Each scan line in the resulting image . then

--corresponds to the * v1ew ' from a dlﬂ'erent linear array element -

_ ~ Two types of simultaneous transmission phased array systems have been
~ proposed. The first, denoted here “as “beam-coded” transmission, is the
simultaneous transmission scheme depicted in Figure 1-5 and first described by
. Newhouse and Furgason [39 40]. In this approach: a different signal source.and
receiver is assoclated w1th each chosen beam mode (e g beam dlrectlon) This -




approach requrres a set of phased arrays for each transmit beam mode to steer
or. focus on - transmlssron and each receive bearn mode to steer or focus on

_receptlon o o _ _
_ The second smultaneous transmrssron system denoted here as a
' coloured” transmrssron system was proposed by Tournors [16], and is shown in

. Frgure 2-3. This approach assigns a signal source to each element of the array.
' ’_'_All beam steerlng or focusnng is done only on. receptlon In this system the -
, beam steerrng on transmrssron is realrzed after reception by utilizing a second

set of delay llnes Each of these delay lines contains a correlation receiver which
only correlates’ (matches) with a signal originating from one - of the phased array

 elements. By summing a set of these matched and delayed srgnals, each signal

originating from a different transmrt element, the system effectively recreates
' 'what would have occurred wrth steermg on transm1s31on ‘

Several hardware drﬂ'erences between these two approaches are apparent
_-The coloured-transmrssron approach may requrre srgmﬁcantly more srgnal
sources ‘since ‘there must be a drﬂerent srgnal source for each element. The
:’coloured transmrssron source may also - requrre more correlators, since one
corrclator is needed for each element in the array It thus appears that the
: 'coloured transmrssron system “would be’ extremely costly in terms of hardware

o comple‘uty, w1thout necessarrly garnmg any. advantage over the ’beam-coded

transmrssron system

| Subsequent to. the 1ntroductron of the beam—coded transmrssron system by
Furgason Newhouse and Lee 139, 40] a full analysrs of a beam-codedf
sunultaneous transmrssnon system whlch uses random transmrt srgnals was
"carrred out by Lee and Furgason (17} Thls study showed the feasrblhty of
srmultaneous transmlssron through a successful experrmental demonstration of
a2 srmultaneous multr—mode system operatmg with two modes, the two modes

: correspondmg to two transmrtters focussed on ‘one receiver. These two-mode

“results were then extended in a complete study of an N—mode random srgnal
; ,v_srmultaneous transmission system. A s1gnal-to-norse ratio formula was derived
‘which™ mcluded the eﬂ'ects of clutter cross-talk self-noise, and background
recerver norse “This formula’ ‘was verlﬁed by makrng ‘noise power
T»measurements m a sponge-clutter medlum, w1th the random s1gnal ﬁaw
: detectron system - e MR ’ ‘

'f;stmg the verlﬁed srgnal-to-norse ratro formula ‘& comparlson was made
 between. an’ ~N-mode - sequential - ‘transmission system and an N-mode
. "srmultaneous transmrssron systern each of whlch were assumed to employ
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- random s1gnal correlatron detectlcn schemes In order to simplify the

~ equations, it was assumed that all N modes were identical, each having the

same beam pattern, the same clutter level and the same cross-talk constant.
The transmitted pulse«wrdth was - a,ssumed to be large in order to make it

. - possible to neglect some of the noise terms, including the background receiver

noise - and the noise from. the mterfermg srgnals which, are reflected by large
s desrred targets

: R‘esults 1nd1cated that even in clutter limited enVirOnments, systems which
" ‘have a small cross-talk coefficient can beneﬁt in .speed and/or signal-to-noise

" ratio from a simultaneous transmrssnon system using ,a correlation receiver.

This is true in particular for phased arrays which would have central beams
aimed in N different directions. Even though extra lntegratlon time might be
“ required, the simultaneous system can still be faster, since it is possible to have
- g quite small in a ‘phased array. Note that a simultaneous system, such as the
-one depicted i in Frgnre 1-5, would transmit as well as receive in more than one

| ‘mode at a time. “The beam pattern for the array is thus squared which

: decreases the spatral s1delobe level and thus decreases the’ cross-talk coeﬁiclent

‘In thrs thesis, the toplc of srmultaneous transmrssron systems is rev1s1ted in

- _ ';Chapter VII to include the effects of moving targets, and to study and compare

) the promxsmg pseudo—random Golay codes to other transmrt signals in a
- simultaneous transmission system. '
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CHAPTER III - PRINCIPLES OF SINGLE-MODE
CORRELATION SYSTEMS

Fundamentals

To evaluate the performance of a correlation system it is first necessafy to
consider the basic operating principles of the correlation system. If z(¢) is the
broadband noise signal or pseudo-random code applied to the transducer, the
echo received from a point target is of the form

y(t) = 2(t) * h(t) * h(2), | (3.1)

where h(t) is the impulse response of the transducer and # is the conv‘olution‘
operator. For simplicity, the medium is assumed to be lossless and the time
delay due to propagation is also neglected.

Since correlation detectors are equivalent to matched filters, they obtain
their enhancement by minimizing, through correlation with a reference SIgnal
the mean-squared error of an estimate of the desired 31gnal

If z(¢) is w1de-sense stationary, an ideal correlation receiver produces the
output ’

Sy e 1 ¢
R, (1) = lim .

Am oo y(u)z(u— ) du, (3.2)

where z({—7) is the reference signal and T is the time difference between the
received and reference signal. This output can then be represented as

Ryu0) = y(0) # 5() = h(s) + (D) * Ryy(0) @3)

If z(t) is assumed to be very broadband so that the autocorrelation function
R, (1)~6(t), the Dirac delta function, so that the frequency content of y(¢) is
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- determined prilfxarily by ‘l’z(t-) a_nd the output can be rewritten as
Ry, (1) = h(r) + h(), (34

the same output that would be produced by a pulse-echo system in which the
_excltatlon is an -ideal impulse.. For ﬁmte integration - times, equatlon (3.2)
- becomes '

. R (t no T) lefttaT y(ﬁ)x('u—r) du, (3.5)

“where R, (t,7) is now a tlme-varymg random variable w1th a mean given by
equation (3 2) and a variance gwen by [41] '

. qyzx(.t,‘r,a'T) = El_f fo» (l 6/20 T} R¢¢( T)} dé&, . (3'6)‘

“where R 44(¢) is the fourth prOdﬁct. moment and has the following form

R¢¢() E{x(t+r+e) R AT F10 St

"where E denotes the expectatlon operator

~The signal-to-noise ratxo enhancement (SNRE) of a correlation recewer, is
glven by the band compressxon of the recelver so that. [2]

SNRE _ SMRw _ oy BT, o 3.8)
| —‘_ SNRm B Bout = S, ( . )

_ where « is the duty cycle of the transmitted signal, T is the system integration

- time, and B;, = Bout and B, are respectively the half-power bandwidths of

the received signal and the output low-pass filter. Another way to represent
equatlon (3.8) whxch is more convement for digital sxgnals is
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SNRE = wNBS, 39

where n is the number of bits in the: transmlt burst, N is the number of
transmlt bursts correlated, and 6 is the width of one bit. For a given repetition
Tate, R, and a given number of transmit bursts, the optlmum 1ntegratlon time

s

T:N/R;,‘ SR - (3:10)

Note that the SNRE can theoretlcally be 1ncreased w1thout llmlt merely byb
increasing. the 1ntegratxon time. Therefore, in practlce the available SNRE is
‘ 'hmlted only by the stablhty of the- 1ntegrator a.nd the rlgldlty of the

measurement system

Self-Noise

Equation (3.6) déScribeS the power variation of an error term in the finite
'~ integration time approx1mat10n to the ideal correlator output. This error term
has been called self-noise for both- random and pseudo-random signals.

The self noise of vpseudo-random m-sequences is also referred to as range
sidelobes in the literature because of their non-random nature. In the rest of
the paper we will use the term ’ self-nmse as the general term referrlng to the
self-interference noise process for both random and pseudo-random signals and
the term “range sidelobes” will be restricted to the measuréd samples of self-
interference noise of a specific pseudo—random code, or sample of random
signal. . ,

This self-noise problem. can be seen in Flgure 3-1, whlch shows a computer
simulation ‘of the autocorrelation function for a short 63 bit, m-sequence. - -
In’terferi'ng self-noise can be easily seen in the area around the large desired
echo. It can be seen that the self-noise reduces . in amplltude as the code
strength is 1ncreased but the extent of the noise increases. '

If an entire m-sequence of length m is continuously repeated _of circularly
correlated, its autocorrelation has constant range sidelobe levels of height 1/m
relative to the peak. But if the m-sequence is transmitted in a discontinuous
pulsed mode, its autocorrelatlon function has non-constant range sibelobe
levels. Cooper [42] has found that the variance of the self noise of random or
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i pseudo-'random_codes is bounded such that
Cforaln, o (31D)

where 6 is: agam the pulse-wrdth of-a smgle bmary blt of code
 Under band limited conditions {e.g., Flgure 3-lb) Siebert [43] calculates

o that the autocorrelation function of any max1mal-length sequence which is not

S contmuously repeated will have range srdelobes of max1mum helght relative to

“the peak H bounded by

S H, < — = . 3.12
M7 VBT ValBs' .12)

: :,where n must be less than or equal to m.

For the case where the m-sequence is band-hmlted to approxrmately its -

: half—power pomt B= 1/(26) the bound of the peak 51delobe power computer
- using equation (3.12) is ‘consistent with the bound for the average sidelobe .
power presented in. equatlon (3.11). . o ‘

Equatlon (3 11) has considerable mtultrve appeal and would seem to apply
to: both m-sequences and random codes. ‘If one considers the correlatlon of a

~ band-limited ‘random ' code or m-sequence for values: of -7 such that

Hn&/ 2 >> 1 > >0, the correlated signals. appear similar to background receiver
‘noise. Equation (3.8) would then predict. peak self-noise power levels, relative to
the peak power, of 1/aBT. This lndlcates that the amplitude levels of the self-
noise would be on the order of 1/VaBT , in ‘agreement with equation (3.12).

This result is verified in a later study. presented in this thesis which compares‘ .
range sidelobe levels of typlcal samples of random srgnal to the range SIdelobe

J

| levels ol' typlcal m-sequcnces

| Large Target Bifects

" The level and range extent of self-norse are partlcularly 1mportant in two
' frequently _encountered “situations. One is. when a small  target of interest is

" located next to a much larger target, and the other is when a des1red target is

_.surrounded by many smal er targets called clutter The presence of self-n01se
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causes spatial 1nterference in both cases and thus degrades system performance

The interference eﬂects of a larger close target are falrly obvxous and limit
the dynamic range of target sizes which can be discriminated. In a pulse-echo
~ system, the dynamic range is limited by. the height of the . edges of the system
1mpulse response for the case where a small target is located next to. a large
target. A correlation system will suffer from this same fundamental dynamic
range limitation since it is 1mposed by the transducer response. A method for

overcoming this limitation in either system’ involves the use of inverse filtering

" operations like the constrained deconvolution - operation described in reference
[44]. In addltlon for short correlation times the correlation system may be
further llmlted in dynamic range by the presence .of the self-noise. This can
easily be seen in the computer simulations of Figure 3-2. As can be seen, the
dynamic range will then be given by the ratio of the peak signal level to the
self-noise’ level given in equation (3. 12) If only a. smgle transmlt 51gnal is
1ntegrated (to allow high speed operation) a dynamlc range of 30 dB for_
- example, can only be reached for extremely long codes. on the order of 500 psec
~assuming a bandw1dth B of 2 MHz. At the speed - of sound in water th1s
requires that the target be located at a distance of 3/8 meters for use in a

pulse-echo mode. ThlS _distance is prohlbltlvely long for most practlcal,'

ultrasonlc 51tuat10ns

: Cl_u:tter Effects

The interference effects. produced by clutter are not so obvious. “The size

and dlstrlbutlon of clutter targets, as well as the length of the tra.nsmlt burst S

will influence the amount of interference present. The size and distribution of
clutter targets are fixed characteristics of the medium and only special non-'
linear processing such as the split-spectrum processing described in refercnce
[45] has been found ‘to provide an improvement. Although, using a longer

transmlt burst w1ll teduce the self-noise levels relative to the autocorrelatlon

peak; the time extent of the self-noise is twice the length of a transmit burst
(see Figure 3-1) so that the self-noise from ‘adjacent targets will increase their _
amount of overlap with increasing transmit burst length. | ,' AR

~ To evaluate the effects of parameter changes, such as pulse-width, we
‘assume a very slmple clutter situation. Consider a uniform distribution of -
randomly distributed clutter targets, each with the same. relative orientation
and back-scattering cross-section. If p is the average spatial density of the
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vclutter and the beam of the transducer is assumed to have a nearly constantd
' cross-sectlonal area A then e T S R

The average number of clutter targets or. grams ‘7, contrlbutlng
~ interference ‘at any -particular ‘delay can be: computed by convolvrng the
’ ultrasonic- srgnal with - the clutter target distribution. - Smce the target
dlstrlbutlon was assumed: to be unrform the number of grains contrlbutmg to
the 1nterference is srmply S ' ' '

where w is the w1dth or eﬁectlve spatlal extent of the ultrasound srgnal The
actual spatlal extent. of the ultrasonic signal is determmed solely by the
transmitting transducer, its excrtatlon and the sound veloc1ty of the medium.
- However, in terms of the overall system performance the effective. width of the
pulse is also influenced by the bandwndth of the receiving transducer and
receiver. In a correlation system the effective width of the uitrasonic signal is
also 1nﬁuenced by the. autocorrelatlon function of the transmlt srgnal {see
equatlon (3—3) _ R c
For a glven transducer and medlum of characterlstlc veloc1ty, v, the

‘mlnlmum ultrasonrc pulse—wrdth is approxrmately w=v/B, the output pulse-
width of an ideal pulse-echo system This return echo. pulse is. produced by

“applying a rectangular pulse to the transducer which has a duration less than a
or equal to one-half of a cycle of the fundamental frequency component (the =

center frequency, f .) of the ultrasonic transducer, 1/(2f.). The minimum
~ number of 1nterfer1ng targets contrlbutmg mterference to the pulse-echo output
: at any range is then ' : ‘

‘Since in the correlatlon system output the autocorrelatlon functlon of the
transmit srgnal is convolved with the clutter, the autocorrelatlon function for
pseudo-random and random srgnals can be considered to be composed of two
parts; the deSIred large central triangular pulse of wrdth 26 shown in. Flgure 3-
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1 and 1nterfer1ng range srdelobes of extend 2n6 and relative helght bounded by

. H,, of equation (3-12). From equat1on (3.4) the desired central trlangular pulse

iproduces an output signal nearly identical to a pulse-echo system output

~which is of length 1/B. ‘Thus, in the 1deal case, the correlation system would

produce. the same minimum number of 1nterfer1ng targets as given by equation

v :.(3-15) However the self-noise will add additional ‘interfering targets and the
number of addltlonal 1nterfelrmg targcts w1ll be approxrmately

BT ,p[2n,6] _,na'>='1"_/(2fc‘). o R (3.16)
o Assummg the scatterlng cross-sectxon of the average clutter target is so small

‘that ‘multiple scattering can be ignored, we can then add the powers of the
interference signal from each particle [46] If we further assume that the peak

= h,_power returned from an isolated clutter target is C‘ ‘then the minimum clutter

~ then given as -

N ‘;mterference, power, Co, that would be seen by an ideal pulse—echo system is

G=vG. e

I a 'c(')rrelatiOn system‘_the hound on the amplitutle of _the self-noise‘ giyen o

by equation; (312) indvicates; tha_t the average power‘in_ the self-noise_due.to a
" clutter target will be given by e AR

R 0: f!fﬁﬁc:fﬂ#frdf/(ww) < ,C':-f/(anés);. S (3{18')

where 1. is’ some constan and O < r < 1. Consequently, when N unique
- transmit. bursts of length J & are correlated, the addltlonal clutter power in the
‘ correlator output 81gnal due to self-norse is : ’

Y 'vv“:v{ya % :[plv2r/NB]C‘ . o (3°19) |

| Specral care must be . exerclsed in extendlng and mterpretmg the above
- equatlons for the case where n6<l/(2fc) Under these circumstances the
' output bandwrdth of the torrelator is greater than the lnput bandwidth and
_such a system actually degrrades the output srgnal-to—nmse ratio compared to
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pulse-echo systems However in practlcal correlatlon systems n6>>1 /(2 f c)
thus, this- limiting case Is of no practical lmportance :

To complete the dlscussmn of clutter eﬁects we cast the ﬁnal equatlons in
terms of a dimensionless parameter Let the ratlo of shift - reglster clock
» frequency to the bandw1dth of the transducer be deﬁned as

The total'lsig‘nalf-to-clutter ratio‘, SCR, for the correlatiOn.sys‘temkisithen just
the ratio of the power of the desired signal P to the total output clutter power -

. B

2r

e e
=P, o nag 2/ R (“3.‘21)’

where the ‘case n6< l/(2 f c) also descnbes the s1gnal-to-clutter ratlo for a
| conventlonal pulse—echo system Includlnfr the background recelver n01se 1, and
| assumlng that the noise sources are all uncorrelated $0 that thelr powers add a
total s1gnal—to—n01se ratlo for the correlatlon system is given by

sNRA_': ol b v-1(3-2‘v2).-
C'(1+—~—)+'1( N B

The total signal;to-noise ratio for the conventional pulse-echo system is -
~described by equation (3-23) with r = 0. and b/(nN) = 1. An alternative
' deﬁnltlon for the SNR of a correlation system, which is partlcularly useful in
nondestructlve evaluatlon measures the ‘ability to 1dent1fy the locatlon of a
.partlcular srgnal in the presence of background noise whlch surrounds the
desired target In this case, the range-sidelobes of the target must also be taken '
into account since they contrlbute to the noise level in - the v1c1n1ty of the
target. Thus comparlng the peak SIgnal power to the total power level of all the_ :
" noise surroundlng the target ylelds - ' '
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B Moving Tarfget Eﬁ’ectsv

Since the self—nonse cancellatron requrres the summatron of two
autocorrelatzon functrons which correspond to transmit bursts separated by the
~ transmit’ repetltron ‘period l movement of the target between transmit bursts’

., - will produce correlation functions which will not ahgn as requu'ed for peak - |
- superposition and self-noise cancellatlon Takeuchi studied a phase-modulated

system using Golay codes and estrmated that Doppler shifts would cause self-
noise ‘which follows a curve similar to cosl/o), where 0 is the phase difference
v:between recelved complemdntary codes due to Doppler shift. o

‘It is well known that|: movmg targets add a Doppler shift onto a srngle
- frequency transmrt srrrnal in direct proportion to the velocity of the target and
‘the frequency of transmission [48]. In the case of a broad-band, (multi-

frequency waveform) the effect of the moving target can best be described as a o

‘ compressron or stretchlng f the tlme-domarn waveform in proportron to the

o ~ target veloclty [49] In a onventional pulse-echo system the result is a longer

developed 3 generalized |

“or shorter ‘burst. In a correlation system the returnrng waveform from a
‘moving. . target no longer matches the reference signal. In order to determine

 the effects of this mrsmatc on w1deband signals;, Kelly and Wishner [49] have
form of - the ongmal well-known - narrow-band

amblgurty functron developed by Woodward [48]

Kelly and Wlshner s generallzed amblgulty functlon can be represented m' .

2 number of equrvalent integral forms. Assummg, for srmphclty, that the’

_‘.source/recerver is stationary and ‘that the target has zero acceleratlon, one
. convement form ol' the generallzed ambrgulty functron 1s o

w) fi A(w)A (wv)eﬂ“"'dw (324

: *where 7 is the ‘time delay drﬂ'erence between the' received srgnal and the
- -rel'erence srgnal A(w) is the complex frequency spectrum of the transmit signal,
. and u~(l-—2v / c) ‘where v is the target velocrty, and ¢ is the velocity of sound.
C Note that for a. glven v, G(r u) represents the output of a correlatron system
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for a moving target. A simple substitution of 7/v for 7 shows that for a fixed v,
the integral can be viewed as the inverse Fourier transform of A(w)A *(wy),
which maps into the 7 domain scaled by the factor v. The variable v is
normally very close to unity since ¢ is very large compared to v for practical
imaging situations. Thus G(7/v,v)~G(r,v) and the scale factor on 7 can be
ignored in the inverse Fourier Transform calculation for simulations.

Using this formula it is possible to simulate the generalized function for a
given transmit signal, merely by performing an inverse Fourier transform on
the multiplied spectra A(w) and A *(wv). This simulation is carried out later in
Chapter VI using FF'T processing. ‘ '
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CHAPTER IvV- IMPLEMENTATION OF SINGLE-MODE
CORRELATION SYSTEMS

~Correlation Architectures

The correlatioh process described by equation (3.5) can be implement-ed in

hardware or software via a number of different architectures. The three basic -
“correlation system structures are, the transversal filter which produces a. high
speed serial output [50], the time-integrating correlator which produces a
parallel set of outputs ome for each delay [51], and the FFT convolution
processor [52] which can be 1mplemented in array processors or software. In
these systems the delay between the received signal y(t), and the reference
signal z(t), can be synthesrzed by adding delays to one or both signals. This
delay has been 1mplemented in hardware by a number of different- analog and
dlgltal methods, 1nclud1ng digital shift reglsters charge coupled delay lines
(CCD)[50], surface .aco_‘ustl,c wave (SAW) delay lines [53], liquid delay lines [2],
and digital delay lines. The multiplicatior. and integration processes of e__qua.tibn_
(3.5) can also be implemented in hardware by a number of different analog and
digital methods. As should be obvious, the best type of delay line, multiplier,
and integrator will partly depend upon the form of signal to be correlated.:
Accordingly, an appropriate delay line for a binary signal, for example, is
obviously a set of digital shift registers. In the following section a discussion
and comparison is made between the basic types of correlation archltectures
and between the system components which are presently available.

The transversal implementation of a correlator is shown in Figure 4-1.
The received echo signals are sent through a multi-tap delay line in which -the
taps- are separated by a delay increment equal to the clock period of ‘the
pseudo—random transmit signal. If the transmit signal is random, the delay
increment is chosen to fulfill the Nyquist sampling rate for the signal
bandwidth. The correlation reference signal is stored in digital memory or =
“hardware and is used to weight the outputs of the tapped delay line. These
weighted signals are then summed to produce the correlation outplrt in serial

form.
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The transversal filter of Flgure 4—1 can be easily shown to. produce the
desired correlatlon process. If ‘y(¢-7,) is the received echo signal from a single
point reflector at dlstance v7, /2 and z(t ) is the_re’ference signal,; the output of
the summer of Flgure 4-1 is PR SR S

E y(t +— ]AT—nAT-—To) (41

where ] is an integer representlng the jth tap from the rlght Aris the tlme
~ delay between taps of the delay line, and n is the code length ’

This equation represents a sampled version of the autocorrelatlon functlon
It can be transformed into the familiar correlatlon integral ‘formula by using -
the sifting property of the Dirac delta functlon [54] The mtegral form of
equatlon 4-1is. then I . AR .

C nlAr

= Tl 'A} Eﬂu - jan) (t - “ T-n) b, (42)

where’biT = nAT e,nd ot ) is the Dlrac delta functlon Let T= t T—ro, so that

Tis afunctlon of time, and s( E 5(’!!"]AT) (A ), then
. S . : i=0.. T
o - )_,va', N A,
CR(r; ) =2+ T+n) = [ s(u)y(u+nde, (43)

which is the famlllar integral form of the correlatlon functlon where s(u) is a
vsa,mpled version of the reference 51gnal z{u). ’ :

A tlme-mtegratlng version of the correlator is _shown 1n Flgure 4—2
Instead of delaying the recelved SIgnal the reference 51gnal 1s- delayed with a
multi-tap dela,y line. The received signal i is then correlated separately ‘with each
A_ delayed version of the reference signal using m multlphers and integrators,

where m is the number of ranges of interest. As in the transversal filter, the
delay increment between range samples- is chosen to satisfy the Nyquist
sampling rate for the pulse-echo waveform. The m correlation ranges are thus
produced in parallel, and the output for each range can be descrlbed by a
slightly modified version of equation (3. 5). ‘A practical integrator does not-
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normahze by the factor aT , and the delay T w1ll be an nmtlal delay, Tos plus
m& where dis the delay mcrement SO that

d(tm)= [ sl)slu-lrtmOld  (44)
! t—nNAr‘ ’ oo ST R

Note that the lower lntegral limit includes a factor N which allows for an
integration of . more. than one transmit burst. Integratlng more then onej-
transmlt burst is equlvalent to time averaging, a process which produces
addltlonal srgnal—to-nmse ratio 1mprovement as descrlbed by equatlon 4-9.
This mherent time aVeraglng ability is the prime advantage of the tlme'r
integrating correlator over the transversal filter correlator - : '

After some thought one may reahze that since the basic requirement of
the correlation hardware is to produce a delay difference between the received
signal and the reference signal, it should be possible to exchange the input
signals, y(¢ — 7) and z(t), to both the transversal filter and the time integrating -
correlator. However, some slight modifications are required in the hardware for
the interchanged version of the transversal ﬁlter Figure 4-3, due to the
lnherent range uncertainty in the time of receptlon of the received pulse—echo
signal. ' ' o

If y(t) is the transmit signal, the received pulse-echo signal isly(t-— )
where 7, = 22 /v; where z is the distance to the reflector and v is the average
propagation ‘velocity along the flight path. Since 7, is the variable to be
estimated, the best that can usually be known apriori is that 7, is within some
range 1; =< 7, =< 1; + mAt. (Ordinarily, in practice, the only targets one
is really interested in are located in this chosen range of delays.) ' ’

In this transversal filter 1mplementatlon the received signal y(t — T, is
sampled at a rate greater than the Nyquist rate such that

m+n-él R
s(i) = E y(t=r)o(t—r +iAt (m+n%)At | (45)
Ar
~m+nE

=Y, y(t 70+T)6(t—‘tb'At+‘mAt+nA7),

=1
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where s(1) is the sampled stored sequence,
At

{ is an lnteger such that 1 <i < (m + n oy

n is the burst length

m is the number of ranges being correlated
At is the code bit width, and

At is the samphng period.

The sampled version of y(t— ,) thus begins in the memory locatlon at the

nearest ¢ greater than [mAt + nAr + 7, + ro]-——

Once the echo SIgnal has been stored in the parallel—out memory, ‘the
reference signal can be generated at any delay, T, and clock rate, CK, such
that 7, > ;. This can be a major benefit of this approach, if there are
hardware speed constraints in the transversal filter implementation.

The output of the 1nput-exchanged transversal filter is then

v [m+n——] : o
z(t) = -EA (])z( -]At+mAt nAr—:r) o (48)

=1

In integral form this becomes

"mAt A
+nArm+"A_: : '
()= [ Y Hu-jby(-utr,—r+mAt+aAtl) XY

o = xx(t¥u+mAt—nAt—,)du

substrtutrng v :—u+mAt+nAr—r +r,, and letting t=mAt+nAt and
tau =t—7,—7, then: : -

e | TR
R(r) = f g(v)z(v + T)d (48)




“Although the system design of ‘the ‘input-exchanged version of the time-
integrating correlator shown in Figure 4-4 is identical to the tlme-mtegratlng
correlator design, the actual hardware of the input-exchanged version is always
limited to using a delay line which can store a dynamic range of signals as
reqmred in the final output. However, when the reference crgna.l is delayed,
" Figure 4-4, if the reference signal is binary the delay line can also be in binary
form. This can be a considerable advantage in hardware requirements.

- Another type of correlatlon archltecture the FFT convolution correlator
takes advantage of the fact that convolution in the time domain can be
represented as a multiplication in the frequency domaln Since correlation and
convolution are very similar, it is possible to transform to the frequency
domain and perform a correlation by multiplication. :

~ The convolution operation' # is described by .

Yo (0 = S e (t-u)d )

00

’where z*(t) is the compiex conjugate of z(t). This can easily be seen to be a
correlatlon operatlon on y( ) and x(t ), if 2°(t) is replaced by z. ( t), so tha,t '

Ryz:(‘t}:: »‘.'!(;t-)':_‘-’f _»z""t—t.):: 5 y(u):v(u— ydu, (410)

—00

_Which' is identical to equation (3.5), except for ‘the ﬁmte llmlts of 1ntegrat10n
required in equation (3.5) for a practical implementation.

Now, as is ‘well known convolution in the time domain is equlvalent to
“multiplication in the frequency domain. Therefore,

R =F [F[y( 0] F[z( )1} e

where F {] and F- 1[] are - the Fourier and inverse Fourrer transforms

- respectively. ‘ '

, This convolution correlator can readily be lmplemented through plpellne

FFT processors [55] in schemes sumla,r to that shown in Figure 4-5. The
advantage to thxs type of processor is that the correlatlon values for a,ll delayS'
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are calculated srmultaneously durlng the frequency domaln multlpllcatlon In
- addition, efficient high-speed FFT processors are becomlng a standard functlon
~ within LSI technology, espeelally in radar [55] These prpehne FFT processors
- are modular in form and increased data lengths from increased- scan range can
be handled merely by augmentlng the processor with addltlonal modules

All' of the precedlng archltectures have thelr own merrts and-
dlsadvantages The hardware components requlred are dlfferent for each, as will
-be dlscussed next. The transversal ﬁltel lends itself well to hlgh-speed one—burst.
' correlatlon because hardware requlrements are minimal. The delay llne must
only be long enough to store the burst length whereas the other processmg
methods must mcorporate enough delays to handle the scan length which may
- be much longer than the burst length, However, as mentloned before the
tlme-rntegratlng correlator has the advantage of prov1d1ng xmproved SIgnal-to-
n015e ratio WhICh is obtalned ‘merely by i 1ncreasmg the 1ntegratlon time.

The correlatlon architecture, used for demonstrations in the following
_study, is a sunphﬁed version of the time- integrating correlator. This system is
called a box-car correlator because of the serial box-car way in which the
‘ranges are processed, Figure 4-6. It trades processing speed for simplicity by
utilizing only one of the parallel output range channels of Figure 4-2. The
entire range is scanned serlally by incrementally changing the 1n1t1al delay time
of the: reference SIgnal after N transmlt bursts have been 1ntegrated If the
- scan covers r range bms and the time between transmlt bursts is P then it
takes rPN amount of time to ﬁn1sh a range scan. This method is not effective
for tracking fast moving targets, but it has the advantages of reduced hardware
“and a reduced sampling rate for data storage, which allows for a more accurate,
and - cheaper. A/D  converters. Conv‘entional inexpensive - low-speed
“microprocessors can then be used to control the data acquisition, even though
the processed bandwrdths are very hlgh C '

Hardware Components

Therek are . three or ~ four Vcomponents “required for the ‘correlation
architectures discussed in the previous sections: delay lines, multipliers and
integrators;. and digital memory for some implementations. Each"of these
' components can be implemented by a number of different methods.
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Delay Lines

Delay lines fall into two major categories — acoustic and electronic..
Acoustic delay lines are analog in nature and fall into several sub-categories —
liquid, solid bulk-mode, and solid surface-mode. Electronic delay lines fall into
a number of sub-categories 1nclud1ng dlgltal hlgh speed memories, charge—
coupled delay lines and digital shift reglsters

Acoustic delay lines are analog in nature and requrre some type of - acoust1c
medium in which an acoustic wave is transmitted and received using electro-
acoustic transducers.

A liquid delay line was used in the original random 51gnal flaw detectlon
system. This liquid delay line, Figure 4-7, consisted of . two piezo-electric
transducers, identical to the transducer used for - the transmltter/recelver
placed in: a water bath and scanned mechanically. This method has the
advantages of extreme srmphcrty, can be operated b1—d1rectlonally for '
producing identically matched delay [7], and-produces a contlnuous range of
delays. It has the dlsadvantages of being large and unwreldy in size, it degrades
the resolution by limiting the bandwidth of the reference signal due to the
transducers [7], and it produces slow scans and slow resets due to mechanical
limitations. It also does not easily allow for multiple .taps, since the receive
transducers are large and interfere with the continuity of the propagatmg
~signal. Other types of llqu1ds could also be used instead of water, and
reductions in size and increased efﬁclency may be p0551ble by using liquids with
lower propagation velocity and higher density, respectlvely Water however, lS
“cheap and readily available.

Solid versions of the liquid delay line have been created using materials
such as quartz. Quartz delay lines can be made compact by using reflections to
increase the path length. Unfortunately, these delay lines are only suitable for
fixed delays and although it would be possible to produce parallel outputs by
using more than one delay llne cost -and size can become prohibitive.

Surface wave dev1ces are another commonly used method for. produclng
delays [53]. A typical SAW delay line is shown in Figure 4-8. The fingerlike
structures are the transmit and receive electrodes. Surface waves are produced
which travel between the electrodes when an appropriate signal is applied to
the transmit electrodes. The surface waves are generally slower than the bulk-
mode waves so that the devices are somewhat smaller than the previously
described delay line devices. It is also possible to use a number of receive
eleétrodes, to produce a multi-tap delay line. Unfortunately, these SAW delay.
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- lines can suffer from several limitations, some of which are identical to the
previous delay lines. They are rather large for long delay times, can limit the
bandwidth of the reference signal, and good SAW delay line devices

bandwidths have only been constructed at frequencies above about 50 MHz.

~ Of course it is possible to use modulation to use high frequency devices to delay
low frequency signals, but complexity becomes a problem and size is also a

problem, because long delay lines on the order of 50 psec are required.
'However, these devices have the advantage of providing additional signal
~° processing on the devrce itself. Filters, convolvers, etc. have all been built on

- SAW devrces '

v The most promising delay lines are electronic in nature. Electronlc delay
lines interface more efficiently with standard digital components and filters,
retarn wider bandwidth, provide easy multi-tap access, and with improvements
in technology are becomlng smaller faster, and lower in power consumptlon

" The most promising electronlc delay line is the CCD, or charge—coupled
delay line shown in Figure 4-8. These devices retain the best properties of both
analog and digital delay lines. Although the amphtude information is analog in
nature, the delays are incremental, and thus digital in nature. CCD delay lines
allow for small size, (srhcon LSI technology) easy multi-tap access, and wide
bandwxdth “while retaining large dynamic range without the requirement for
multi-bit. hardware These deVIces consist of a series of charge storage areas
which are separated by one way charge transfer paths. The exchange of charges
_are controlled by electronic gates. Charges proportional in amplitude to the
- input srgnal at the sampling times, are stored and transferred through the
length of the delay line.during the presence of a synchronlzed clock signals.

B » Unfortunately CCD delay llnes at lrequencles above 5 MHz are only in the

development stage.

The last type of delay hne to be discussed here multl-blt digital delay

~ lines, can be created by using a set of binary digital delay lines in parallel, as

~ shown in Figure 4-10. This delay line has A/D and D/A converters at the

input and output, respectively, to emulate an analog delay hne The dynamic

range of signals which such a delay llne can store DR is the same as that of
an A/D converter, so tbat : '

DR=2 (4

w_here n.is the number of bits stored at each delay.
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. -Digital shift registers are readily available in M.O.S.. to 20 MHz clock
rates, TTL. to 100 MHz clock rates and ECL. to 200 MHz clock rates. As the
frequency goes up, there is a corresponding increase in chip power requirements
~and an increase in the number of chips required. Multi-bit digital delay lines
have the advantage of operatlng at high clock speeds and thus can handle high
~ bandwidth signals, are easily amenable to LSI technology, are readily available,
“and can be used in multi-tap format. They have the disadvantages of requiring
many ., parallel registers if a large dynamic range is required, and can require a
considerable amount of space and power. They also have the disadvantage of
requiring an A/D convertor at the front end. Currently integrated A/D
convertors can only sample at approx1mately 20 MHz. However, as technology
1s advanced into faster, cheaper and lower powered devrces these dlsadvantages
will contlnue to be reduced. ’ '

In thls study, the correlator archltecture shown in Flgure 46 was used.
Because of this approach it was not necessary to store the received signal
y(¢ — 7) in a multi-bit delay line. Only a one-bit wide (blnary) digital delay line
 was requlred to delay the blnary reference signal. In spite of the relative
simplicity of thls approach, multiplication by a b1nary reference signal retains
all of the’ des1red arnplltude information present in the recelved signal.” The
dynamic range of the system is still very hlgh because the return 51gnal y(t - T)
contains the dynamic range information. o

- A’Multipliers

Multipliersv fall into three general types — analog, digital and hybrid
multipliers. The most common analog multipliers are traditionally called mixers
and are typically constructed using diodes as shown in Figure 4-11. . v

This device can. be shown to provide the product if the inputs are
constrained to be less than a certain maximum voltage, above which their
 response ‘becomes nonlinear. They have the advantage of being very wide in
bandwidth. These devices have the disadvantage of requiring the use of discrete
inductors ‘and diodes. They are also somewhat limited in dynamic range,
require matching impedance networks, and produce a slight loss in signal
- strength. Newer models however are becoming smaller, wider in dynamic
range and less lossy.

~If the correlator input signals are digital streams of data, a‘highr speed
digital multiplier can be used. Digital multiplication can also be easily
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implémented by ‘multipliés in software if the signals havev been »stjti)re‘d. An
example of a high-speed multiplier scheme is drawn in Figure 4-12.

Integrators

Several analog methods can be used to perform integration in practical
applications. Operational amplifiers with a capacitor in the feedback loop can
perform near-ideal integration especially for short ‘integration times. For long
ihtegfati‘on times. DC offsets at the amplifier inputs can cause severe drift
problems. If a long integration time is required, passive lowpass filters can be
used to approximate an ideal integrator and will not suffer the same stability
problems as an operational amplifier integrator. The integration time of a low-
pass filter can be:determined by equating the energies present in the impulse
respohses’ of the low-pass filter and an ideal finite-time integrator. Using this
method it can be shown that the lntegratlon time of a smgle—pole low-pass filter

is

‘ 1 N .
T =-— ' - 413
S 1{/1’. L : ‘ ( )

' 'where f; is the half-power cutoff frequency of the filter. For higher order filters
of order o, using a similar impulse response comparison and Parseval’s theorem,

- it can be shown that

- | - (4.14)

This approxxmatlon increases in accuracy with lncreasmg o and is most
accurate for maximally flat (Butterworth) filters. \

Optimum Transmit Codes

Two types of large time-bandwidth signals have previously béen studied
for use in ultrasonic flaw detection systems, random signals [2, 3, 6] and
pseudo-random m-sequences [6-11]. These signals were chosen because they are
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easﬂy generated and have bandw1dths whlch are essentlally 1ndependent of the .
. vtransmltted signal duratlon ' : :

Random signals can be produced very easﬂy by arnphfymﬂ' the thermal.
noise ‘present in.any number of sources including resistors [56], vacuum tubes
[56], and diodes [56]. Thls noise can be transmitted in analog fashion as in the
orlglnal analog random signal system [3],.or after cllpp1ng and sampllng as in
the high speed dlgltal correlation system to be descrlbed

M—sequences are special pseudo—random codes descrlbed by Golomb [57],
which are, by deﬁnltlon the max1mal-length sequences whlch can be produced
by any ﬁnlte-length shift register. The length of the m»sequence produced by a
shift reglster of length kis - i : : ’

A number of d1ﬂ‘erent m—sequences can ' be produced for any glven shift -
reglster length by using’ 'modulo-2 addition and spec1al feedback ‘configurations
[57] In this study, the m-sequences ‘which are normally in blnary form, were
changed to-a brpolar form, where “+1 and -1 were substituted for the binary
values 1 and 0, to remove the DC offset- and make the transmit signal
compatible w1th the bandpass characteristics of the ultrasonlc transducer.

1 m-sequences are transmrtted contmuously they produce constant
s1delobes of helght -1/m, ‘where m is the code length given by equatlon (4 15)
If AC coupled transducers are used, this constant DC oﬂ'set w1ll not eﬂ'ect the
" output, and thus, the range sidelobes will be zero.

Several contrnuous transmlss1on correlation systems using m-sequences
‘have recently been developed 1nclud1ng a Doppler flow measurement system
described by Cathignol [58] and flaw detection systems descrlbed by Lam and
Hui [8] and Pederson [9]. However, as mentioned: before, these systems require

~ the use of separate transmlttlng and receiving transducers, whlch can 1mpose>’ ,

limitations on thelr use in many flaw detection srtuatlons

. CIf m—sequences are transmitted in discontinuous bursts, as in the NDE
* ultrasonic correlation systems described by Elias [6] and Chapelon et al. [7],
their autocorrelation functions have finite range sidelobes. of approx1mate -
height m l/2[43] The longest known binary codé which can be transmitted
dlscontrnuously and which has the minimum poss1ble range s1delobes of height
1/m, is the Barker code of length 13 [59]. This longest Barker code i is obv1ously ’
too short to produce sufficient SNRE for most practical NDE applications.
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» If 1t is possrble to sum the correlatlon outputs of two sequentlal transmit
bursts, two types of pseudo—random codes can theoretically be used to produce
- Zero self-norse levels in a non-contrnuous “transmit /receive mode using a single. -

’ transducer They are the binary pseudo-random codes called Golay codes [60]

: 'and the quaternary pseudo—random codes called E-codes [61]. '

- Golay codes are parrs of complementary blnary codes: which have ‘been
' thoroughly characterrzed by Golay [60]. They have the special property that
~the autocorrelatron functions from each code in a pair have a large central peak
~and have range 51delobes of identical shape but of opp031te srgn as shown in

L Flgures 4-13a and 4-13b “The addition of the autocorrelation functions from a

pair of complementary “codes produces a large central peak with no range
sidelobes as shown in Flgure 4-13c. * ‘

‘Golay codes cannot be as easrly generated as m-sequences but Golay [60]
' describes a set of algorlthms for determining long codes from shorter codes.
Fo or a glven short complementary Golay" code palr another complementary

~ Golay ‘code palr can be generated from the shorter pair whlch is twice as long, '

‘and. whrch retains the -range srdelobe cancellation. This generation can, easily

be done by erther appendxng or mterleavmg using the orrgrnal code pair. In the -

, appendmg method given 2 short complementary code pair A and D, the new

| ,longer code palr will be AD and AD, where the overbar indicates that the code

bits are complemented In the rnterleavmg method the bits of A and D are

5 mterleaved for one code and those of A and’ ‘D for the complementary code.

_ Other similar methods can also be used to generate new codes from two palrs :

_' of unrelated complementary codes ’ ' ‘

Many codes exrst for any ngen code length and the length of Golay code -
usable by a correlatlon system lS lumted only by the generatlon capablhtles of

- the system

. ‘, These codes were orlgrnally used to deterrnlne the sllt patterns for optlcal
multlsht epectrometry {60]. More recently, :Golay codes have been used with
good success at very low frequenc1es approx1mately 2 to 100 Hz, in a selsmlc
prospectmg system [62] They have not, to our knowledge, been studied for

. applrcat:on in ultrasonlcs except theoretrcally by Takeuchl m a proposed» a

v medlcal lmagmg system [63 64]

Quaternary E—codes have also been shown to have thrs zero range 51delobe

. '_ propcrty [61] Quaternary E—codes .are four symbol codes whlch have been

described by Welti [61]. These. codes are restrlcted to. lengths which are powers
-of two and can. be generated from basis binary codes called D-codes. Turyn
‘[65] has shown the equlvalence of Golay codes and certaln E-codes w1th respect
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to srde-lobe cancellation. Because of this equivalence and because the binary
. form of Golay codes makes Golay codes much easier to 1mplcmult the E-codes
~ were not investigated further for this study

Modulatiorr Methods

" In the random signal correlation system the random thermal noise was
amplified, bandpass filtered and then directly transmitted. However, two types

" _of modulation schemes have been proposed for systems which use pseudo-

random m-sequences — direct transmission and phase modulation. In direct
transmission, Figures 4-14a and 4-14b, the code is clocked at a rate which is
greater than the upper cutoff frequency of the transducer so that the resolution
of the system will be determined only by the transducer, as previously
‘mentioned. In phase modulation, Figures 4-14c and 4-14d, the code is clocked
at approximately half the rate reqmred for the direct transmission method and
used to phase modulate a carrier at the center frequency of the transducer. A
simple comparison of these two techniques shows that ‘phase modulation is a
~more eflicient means of transmission [66], simply because much less of the
signal spectrum falls outside the transducer pass-band and therefore is not
wasted as in the directly sequenced system. This can easily be seen in the
spectrums shown in Figure 4-14. However, Chapelon et al. [7] have shown that
by filtering the directly sequenced code before transmission, the efficiency of
both systems is essentially the same. This filtering then protects the ultrasonic
transducer from the low frequency energy produced in direct sequencing
transmission. Both Nahamoo and Kak [66] and Chapelon et al. [7] agree that
phase modulation is more complicated to implement than direct sequencing. In
this study we use direct ‘sequencing .transmission in a digital version of the
jorlglnal random  signal system, because of. its relative simplicity of
1mplementatlon and its utilization of maximum transducer bandwrdth

‘ Optimum Clock Rate -

Equation (3.3) indicates that aSsummg the autocorrelatlon functlon of a
large time-bandwidth signal is a delta function, the correlation output is the
“impulse response of the system. In practice, however the code bit-width
: (transmlt clock’ rate) is chosen in order to maximize the output signal-to-noise
ratio. When this is true, the ideal triangular autocorrelation function of the
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large t1me-bandw1dth signal has a basewidth of 25 and therefore is not
necessarlly a good approximation to a delta function. In a pulse—echo system
the stlmulatlng waveform is not triangular, but i Is a smoothed rectangular pulse
with unequal rise and fall times. If ‘this pulse is. approximated by an ideal
rectangular pulse the optimal pulse-width for a pulse-echo system is 1/2f..

In order to-determine an optimum transmit clock rate for the correlatlon
system, the operation of the correlation system as described by equation (3.3),
was simulated with a computer program. The impulse response, h(7)#*h(7), of 2
40% bandwidth transducer was first measured experimentally in a pulse-echo
mode. A functional fit was then made to simulate the measured impulse
response on the. computer The ideal triangular autocorrelatlon function, R 1),
was generated by convolving two identical rectangular pulses which where a
s1ngle bit-width, &, in length. This triangular pulse was then convolved with the
simulated 1mpulse response to. produce the output, as described by equatlon
(3. 3). The power of the simulated output was measured by summlng the
squares of the dlgltal samples of output and the output noise power was
assumed to be hnearly related to 6 since the length of a transmit burst varies in
a linear manner with 6, assuming a constant number of bits in each transmit
burst. The ratio of these two powers then produced an: output s1gnal—to—n01se
ratlo for the correlation system

The plot in Figure 4-15 shows the analytlcally determined output signal-
to-noise ratio versus the shift register clock rate, f, = 1/8. As can be seen for
raf, < f, < 3.4f, the signal-to-noise ratio reaches a maximum at

= approximately f, = 2f,, and varies less than 2 dB within this range. When

operating at the optimal clock rate, S m, the simulated output waveform
appears as shown with the solid line of Figure 4-16. This output is nearly
identical to the impulse response of the transducer represented by the dashed
line of Figure 4-16. The simulated output for a pulse-echo systein operating at
the optimum pulse-width is not shown, but is located between the solid and
dashed lines of Figure 4-16. Thus, even for the fairly wide triangular
vautocorrelation function resulting from operation at the optimum signal-to-
noise -ratio, the 51mulatlons predict that the correlation system resolution is
essentially the same as the resolutlon of an ideal pulse—echo system.
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. "Time-Gain;Control- Effects .

A practlcal ultrasomc imaging system for medical appllcatlons typically
 uses a method called: time-gain-control - (TGC) to compensate for  the
o exponentlal decrease in signal strength which occurs in tissue, Figure 4-17.

'Unfortunately, TGC can produce adverse effects if improperly- used in a
: correlatlon system A TGC amplifier varies its gain with time accordlng to a
" curve like the dashed line. Ideally, the net return signal strength for a target
~ will then be 1ndependent of its depth, as shown by the straight line of Figure |

" 417. The desired result is a decrease in the dynamic range requirements of all

the subsequent electronic stages, 1nclud1ng the final display device. In
"conventional pulse-echo. systems, TGC is lmplemented in the front-end receiver
in order to optimize the mgnal—to-norse ratio. and reduce the dyuamrc range
requrrements of the subsequent stages. o :

Unfortunately, if 1mplemented in the conventlonal manner, the TGC
receiver can. adversely eﬁ‘ect the operatlon of a correlatlon system whlch uses
'long transmit srgnals : ‘ o v A ‘ _
| The TGC recelver wxll exponentlally modulate the long recelved 51gnal as

» shown in Flgure 4-18. 1f the correlator then bhndly attempts to correlate with
ba copy of the transmit slgnal the SIgnals are no longer opt1mally matched ‘and

S “the resultlng sxgnal is drstorted Takeuchl proposed to compensate for thls

'ifTGC term [63,64] by either transmrttlng the: long transmlt signals wrth an
'mverse exponentlal welghtmg, or by inverse exponentral welghtmg, on
receptron in the correlator. Both of these methods are somewhat comphcated
- since they requrre a careful match between the s1gnal welghtlng and the TGC
vamphﬁer They also reduce the: output s1gnal-to-norse ratio of the system s1nce
f the optlmum s1gnal or code amplltude would not- be used at all times. |

- An alternate rnethod not dlscussed by. Takeuchr is to apply the TGC after “
: the detectron system Smce the detectlon process compresses the long transmrt

- srgnals there will be no need for complrcated inverse welghtlng For systems'
. which operate in real tlme as is the case in ‘medical imaging systems that

- image: movmg objects a srmple synchromzed ‘TGC amphﬁer could be used at
‘the output of the detectlon process. ‘Such a system would have a constant gam ’
'recelver with a gam equal to the mlnlmum galn of the TGC recelver

Based on the system de51gn parameters presented in the second part of

B Takeuchl s paper [64], it is posmble to estlmate the amount of addltlonal noise
-'resultmg from the use: of a constant gain recelver Usrng typlcal noise figures
-for a multr—stage recewer thls addltlonal n01se is very small resultlng in about
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Figure 4-18 TGC effects on an m-sequence burst.
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l to 9 dB of output srgnal—to—norse ratlo degradatlon

, ThlS srgnal-to—norse ratlo degradatlon can easrly be overcome by the use of ‘
a constant signal strength throughout the pulse-length of the transmltteu
s1gnal Followmg Takeuchi’s example of a 12 bit code, a 20% 31gnal bandwrdth"
and a6 dB change in amplitude, between the beglnnlng and end of an
exponentlal pulse there is approximately 3 dB less average power in an
exponential . pulse compared to the average power present in a constant

e maximum signal strength pulse. This 3 dB difference easily compensates for the

degradatlon estimated - above. Further signal-to-noise ratio improvement can
also be obtained by lengthenmg the pulse-width of the transmitted signal. The
pulse-length is no longer restricted as it is in the proposed Golay.code. system '
“where only 6 dB or sllghtly more gain change could occur over one pulse,
~sequence. R | _ '
I systems that unage stat1onary objects as is_ the case in flaw detect1on
_systems it would be. possxble to use .a different kind of gain compensation.
" Since the targets are mot moving, a real-time scan is not required and it is
possible to integrate or average more than one pulse at each range [2]. It would
be possible to vary the net mtegratlon tlme nN¢, w1th ~depth, .to compensate
for attenuation eﬂ'ects so that. ' :

aNS= KPR (41)

where a is the attenuatlon constant of the medlum xl is some reference depth _
of penetratlon 7, is the depth for which compensation is desired, and K is
some constant. If the integration time, is increased exponentially with depth,
the scan time will thus also increase eicponentially with scan depth.

This method of gain compensation, using varying integration time, has
several beneﬁts over conventional TGC. The output noise level of a variable
1ntegrat10n time system will stay constant throughout a scan, whereas -
“conventional TGC produces an exponentially increasing noise level The depth -
of penetration of a variable 1ntegrat10n time system is not limited by the
transmitted s1gnal strength and attenuation, as it is-in real-time systems. The
only limitations on the depth of penetration are the stability of the integrator
and the rigidity of the scan device and the medium. Because of the available
SNRE the center frequency of operation and the bandwidth of the transmltted_
signal can easily be increased, causing a corresponding increase in the lateral
and axial ‘resolutions, respectively. Of course an increase in integration time
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~ means that the system will not operate in real time, but in flaw detection

where high resolution and maximum penetration are more important than scan
speed a spread energy system with variable integration tlme gain compensatlon,
usmg a system similar to Takeuchi’s [63, 64], is feasnble ’
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CHAPTER V-A DIGITAL CORRELATION SYSTEM
FOR BINARY TRANSMIT SIGNALS

Followmg the development of the original random 31gnal correlation flaw
detection system [2], a new flaw detection system was developed which replaced
the analog water delay line of the original system with a set of high-speed
digital shift reglsters Imtnally this system was’ used to transmxt random
signals, with a ‘sampled version of the random transmit signal stored in the
delay line. This method was found to be an inefficient use of the transmlt
power and for the work in this paper the initial system was modified to
transmit the bmary sampled version of the random 31gnal or a.ny type of
bmary transmlt signal, such as m—sequences :

" In the followmg chapter this new dlgltal ﬂaw detectlon system is
descnbed tested, compared to SImulatlons and evaluated m a number of
crltlcal 31tuatlons ' '

| System Description

- The new digital flaw detection system is shown in Figure 5-1. This system
can store a pair of reference signals each contaihing up to 256 bits, which
corresponds to.a 12.8 s reference signals at a 20 MHz clock frequency. Clock
frequencies of up to 30 MHz can be used in the present system. Using a clock of
» frequency f,, the digital delay line produces random signals and m-sequences of
half-power bandwidth .45f,. the digital delay line will thus produce reference
signals of much wider bandwidth than the water delay line, provided the
transducer upper half-power frequency is below .45f,. The scan rate, initial
delay time, and scan range of the digital flaw detection system are all -
controlled by dlgltal signals, allowing the system to be interfaced with a
mMicroprocessor. :

The operation of: the system is as follows: first a digital controller loads
~and unloads the shift registers according to three settings: initial delay,
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' samples per cell and number of cells (A cell is a delay 1ncrement and is equal
to 1/ f e In thls ‘system.) On the transmlt cycle the controller SIgnals the
source to transmit, and loads the transmit srgnal into the shift register set
(Figure 5-1). After transmlsswn the controller. counts “clock pulses. until the
interval delay ‘count is reached ‘In the correlatlon cycle the controller
subsequently dumps the contents of the shift reglster for correlatlon with any
returnlng echo SIgnals It then waits for the. next transmlt cycle command ‘the
timing of which i 1s determlned by an external repetltlon rate setting, and agarn

reloads the shlft reglsters The delay count is subsequently either. 1ncremented
by one for a new range cell, or zero for the same range cell, dependlng on the

‘external samples per cell settlng ThlS tr ansmlt/correlate cycle continues until

" the entire scan, as controlled by the external number of cells settmg, ‘has been

'completed ‘The. system then. resets itself and starts a new scan w1th the delay
count reset to the mltlal delay setting. ’ '

v In an- actual practlcal operatmg system, the posrtlon of the transducer .
‘would be varled between scans, to 1nterrogate the entlre sample. under study. A.
D/A converter transforms the d1g1tal scan p051t10n into a contlnuous smooth
- ramp whlch drives the x-input of an x-y recorder or oscllloscope (Flgure 5-1).

The output of the correlator 1ndlcates locatlon of targets and is dlsplayed on
the y axrs For optimum system operatlon ‘the” mtegratlon ‘time of the
correlator is set at approx1mately the number of samples per cell multlphed by
the repetltlon perlod Since the output of the correlator. is at a frequency
approxrmately equal to the scan rate which is always much lower than the
transmltted frequency, an A/D conversron of the system output can easrly be
_ accomphshed under mlcroprocessor control, el1m1nat1ng the need: for a high-
speed transient recorder Thus the system is ldeally suited to provide hlgh SNR
output signals for use in conjunction with addltlonal 51gnal processing.

Experiments were performed to verify proper sy_stem operatlon and to
compare m-sequences with clipped sampled random signals for both short and
long code lengths. In order to test short codes, simulating high-speed operation,

the digital flaw detection system was modified to recirculate the contents of the o

': digital shift register and thus transmit the same code in every transmit burst.

For long code operatlon the codes were produced from external s1gnal
sources and loaded in 192 bit sections. A 8,388,607 - bit m-sequence was
generated using a 23 bit shift register set and was loaded synchronously into
_ the digital delay line. Clipped sampled ‘ran'dom signals were generated using a
Model 1380 20 Hz-20 MHz General Radio random noise generator. The analog
random signal produced by the noise generator was clipped symmetrically using
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a Schmltt trlgger and then sampled and loaded 1nto the dlgltal delay hne at the
’ system clock frequency o _ v

o ,Sii!iulat.ién"

_ Computer snmulatlons were made for comparlson and were 1mplemented in
the following manner. ‘The 1mpulse response of an approxrmately 5 MHz center

‘frequency, 2 MHz bandwidth, transducer was measured, as in the previous

~section, by operatmg ‘the system in a pulse-echo mode, using the same
transmltter as used in the -correlation system measurements The Fourler
transform of the impulse response “yielded the frequency response of the

transducer which was used to weight the spectrum of the transmltted code.

. The inverse Fourier transform of the werghted spectrum produced the
. computer smxulated output R :

| Single-Target :Meas_urements_, '

 Low SNR Results

The advantages of the sngnal—to—norse ratlo enhancement oﬁ"ered by the
correlatlon system can be clearly seen in a direct comparison of the two
.systems operatmg under high noise condrtlons Flgure 5-2a shows the received
echo 51gnal produced by a conventronal pulse—echo system from a flat stainless
steel. target p]aced in'a watcr bath and orrented parallel to the transducer face.
" The sxgnal—to—norse ratio was adjusted to approxrmately unlty and many scans
: were recorded to help 1dent1fy the target location.

’ The correlation system output produced by using a. smgle 256 bit m-
sequence transmit srgnal (n = 256 -and N =1), .and having the -same input
- signal- to—norse ratio and target/transducer conﬁguratlon as the pulse-echo
system 1s shown in Figure 5—2b o ’ : ’

The expected reductron in background receiver noise, glven by the SNRE

o formula of equatlon (3.9),is 23 dB for the 10 MHz bandwidth receiver and 12.5
. MHz clock frequency used in this’ measurement However, m addition to the
; .'orlgmal thermal noise of the recewer, the ﬁgure shows a determlnlstlc (non- ’
| random) term due to self—noxse The level of the self-nmse in the v1c1n1ty of the



a.  Multiple pulse-echo scans ~ b. Multiple correlator scans
- ’ (n=256,N=1)
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‘c.  Single correlator scan | d. Single correlator séanv
(n=1,N=256) - - (n=256,N=1)

Figure 52 Comparison . of pulse-echo and correlatdr outputs for unity input
' signal-to-noise ratio. -
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_ desired target is given by equatlon (3. 12) For this particular measurement, the
range’ SIdelobes should be 16 dB below the. peak signal. When these two
lndependent noise sources are added, the peak signal power to background
~noise ratio is about 15 dB. Flgure 5-2 clearly shows the expected factor of six
1mprove_ment in’ signal-to-noise amplitude ratio. As a comparison, setting
‘n =1 and N =256 produced the single scan correlation system output
displayed - in Figure 5-2c. Setting » =1 and N = 956 is equivalent to time
averaging in a pulse-echo system, where the averaglng is done point-by-point
throughout the scan range, thus the system is 256 times slower than when
' operating with n = 256. Although the scan is much slower, Figure 5-2¢ does
represent an output with better signal-to-noise ratio due to the absence of
range 51delobes In this case, the SNRE is close to the expected level of 23 dB.
A single trace of the high speed correlation scan (Figure 5-2d) is reproduced in
Flgure 5-2d to permlt a more conv enlent comparrson of the two operating -
modes

High S.NR Results 2

The experlmental and computer simulated correlation outputs for both a
64 bit chpped sampled random signal and a slightly modified 63 bit m-sequence
clocked at 20 MHz are shown in Figures 5-3 and 5-4 (The 63 bit m-sequence
was modified by addmg an extra bit, equal to the bit at the beginning of the
m-sequence, to simplify 1mplementatron) As can be seen, the measured
'outputs match well with the computer simulations. All of the short code
outputs show ‘significant range sidelobes present around the desired echo. Other
84 bit samples of random signal and 63 bit m-sequences were also tested and
were found -to have different range sidelobe patterns, however the sidelobe
~ levels remained within 3 dB of the srdelobes of the signals shown in Figure 5-3 -
and 5-4. SR ’ - -

e Equatlon (3.12) predlcts the upper. bound of range sidelobes for the short
84 bit codes to be at least 8.2 dB lower than the peak amplltude compared to
measured values of 12 dB for the short random code and 14 dB for the short
m-sequence. The slightly lower range “sidelobes of the m-sequence have the_
special property that when contlnuously repeated they produce a constant
range sidelobe level [8]. ' :

‘The measured correlation outputs for 1024 consecutive 192 blt sections of
a 8,388, 607 bit m—sequence and a chpped sampled random s1gnal are shown in
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Frgure 5 5. Notlce that the range srdelobe level of the m—sequence is about the
same as that of- ‘the clipped sampled random srvnal at approximately 42 dB
below the peak amplltude This agrees wrth the value of 43 dB. predicted from
equation (3.12). As can be seen, the output signal of the correlation system is
nearly identical to ‘the srmulatlons of Figure 4-16. Thus as expected, the
correlation system has the same resolution as an ordlnarv pulse—echo system
However, equation (3.9) shows that the correlation system has a sxgnal-to-nmse
ratio enhancement of 20,644 which is not available in a conventional pulse—echo
system. ‘

Clutter Measurernents'

" Measurements were made to verify the‘ formula forASignal-to-noise ratio in
clutter, equatlon (3.21) by using the grain boundaries in a cylindrical block of
303 austenitic stainless steel to simulate a practlcal clutter 51tuat10n Figure 5-
6. The grain size was enhanced by heat treatment for one hour at 1387° C,
which yielded a measured grain size of 160 ym [45]. The target thus sxmulated
the clutter-hmlted situation typically encountered. in the heat-affected-zone
(HAZ) of a weld. The transducer used is one inch in dlameter and has a center
frequency of 5 MHz and a half-power bandwidth of appronmately 2 MHz. The
end of the target opposite the transducer was coupled to a second large metal
block to help reduce back surface reflections and thus multlple reverberatlons
Shear wave couplant was used for all surface contacts.

The number of transmit bits, n, and the number of transmit bursts N
were varied to investigate their influence on the output clutter power seen by a
random signal correlation receiver. The average minimum clutter power from a
region of the sample, C,, was determined from both direct pulse-echo
measurements and correlatlon system measurements in which many unique m-
sequence bursts of long duration were integrated. A typical correlation output
for this sample taken under conditions of long 1ntegrat10n of long codes is
presented in Figure 5-7a.

~ The total clutter power was also measured for short code operation using
63 bit m-sequences and varying the number of unique transmit signals
integrated in each range cell. A typical plot of the clutter present with short
code operation is shown in Figure 5-7b. Subtracting the previously measured
value of C, from the total clutter power measurements isolated the additional
clutter power C, contributed by the self-noise, Figure 5-8 displays the
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calculated‘ upper. bound for the ‘added clutter noise together with the
experimental measurements The dispersion in the measurements at each value
~ of N can be accounted for by variations in the power present in the range
 sidelobes of the different codes tested. These measurements verify the predicted
1/N variation of the added clutter noise and indicate that the practical value
of r is approx1mately 1/2. '

An additional set of clutter measurements was made by varylng the length
of the transmitted m-sequence, n, while integrating over a- smgle transmitted
burst. Slnce the integration time and repetition rate were held constant as the
transmit burst length increased, the duty cycle increased in direct proportion to
the burst length_b In  the lowpass filter approximation to equation (3.5) the
~ normalizing factor, aT, is missging,’so that the correlation output increases in
direct proportion to the duty cycle and the output power thus increases as the
square of the duty cycle Figure 5-9 shows the calculated upper bound of the
added clutter noise and the - experimental values' for C, determined by
“subtracting C, from the total mea.sured clutter power. Three codes were tested
at each value of n and as can be seen, the experimental values: are again
slightly- dependent on the particular. transmlt code. The results of a linear
regression fit to the data indicated a slope of approximately two as predicted
by a square law dependence on a. Since the output power from a target
~ imbedded in the clutter would also 1 increase with the square of the duty cycle,
‘Frgure 5-9 demonstrates the 1ndependence of SCR in terms of the number of
bits per transmitted burst as predicted by equation (3. 19). Having verified the
results of the clutter analysis given in equation (3-21), we can now proceed with
an overall system performance analysis.

System Performance Analysis

Examination of equation (3.23) reveals that there exist three distinct
sources of noise which degrade the performance of a random or pseudo-random
signal correlation ‘receiver. To compare the operating characteristics of the
correlation system with conventional flaw detection systems, the effect of each
of the noise sources will be examined. The response of the correlation system to
the various noise sources will dictate the circumstances under which a
correlation - system can be used effectively to replace conventional pulse-echo

systems. ,
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~ High Input‘SNR Operation

- The first. source of noise to be considered, self-n01se, is an unfortunate
consequence of incomplete pulse compression. In those circumstances where the
- echo signal is much larger than the thermal receiver noise, so that P>>1, the
self-noise of the correlation function imposes a fundamental limitation on
system 'performance. This limitation is of particular importance when high
speed or real time imaging is requxred for targets which provide strong
_- ultrasonlc echoes. - :

The reqmrement of high speed operatlon usually transiates to a severe
restriction on the number of transmit pulses, so that N=~1. An additional
limitation will be imposed by the minimum target range. Consequently, the
maximum width of the transmitted burst will also be restricted. Assuming
temporarily that clutter .is not important in such imaging, equation (3.23)
reduces to | o o

SNR_‘ (b‘; % = ";V‘ = nN6B. )

'Thls is the reclprocal of the upper bound on the relatlve 51delobe power level
' predlcted by equation (3. 12) *

For a transducer of 5 MHz center frequency and 2 MHz bandwidth with a
10 ps limi¢ on pulse duration, the SNR will be only 13 dB. This is a signal-to-
noise ratio similar to the SNR of the signals presented in Figures 5-3 and 5-4.
Equatlon (5.1) shows that the output s1gnal—to—n01.,e ratio for this self-limiting
' case is independent of the transmit power, P, so long as ‘the returned echoes
are larger than the noise introduced by the receiving system. Clearly this is not
Y situation in which a correlation system would be of much benefit.
Fortunately, this situation is of little practical importance since by assumption
coxwentional pulse-echo systems can be used to produce high quality images.

- -Clutt‘er Limited Operet_ion

A more- 1nterest1ng srtuatlon arises when the receiving system is clutter
limited. To define this 51tuat10n, we first’ assume that the clutter signals are
. la,rger than the noise 1ntroduced by the recelvmg system. Since the comparison
is bemg made with a conventlonal pulse~echo system, we requ1re that



c, >> 1. However in order to detect a target with any lmear detectlon
system we must also have P> C otherwise the target will be lost in the
clutter noise. In the clutter limited case, equation (3.23) reduces'to

CSNR P ., 62
e G(1+-N)+VP( | | -

This suggests that the performance of the random signa] or m-seqﬁencé
correlation . system may again be limited by the ‘range sidelobes of the
correlation function associated with the desired target. To ensure that this is
not the case, we assume that C,(1 + 2r/N) > P/n §BN and apply the above
‘inequalities to yield the weak condition (N +2r)(né6B) > (P /C,) > 1. This
condition is easily satisfied by utilizing a transmit burst whlch is shghtly ionger
than that used-in a pulse—echo system. Thus, for almost any correlatlon system,
the SNR presented in equation (5.2) reduces to the SCR formula given
prev1ously as equatlon (3 21). Therefore, in the case of real tlme imaging with
only one transmit burst, N =1, equa.tlon (3. 21) predlcts that in the worst case,
r = 1, the correlatlon system will provide a signal-to-noise ratio within 4.8 dB
of pulse—echo systems However, the grain measurements of Figure 5-5 indicate
that the value of r is approximately 1/2 and that in an actual clutter situation
the s1gnal—to—n01se ratio of the random signal or m-sequence correlation system
is w1th1n 3dBof a pulse-echo system.

. Although the .per;form;ance of the random signal or m-sequence correlation
system is slightly inferior to that of a pulse-echo system, as the number of
unique transmit bursts which are correlated is increased, the performance of
random signal or m-sequence correlation system rapidly approaches that of an
ideal pulse-echo system. It is important to note that the additional clutter noise
present in- the correlation system output can appear in ‘two distinct forms
depending on the type of transmitted signal. In the case of the random signal
- system, the small addltlonal noise term will appear as random noise in the
output. For an m—sequence system which interrogates each range cell with the
same code or set of codes, the additional noise will appear as a deterministic
signal which can be exactly reproduced on successive scans of the clutter.
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Praetical Clutter Situations

‘The clutter limited case, as presented above is somewhat artificial since
the assumptxon of strong clutter signals implies that considerable energy is
scattered out of the ultrasound beam. Thus with increasing depth, the
scattering losses will rapidly reduce the backscattered energy level to values
1 comparable to the receiver noise.. A more realistic description of the case where
strongly reflecting clutter targets are present is C, =~ N or C, < N. To detect '
~ a target, we must still require that P > C,. Thus as discussed above, self-noxse .
produced by the range sidelobes of the target will not play an 1mportant role. =

In the practlcal case of cluttcr dommated performance, equatlon (5.24)
becomes '

SNR = —— 2rP - (5.3)
+ A0 4 (=
c,(1 N) ‘n(nN)

- FEven i"or relatn ely hlgh speed operatlon, N ~ 4, with r = 1/2 the clutter
noise level will be nearly the theoretrcal mmlmum, C,, thus .
SNR = -— L 5

c, + n(—) | '

As the mspectlon depth within the clutter region increases, both the target
Slgnai power, P, and the clutter noise power, C,, will decrease relative to the
receiver noise due to scattering losses and absorption. Equation (5.44) clearly
demonstrates, however, that by appropriate selection of the code length and
‘the number of transmit bursts, the random or pseudo-random signal correlation
- system can maintain ideal clutter limited performance throughout the scan
range. To obtain similar performance using a pulse-echo system, coherent
averagmg of the received echoes could be utilized. In this frequently
encountered situation, the corrélation system offers a srgmﬁcant advantage in
operating speed. The random signal correlation system will be faster by a

factor of n / b since it effectively combmes pulse compressmn with coherent |

: tlme averaglng
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Receiver Noise Limited Operation

The ﬁnal case to be conSIdered is noise limited performance. An extreme
example of this situation can be found in the inspection of plastics and
compOSItes for WbICh C, ~0. More frequently encountered situations are the
1nspect10n of ceramlcs or thlck metal sections where absorptlon and scattering
from small grams severely reduce the echo intensities, although gram echoes as
such are not the hmltlng factor. RN : L

In the recelver noise hmlted case, the 51gnal-to-n01se ratio for the random
51gnal or m-sequence correlatlon system takes the sxmple form o

e e

whlch is the product of the SNRE glven in equatlon (5 9) and the SNR for a.'.
conventlonal pulse—echo system -

'Optimu'm'System Threshold Criterion ' -

In order to determme the optimum imaging system for a given application
it is helpful to have a threshold level dictating which system, “conventional
pulse-echo or random s1gnal/m sequence correlation, will produce a higher
“output SIgnal-to-nmse ratio. Assuming that the s1gnal-to-n01se ratio for a
conventional pulse-echo system is given by equation (3.22) with r =0 and
b/(nN ) = 1, the ratio of equatlon (3 23) to the special case of equatlon (3.22)
can be considered to be an extension of the signal-to-noise ratio enhancement
formula of equation (3. 9) to mclude the effects of clutter and self-nOISe and is
“given by ‘ ' '

o BRI | .
SNRE = — o ; (5.6)
+ 2y + P(—=) + n(—) |
c,(1 +3) ,P(nN)_n(nN),

N

R’eerrangihv equetidn (5 6) by applymg the condltlon that the SNRE’ be
greater than unlty, results in the threshold condition '

s



100

Pb + C,2rn
»nNéb )

9> )

whxch indicates the level of receiver noise for which a random mgnai or m-
sequence correlation system wxll provide a better outpht signal-to-noise ratio
“than a conventional pulse-ef*ho system. If n >> Pb/(C,2r) and nN >> b
then equatlon (5 7) can be sunphﬁed to the form '

G e
. <N | - (58)

and the correlation system w1ll produce a hlg;her signal-to-noise ratlo than a
" conventional pulse-echo system if the clutter-to-noise ratio is less than N. In
applications where the clutter-to-noise ratio is greater than N it will be
_ necessary to use the special codes described in the following chapter '
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'CHAPTER VI - A HIGH-SPEED DIGITAL
-;GoLAY CODE CORRELATION SYSTEM

In order to use a correlatlon system under high input. 51gnal-to—n01se ratlo :
situations and hlgh-speed operatlon it would be advantageous to use pseudo-
’ random codes which produce correlation outputs w1th zero range SIdelobes The
output SNR would then be glven by ‘ ' :
‘SNR -—Fr e

nNBé

 The output signal:to-noise ratio of a conventional pulse-echo system is
SNR = ———. T (6.2)

These equatlons lndlcates that if nN66 1s chosen to be greater than unlty, a
zero self-noise correlation system will always produce a better output signal-to-
_n01se ratio than a conventional pulse-echo system, shown in equation (6.2), or
prev1ous correlation systems, shown in equatlon (3. 23) However, under many
conditions - the dlfference in SNR of a zero self-noise correlation system
- compared to prevxous correlation systems may only be s1gn1ﬁcant for low values

of N, i.e., high operation speed. As mentioned in Chapter IV, two types of

' pseudo—random codes have been discovered which can be used to produce zero
range srdelobes - contlnuously transmitted m-sequences and Golay codes.
Since m—sequences cannot  be used in a pulse-echo mode using a single
~ transducer, this study concentrates on developing and analyzing ‘an improved
system which uses Golay codes. , '

In an actual correlation system employing Golay codes the s1delobes will

not cancel completely, resulting in vestigial sidelobes. The SNR of such a
~ system can then be represented as a modlﬁed version of equatlon (3.23) such
"~ that
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SNE = G0+ rq) + n(b/nN) + P(b/(2n))a’

(6.3}

where N = 24, such that j is a positive integer, and the ratio ¢ is defined as

2(average vest:gcai power}
average power in the sidelobes for one burst’

q - .

(6.4)

The factor 2 is included since in correlation systems whlch do not use Golay
codes, two-burst correlation reduces the power in the sidelobes by the factor 2.

However, if a different set of Golay code pairs is transmitted every second
burst, the vestigial sidelobes will be reduced relative to the pesk power. If the
vestigial sidelobe signal for different Golay code pairs are considered to be
“uncorrelated noise signals, the power in the sum of these vestigial sidelobe
signals will reduce as 2/N relative to the peak signal power. The SNR for such
‘a system is then

‘ SNR _ C,(1 v+ 2,rq/N) + n(b/nN)-}"P(b‘/nN)qv | (6}.5) ,

where N = 2j; such that § is a positive integer.

For very low input noise and clutter situations,

~ SNR = q(nN/b) R (1)

- Thus the avaxlable mgnal-to-nome is only dependent upon the self-noise
cancellation produced in the system implementation.:

‘ .System Description

The new QGolay code correlation system shown - in Figure 6-1 is a
- modification of the digital correlation system described in the previous chapter.
The signal source generates the Golay codes according to the algorithms
developed by Golay and loads them into the digital delay line. After waiting a
predetermmed delay period, the system control signals the dlgltal delay line to
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unload the shift tegisters for correlation with the return echo signals. In this
"hrgh-speed Golay code system, the contents of the delay line are recycled on
‘every unload command except during the initial load from the srgnal source. In
practice, the source could either be a hard-wired generator or a mrcroprocessor
since all control parameters in the new system are digital.

" In order to sum the self-correlation functions (not autocorrelation
functions since the transmitted signal is filtered by the transducer) from the
" two complementary codes, the codes were transmrtted and correlated in a
sequential mode. Two copies each of a 64 bit Golay code and ils complement
" were stored sequentially in a 256 bit shift register. The contents of this shift
register were circulated by 64 bits on each transmit or correlate cycle. When
the integration time -of the correlator is any multiple of the time required to
“transmit two bursts, the correlatron functions of the two complementary Golay
'codes are eﬁ'ectrvely summed. ‘ :

For the high- speed system the 1ntegrator was constructed us1ng an

~ operational amphﬁer The integrator was reset to zero at the end of each

~integration interval by shortlng a feedback capacitor with an FET. The
integration value at the end of an lntegratlon 1nterval was retained by a
sample-and-hold until the end of the next mtegratlon interval. This output was
either A/D sampled for computer processing or low-pass filtered for direct
dlsplay In previous correlation  systems low-pass filters were used to

approximate integrators [2, 3, 6. However, unlike the integrator, the low-pass .

filter does not control the start and end of an integration interval as requrred to
“¢cancel self-noise in two transmit bursts. If a situation requires the correlation of
many transmit bursts, as when a large signal-to-noise ratio enhancement is
required, it will be shown that it is-also possible to use a low-pass 1ntegrator to
eﬁectrve]y sum the outputs from the complementary codés. o '

- Computer Simulations of Single-Target Measurements

Computer srmulatrons generated for: comparrson were lmplemented in the
a ‘manner slightly different than the computer simulations of the prevrous'
chapter in order to make the simulations match the actual measurements more
accurately. The impulse response of a transducer, having approxrmately asd
MHz center frequency and a ‘9 MHz bandwidth, was first measured
experrmentally and then approxrmated analytically using a cosine damped by
two fourth-order exponentral terms, correspondlng to posrtrve and negatlve
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t1me The Fourler transform of thls s1mulated 1mpulse response functron
yielded a srmulated frequency response’ for the transducer, which was used to
weight the spectrum of the autocorrelatlon function for the transmitted code.
" The inverse Fourier transform of this welghted spectrum then produced a
simulated output for the correlation system since it can be shown that the
output of the correlatlon system is the convolutlon of the autocorrelatron
'functlon with the 1mpulse response of the system

) ‘Si'ngle-vTarfget Measurements :

Measurements were made w1th the new Golay code system usmg abd MHz
center frequency, 2 MHz bandwidth transducer and using a shift regrster clock
frequency of 10 MHz ThlS partlcular shift register clock frequency was chosen
since it was shown in the optlmum clock rate study of Chapter IV to. be near
optlmal for a 5 MHz transducer All meaaurements were made in a water tank
usrng the ﬁat end of a large cyllndrlcal Plexrglas target to produce a srngle
return echo. :

Measured. results using the new Golay code system, wlth the hlgh-speed
mtegrator and two transmit burst correlatlon are shown in Figure 6-2.. The
outputs in Figure 6-2, parts a and b, are each for transmrssron of a srngle 64 bit
member of a complementary Golay code pair and the output shown in Flgure |
6-2¢ is for the transmission of the two complementary Golay codes in
sequentlal transmit bursts. For comparison, computer simulated results are
shown in Figure 6-3. As can be seen, considerable cancellation of the range-
51delobes ‘has occurred in the measured Golay code output of Figure 6-2¢, and
the measured Golay code results are essentially the same as the computer .
simulations and the ideal pulse-echo system'output However, residual range
sidelobes are still noticeable in the Golay code output of Figure 6-2c, and are
approx1mately 35 dB lower than the ‘central peak. These residual range
~ sidelobes are probably due to errors in pulse shape and pulse-width introduce
during the blpolar ‘conversion of the bmary codes therefore further '
improvement seems possrble : ' :

Nevertheless, t the ‘residual range SIdelobes of the Golay code output are
considerably lower than those of the output produced by - sequential
transmission of two different 63 bit m—sequences as shown in Figure 6-4 (An
additional bit was added to the end of each m-sequence, equal to the beginning
bit of each code to make 1mplementatlon easier). Furthermore it would
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require correlation of approximately 258, 64 bit sections of a long m-.sequenee,_r
as shown in Figure 6-5, to produce range sidelobe levels equivalent to the Golay
code output which was achieved in only two transmit bursts. ‘

Several additional measurements were made to determine whether a low-
pass filter, used to approximate an integrator in previous correlation systems,
could also, be used to cancel the self-noise. To determine this, the high-speed
integrator was replaced by a four-pole Butterworth low-pass filter with a 3 dB
cutoff frequency chosen to correspond to an integration ti‘me of two“transmit
periods. High-speed operation, using sequehtial transmission of the same Golziy.-
code pair as before and two burst correlation with the low-pass filter produced
the output shown in Figure 6-6. As can be seen, the self-noise cancellation is '
poor and the shape of the impulse : response is distorted. The distortion results
from spreadmg of energy between range cells since the low-pass integrator is
not cleared between range cells. The poor self-noise cancellation occurs in part
for the same reason as the distortion and also because the correlation level for a
burst of code decays between transmit bursts. However, if the system is
~ adjusted to correlate more ‘bursts per cell with a corresponding change in the :
low-pass filter bandwidth to integrate over the required number of transmlt
periods, the cancellation improves, and even if as few as 18 bursts are
correlated per range cell, low-pass 1ntegrat10n produces essentlally the same
output as the high-speed integrator, as shown in Flgure 6-7. -

Grain Measurements

Further measurements were also made to test the Golay code system
operation in the presence of grains. For sequential transmission of two 64 bit
complementary Golay codes, an A-scan of the grain sample appeared as in
Figure 6-8a. The power of this signal is about 2/3 as large as the power of the
grain scan produced by the 63 bit m-sequence,_Figure 5-7b. This result is as
“expected since there is a large reduction in sidelobe level when using Golay
codes. As a more fair comparison, a grain scan was made using sequential
transmission of two 63 bit m-sequences, Figure 6-8b. The power of this signal is
slightly lower than the power in the signal of Figure 5-7b and is still larger by
a factor of about 1.2 than the power in the Golay code output.

From these results in the presence of single-targets and grainy materials, it

is apparent that the Golay code system is optimal for all conditions involving
stationary targets. Thus it the Golay code correlation system is ideal for
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nondestructive testing applications. However, in more dynamic applications '
where the targets move, such as in medical applications, or radar and sonar
applications with noncooperatlve targets, the targets w111 move between
transmit bursts. As a result the correlation outputs may not properly align for
the proper cancellation of the range sidelobes. To what extent the range
sidelobes will cancel under the presence vof a moving target is the topié_o_f ‘the
next section. ' . | R

‘ Moving Target Simulation

The effects of moving targets on self-noise cancellation can be simulated
by using the ambiguity function defined in equatlon (3.24). This ambiguity :
function simulation is stralghtforward and was carried out in the folIowmg :
manner: ' :

The transmlt waveform was ﬁrst band limited in the frequency doma,ln by'*

truncating the spectrum at the first null, which corresponds to the code clock

rate. This spectrum was then weighted using a Hamming window to reduce
truncation sidelobes. An inverse digital Fourier transform was then calculated
in which each discrete frequency component was shifted an amount in
-frequency corresponding to the velocity of the target. This produced a
compressed time waveform corresponding to the received Doppler shifted
waveform. The Fourier transform of the Doppler shifted wave form produc_é_s
Alwv]. The genéréliZed ambiguity function over 7, for a constant Doppler
frequency shift v, is then the inverse Fourier transform of the product of A [w]
and A#[wr]. ‘ ' '

By varying the value of v and calculating the inverse Fourier transform to
produce a corrélation function at each value of v it is then possible to generate
the generalized ambiguity function over all 7 and v of interest. '

Since the Doppler shift, v, is related to the target4velocit)‘f by the

relatlonshlp ‘ ' o '
v - :

= |— 6.7)

e e

where v is the target velocity, v, is the velocity of propagation in the medium -
of interest, and f, is the upper frequency response of the imaging system, it is
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also possible to plot the ambiguity function in terms of target velocity.

However, if the ambiguity function were ploited in terms of absolute
target velocity, the resulting ambiguity function would vary with the selected
transmit repetition rate of the imaging system. In order to plot an ambiguity
function which is independent of the repetition rate it is necessary to plot.it in
terms of a normalized velocity related to the repetition rate of the system, f,.
It is well known that in order that the Nyquist sampling criterion is not

exceeded, we must have v < f;f f. so that the constraint on the velocity, v, is

1 1/ '
v < £y EIME (6.8)

The maximum unambiguous velocitys, v,, which can be tracked is then

%i: E - (6.9)

“We will thus deﬁne the simulated ambiguity functlons in tetms of the target
velocity, v, normalized to this maximum unamblguous velocity, v

Q\)H—’

Using this simulation approach the ambiguity ﬁ’unctlons were then
simulated for sequential transmission of two complementary Golay codes, a
single burst of an m-sequence, and for an ideal single transmit pulse for
comparison. The simulated ideal ambiguity function for a ideal target locating
system appears as shown in Figure 6-9. The ‘picket fence” indicates that the
resolution in the range axis is determined by a triangular spike and that there
is no resolution on the Doppler axis. Thus the motion of the transmitter or a
target has no effect on the range resolution of the ideal correlation system.

The generalized ambiguity functions for a 31 bit m-sequence and for two
32 bit complementary Golay codes are shown in Figure 6-10. In the m-
sequence ambiguity function the self-noise changes in form but remains
eseenmaily constant in power for different velocities. The Golay code ambiguity
functlon however, has zero self-noise for zero velocity but the self-noise
" inereases with increasing velocity to approximately the same amplitude as the
m-sequence self-noise. In order to get a more precise indication of the amount
“of self-noise cancellation which occurs a measurement of the ratio of peak
power to the average self-noise power was made versus velocity as shown in
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Flgure 6-11. As can be seen this ratio falls below 60 dB for Doppler shrfts .
greater than 0.1% of the repetition rate of the system. Significant self-noise
cancellation of greater than 20 dB occurs for values up to 30% of the
* maximum unambiguous velocity.

If two pulse time averaging is employed by correlatlng two single pulses in
consecutive transmit cycles, the amblgulty function changes to the sum of two
" slanted ridges, as shown in Figure 6-12. This two pulse averaging is equivalent
~ to the Golay code addition without the presence of self-noise. The trlangular
'correlatron function can be seen to decrease in amphtude and widen with
increasing velocity. Thus the benefits of time averaging are also degraded when

applied to moving targets. |

| Imprtoving Self«Noise Canceﬂati’on

A study was made to determme the system and application llmltatlons on
Golay code self-noise cancellation, in order to identify methods for improving
the cancellation below the level of 35 dB. In order to identify methods for
improving the cancellation of self-noise it is ‘necessary to determine the
sensitivity of the self-noise cancellatlon to the various parameters of the
transmit signal which would cause it to deviate from an ideal waveform. In the
transmrtter desrgned used in the previous measurements two variables are
snbgect to error — the shape of the pulses and the DC offset of these pulses. In
order to investigate the effects of DC offsets and misshaped pulses it would be
. possrble to actually “tweak’ these parameters in the laboratory. However, in
actual high-frequency circuits it is difficult to control all other variables while
varying only one. It is thus more straightforward to sunulate the errors
through computer simulations of the correlation functions. '

The misshaped pulses were simulated by increasing the length of code bits
~which occurred before every one/zero - transition to roughly s1mulate the
difference in turn on and turn off times which occurs in TTL circuitry. A plot
of the peak power to average self-noise power versus the percentage increase in
the code bit ‘width before a one/zero transition is shown in Figure 6-13a. As
can be seen, the system is very sensmve to thxs parameter, and a maximum
percentage increase of 1.6% must be maintained to keep average self-noise
power 60'dB lower than the power in- the correlation peak. ‘

The effects of DC offset were also. snmulated and the serf-n01se cancellatlon
~ was found to be much less sensitive to the addltlon of DC offset to the Golay
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code bursts as shown in Figure 6-13b. Even with : a percentage oﬁ'set of 7.9% of
the peak, the average self-noise powel is stlll 50 dB lower than the peak power
“of the correlation function. | :

“In conclusion, results  indicate - that care should be taken to scan the
~ transducer at a rate much less than the repetition rate, that the turn on and
- turn off times are matched so that the increase in the length of code bits before
" a one/zero transition is less than 1. 6% of the code bit width, and that the DC
offset is less than 7.9% of the desired burst height. “Under these conditions
Golay code sidelobe cancellation to between 50 and 60 dB will be maintained.

SNR Effects of Moving Targets

In Chapter Il a 51gnal-to-n013e ratio formula (3.23) was presented whlch
included the effects of self-noise, clutter, and background receiver noise.. This

51gnal~to~n01se ratio formula is exact for flaw detection applications since 1t was .

assumed that the desired target and the clutter targets were all stationary with
respect to the transducer. However, if the effects of moveme*lt are lncluded the
SIgnal-to-nmse ratio must be modified so that

i) + GPRE) + (g by + P n'}V>R( D

where S(v,) is the peak power varlatlon of the desired SIgnal with target
velocity, Q(v,) is the variation in the average power of the desired signal with
clutter veloc1ty, and R(vt) is the variation of the average self-nmse power with
target velocity. R . con e '

The velocity dependent terms S(v), @(v) and R (v)'can be determined
using - the previously -described generalized ambiguity function. The peak. and
average power of -the correlatlon function of the desired signal vary with
velocity if two transmit burst averaging is used, regardless of the form of the
transmit burst. The generalized ambiguity function for two transmit burst
averaging using a single pulse in each transmit burst, Figure 6-12, describes the
effects of velocity variations on the ideal peak without any effects of self-noise -
present. The peak and average power variations with velocity, § (v) and @(v)
are shown in Figure 6-14. '
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The variable R(v) is code dependent and can be determined by
subtracting the generalized ambiguity function of Figure 6-12 from the
generalized ambiguity function of the given code. This isolates the self-noise
variation with  velocity. The varisble R(v) can then be calculated by
determining the average self-noxse power variation with velocity and dividing
this by the average self-noise power in the correlation function for a single
burst of code. Using this process on the Golay code ambiguity function results
‘in an average self-noise power variation with velocity as shown in Figure 6-15.
Without averagmg the self-noise power of a pseudo-random ccde does not vary
with velocity as can easily be seen in Flgure 6-10b. '

The signal-to-noise ratio formula can now be used to determine the
optlmum type of system to use for given clutter level and target velocity,
~ whether Golay code correlation or conventional pulse-echo. Similar assumptions
and comparisons to those made in Chapter V can be made for dlﬂ'erent target
and clutter velocxtles and clutter and n01se levels.

System Performance Analysis

The system performance analysis for- ‘the random and pseudo-ra.ndom ﬂaw ‘
detectlon system did not include the effects of movmg targets on the system
~ signal-to-noise ratio. As pointed out in the first part of Chapter VI, the major
advantage to using Golay codes over other transmit signals is that much
shorter code lengths and mtegratlon times are required to produce low sidelobe
levels. Accordingly, 1t becomes p0351b1e to apply a Golay code correlation
system to faster scanmng and faster movmg-target situations to which the
’ prevmusly described flaw detection systems were not well suited. In the
following analysis, the performance of the high-speed Golay code flaw detection
system is ‘analyzed under the same conditions as the analysm of the m-sequence
and random signal system, except that the effects of moving targets are also
studied. :
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Non-Moving Targets |

' As determined in the introduction to Chapter VI, in the case of stationary |
targets, the Golay code system SNR is given by equation (6.1). Since this
equation “consists of a number of variables it is difficult to consider all the
possible combinations. -  e thus choose to take a practical approach to the
pf’obleni and consider a practical scanning situaxn;ion‘° v - '

For practical ultrasonic applications, P/n can be approxima;ted by an
exponential function of the time-of-flight, ¢, [46], so that P/n = A4, e ™. Now
since the time-of-flight limits the maximum number of code bits which can be

transmitted, n, it is pbsgible to define n in terms of t; and then make a

“comparative evaluation of the different types of correlation systems through
substitution of P/n and ¢; in the SNR_ formulas (3.22), (6.1), and (6.2). With
the addition of different levels of clutter to.these equations it is then possible to
prdduce' SNR plots versus time-of-flight fdr'vario:us levels of clutter, as well.

. ; Aséuming, as an 'exaimpl'e»that Plg = 1068‘-?76";‘!, where ¢; is the time-of- .
flight in seconds, and n = /6, and selecting b =9, 6 = .lpsec, and r = 1/2
“as typical values for ultrasonic applications then equations (3.22), (6.1), and

(6.2) become:. . S ‘ i | B

. mTsequence . . D 5tj

1)

. or  SNR =—— c 3 .
random signal ' _g,.2T6t 4 11
o random SgRE oy o+ 107 ,tl+:11]
. " Golay Code " SNR = et - (6.12)
o : L C'o -6 278t o '
~ Conventional ~ SNR = i (6.13)

Plotting these SNR-equations, produces the sets of curves shown in Figure
'6-16. For approximately ¢; < .8t,; where {, =-[In{P/A,C,)), the signal-to-
noise ratios: for the Golay code system are essentially the same as a
conventional pulsé—echQYSystem.AThi‘s_ corresponds to the region where clutter



SNR (IN-DECIBELS)

-20

10 |-

133 :

+

G-CODE CORRELATION SYSTEM (N=2)

G-CODE, M-SEQUENCE, OR .RANDOM
SIGNAL CORRELATION SYSTEM (N=1)
CONVENTIONAL PULSE-ECHO SYSTEM

~-30

Figure 6—16

. 4 - 60
. t; TIME-IN-FLIGHT (IN MICROSECONDS)

100

SNR ve_rsusv time-of-flight and cl‘utter, level for high‘»speed:

operation.



134

dominates. For values ol' t, > 8., the Golay code system provides better
srgnal-to-norse ratio than a conventional - pulse-echo system. When the noise
power becomes approximately 25 dB greater than the clutter power the
“correlation systems produce approxrmately the same SNR as they do in the
clutter—free plots, Figure 6-16. -

As mentioned in the system performance analysrs of (‘hapter V if the :
number of lntegrated transmit bursts, N, is increased, the SNR of the m-
sequence and random signal systems in clutter approaches the SNR of a Golay
- code system for the same value of N, as shown in the example curves of Figure

617, . : e
) For very low clutter srtuatlons C << q(b J(aN )), the SNR formulas of
- equations (6.11) through (6 13) can be simplified by removing the clutter term
~and the SNR formulas can again be plotted as a function for {; as shown in
Figure 6-18. Once. again, the Golay code system produces the best s1gnal-to-
| noise ratio of the three systems ‘

* Thus in the srmpllﬁed case of statronary targets 1t is clear that the ideal
Golay code system 1 optlmal for even N, under all conditions. However, in a
- realistic Golay code system, there are . vestigial sidelobes due to mis-
cancellatron, as described in the SNR equation (6. 4) Since this SNR equation .
is nearly the same in form as equatlon (3 23), an analysrs equivalent to that in
| ,the system performance analysrs section of Chapter V can be made Asa result .
it is easily shown that the threshold receiver, noise level for whlch a Golay code
- correlation system produces lmproved signal-to-noise compared to conventional
'-pulse—echo systems is reduced from the value given in. equation (5.7) by the
sidelobe cancellatlon factor, ¢, of ‘equation: (6.3). The SNR will also follow
- curves slmllar to those shown in Flgure 6—17 w1th N replaced by N/ q

- M_oving' Targ;ets

In order for ‘any 1magmg system to adequately represent the position of a
'movrng target, the position of the target must be sampled at greater than the
~ Nyquist rate. It the target velocity is high ‘enough; “this can restrict the
l, maximum "pumber of mtegrated bursts" to one, N = L. Under the condition
N =1, the Golay code system and the m-sequence and random srgnal systems
'produce essentrally the same sidelobe level and thus the same output SNR.

~_.The SNR formula for a Golay code system with N =1 is then given by

vequatron (3 23) smce the veloclty eﬁects descrlbed by equatlon (6 10) are
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negligible for N = 1. This signal-to-noise ratio formula was examined before in
much detail and it was found that the condition on’ﬂ described by équation
(5.7) was necessary in order for a correlation system to provide an improvement
over a conventional pulse-echo system. Using équati'o"n (5:7) in the case N = 1,
with n>>b, and no clutter, C, = 0, leads to a constraint on n such that

ﬁ>mMy» ';, 7 fﬁm

Since n is proportional to the transmit burst length n 8, and the maximum -
transmit ‘burst length is hmlted to the time of flight to the target and back, ty,

the correlatlon system will provide 1mproved SNR for
| P t, - - o
— — 6.15

‘Thus, as the distance to the target of interest is increased, the correlation

system provides improved performance for a greater range o\f input. sihgle—to—'_' o

noise ratios. Now, since the returning power P decreases with incfeaSing ty
(exponentlally in many practlcal cases) the ranges over which performance can
be improved can easily be found by determmlng the intersection of the P/y
versus {; curve and the P/n = t; /(6b) line, Figure 6-19. For clutter limited
situations, if n >> Pb/C,, and n >> b, the correlation system will prov1de
improved signal-to-noise ratio provided C, /g < 1. S

For moving targets which have a velocity which is less than half the
maximum unambiguous velocity for one-burst integration, it becomes possible
to use two-burst integration. In this case the Golay code system performance is
as good as, or better than, the random signal or m-sequence systems, since the
Golay code sidelobe level is less than or equal to the sidelobe levels of either of
the other systems.: ) '

In order to analyze the performance of the system for N = 2 it becomes
necessary to use equation (6.10). As determined in the moving target simulation
results of Chapter VI, the velocity dependent terms are close to their zero-
velocity values for velocities less than 30% of the ambiguous velocity, v,.
Under this situation the analysis and results are the same as the analysis and |
results for stationary targets. . '

For situations where v, > .3v, and v, > .3v,, the SNR of equation (6.10)
compared must be compared directly with pulse-echo 'system.signal-to-n_oise
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ratio to determine when a Golay code system will provide impi'ovement over
conventional pulse-echo systems. The signal-to-noise ratio of a Golay code
system will be better than a,conventiOna] system when

[Q(vc)—S(v,H%R( I+ 5 I < 610

Choosing r =1/2, b =2, N=2 and v, = v, = v, as typiéal values; and
assuming n is large enough so that S(v) >> 1/n, then the constraint formula
becomes : ‘ :

1 _10(0) - S(v) + E2) <L
5y~ S + T +c,,R( )<+ (617

o -

A graph of the left-hand side as T(v), a function of v for different values

of P/(C,n), can be determined by using the measured values of R(v), S(v),
and Q(v) from the moving target simulation. The result is shown in Figure 6-
20 as sets of T(v) versus v/v, curves. This set of curves can be used to
determine ‘the best system for a given application. For a given value of
P/(C,n) the plotted curve describes the ranges of velocities and associated
* minimum 5/C, values, for which a Golay code system will provide improved
- performance. If, for example, P/C, =128 and n = 64, then the associated
curve indicates that improved performance will occur for v/v, < 1 as long as

n/C, < —4dB.

‘No Clutter

For  the partiéular _casé of no clutter, C, =0 and assuming
S(v) >> b/(nN) the SNE 1mprovement SNRI ‘available from a Golay code
system is

nN) S(v) .
b 1+ %R(u)

SNRI = ( (6.18)
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The quantity nN/b is the SNRE available from a Golay code system The
second multiplicative term reduces the signal-to-noise as shown in Figure 6-21.
The maximum mput 51gnal-to-n01se ratio below whlch lmprovement occurs is

R(v)( ) b

_This threshold conStraint is plotted as a_func-tibn of v in Figure 6-22.

Thus, in this example only when the input signal-to-noise ratio is less than
[9.24 + 10log(n/b)] dB, will a Golay code system provide improved signal-to-
noise ratio over conventional pulse-echo systems. o '

It is thus obvious that the performance of the Golay code system will be
reduced for moving targets, and suffers even more under the presence of
moving clutter. However, it is clear that for many medium velocity conditions
the Golay code system will provide better performance than conventional
pulse-echo systems and will always provide as good as, or better performance
than an m-sequence or random signal system. '
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CHAPTER VII - MULTI-MODE SIMULTANEOUS TRANSMISSION

In this chapter the results of the single-mode study are extended to
evaluate a system which uses a number of optimal single-mode correlation
systems, operating simultaneously in parallel. Subsequent to the derivation of
~ a general system signal-to-noise ratio, a comparison is made between a
simultaneous transmission system which uses Golay codes and a simultaneous
transmission system which uses pseudo-random m-sequences. The criterion for
comparison is based on the improvement these systems provide over
conventional sequential multi-mode systems. ‘ ‘

As in pa,ra,llel computer architectures, the primary potential beneﬁt of a
simultaneous multi-mode. pulse-echo system is an increase in processing speed.
Unfortunately, unlike parallel computer architectures, the presence of parallel
channels in a pulse-echo system degrades the signal-to-noise of each individual
channel. '

- With thxs spemﬁc noise interference problem in mmd a signal-to-noise
ratio formula is used as the primary gauge to analyze and evaluate the
performance of the proposed multl-mode system. At this point, the reader
- familiar with parallel computer architectures may recognize that the
smmltaneous multx» mode system will suffer from one of the major drawbacks of
parallel computer architectures — the increased hardware (and associated
power) that such a system requires. Although, this problem is of prime
1mport*mce to the engineer developing such a system, it is not the purpose of
this thesis to deal with the mauny technological problems of 1mplementatlon
Any . such technology-based study would soon be outdated due to the
_technologlcal lmprovements which continually oceur in electronic integrated
circuits. The purpose of this study is thus to analyze the benefits and
limitations of using a 51multaneous multi-mode system based on the primary
gauges of signal-to-noise ratio and operating speed.



145

Fundamentals

In order to evaluate the performance'v of an ultrasonic simultaneous
/transmission system ‘it is first necessary to formulate and analyze the basic
operating principles of the system. » |

A simultaneous transmission system will have M transmit signals
corresponding to the M different operating modes. In an ultrasonic imaging
system which operates in a pulse-echo mode, the modes can correspond to one
of a number of beam characteristics including beam direction, focal point,
‘beam w1dth ete., as well as combinations of these characteristics.

These beam charactenstlcs ‘are 1ncorporated in the correlation system
impulse response function, h(t), of equation (3.1). If this single-mode equation
is expanded to include the M—1 interfering signals that are presen.t in an M-,
mode simultaneous transmission system, a system analysis made using the
expanded equation will apply in general to any multl-mode system and 1ts
corresponding multi-mode beam characteristics.

The received signal, y;(t), from a single ideal point reﬂector in the i-th
mode of a multi-mode system is

W) = 50) ¢ KO KO+ N 50 £ by k() @)

- where z(¢) are the M transmit signals, and hi(¢) are the impulse responses of
the M operating modes. Note that no attempt has been made here to account
for the variation of h;(t) with the position of the target. This variation is
implicit in A(t). | '
I y;(t) is processed by a correlation receiver which uses a reference signal,
z;(t), the output will be represented by equation (3.2) w1th y( ) replaced by
| yi(u) and z(u = 7) replaced by z;(v — 7) such that :

R, (1) : y;(7) * I;(;f)ﬁ

= BN #hi(1)#R, (1) + 3 h(D) k()R (). (7.2)
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The output of the - -th mode is the same as the output of the single-mode
correlation system, equation (3.3), with the addition of M~-1 interfering signals.

In order to minimize the interference from these signals it is necessary to
reduce the coupling between modes, through control of (7} and h;(7) and/or
by utilizing z;(¢) which produce low cross-correlation values, R, ,}(T).

"Cross-Correlation Noise

If z;(t) and 2;(¢) are uncorrelated signals such that K, (7} = 0 for all 7,
the multi-mode signal-to-noise ratio will be identical to that of an ideal single-
mode system. However, for a practical finite correlation time, SIgnals z; and
z; have not been found which are uncorrelated for all 7. o

In studies using bandlimited random signals, the cross-correlation of
random signals produced from different noise sources were shown to decrease in
power in direct proportion to the integration time [17]. This corresponds with
the decrease in the power of the self-noise for single-mode systems as given by -
equation (3.11). This. correspondence is not surprising since self-noise and
cross-correlation noise both arise due to the finite integration time correlation
of two different pseudo-random signals. Self-noise is produced from correlating
signals which correspond to the front and back ends of the same code.

In the finite-time correlation of a desired signal with a reference copy of
the transmit signal, the result is a signal whose mean is the ideal correlation
function, and whose variance describes the amount of self-noise present, as
given by equation (3. 6) For a finite-time cross-correlatlon of two different
pseudo—random or random signals, the result is a signal whose mean is zero and
whose variance describes the amount of cross-correlatlon noise whlch is preqent
as also given by equation (3. 6) ‘

" The cross—correlatlon of any two codes is not easily predetermined. In
general ﬁndlng a set of codes with low cross—correlatlon requires much
searching and testmg
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" Beam O‘\V'ﬁerlap‘ B

~ In addition to choosing low cross-correlati(‘)n codes, the interference
between simultaneous modes can ‘also be controlled through the beam patterns
of each mode. If the overlap of the beam patterns is zero, as when the
transducers are facing i in opposite directions, the cross-correlatlon level between
codes - is. lrrelevant and the same codes can be transmitted in- ezu*h mode
However this is not the generally the case in phased or linear arrays. -

In' order to determine the amount of beam overlap which occurs it is
necessary describe the beam patterns of each mode using directivity functions.
If the directivity function of the i-th mode is defined in spherlcal coordinates,
as Dy(r, 0¢>) then the impulse response of the i-th mode can be defined as
ki (t) = Dy(r,0,¢) p;(t), where p;(t) is the 1mpulse response of the i-th set of
array elements and their associated - electronics. As a result the 1mpulse
response between channels from a point - reﬂector in. the far ﬁeld can be
approx1mated by two multlphcatlve terms such that ‘

cfz.-(t).%,h;(t')":‘[p.-(t) RO 0OD 08 .k%.?;)

If the - electronics “and. array /eler‘nents“in‘ each mode are . identical,
pi(t) = p;(¢) for all ¢, then minimizing the couphng between modes requ1res
minimizing the overlap of D; and. D;. ' ' :

A A normahzed figure of merit, u], can then be defined wh1ch 1nd1cates the
beam coupling between modes: '

:‘ f D.'F(T5v0,¢) Dy(r,0,¢) dv
[, DZ (r,0.6) dv

(7.4

This equatlon descrlbes the average percentage of the ¢-th beam which overlaps -
‘the j-th beam. This average definition of overlap is useful when the eﬁ'ects of
~ distributed clutter are conSIdered S S
Mrnlmrzrng u requires careful control of the drrect1v1ty functions and the
‘minimization of the d1rect1v1ty sidelobes by methods such as random arrays .
[67].  In phased array scanning systems, the d1rect1v1ty function D;(r,0,4) may
~also be a function of time and a minimization of u; for all ¢ may ‘also be

necessary
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- Lb"arge:v T'arjget‘ Effects

v As in the smgle-mode self-norse “discussed in Chapter I[I the cross-b
. correlatron noise due to a large target can bury the desired return from a small
~ target. The dynamlc range (DR of targets which can be distinguished can be
~ approximately described by the ratio of the amplitude of the large target
return, A, to the root-mean—squared (RMS) sum of the power from the
undesired cross-correlation signals from the large target (assummg that the
| __ mterferlng sxgnals are uncorrelated) such that :

VA"

DR =1 +‘ DDR R
nNB6 JZ:]( . z,2; )
. T

where R, s 18 the cross-correlatrou between the ¢th received signal and the jth

reference srgnal The dynamic range of closely spaced targets which can be
- distinguished in‘a simultaneous multi-mode system is thus dependent on both
the self-noise and the cross-correlation noise from each additional mode. In the |
worst case. where D; = D =1 for all j, and assuming for srmphclty that the
power in. each oi the cross-correlatlon terms is P / nNBeS the dynamlc range will

(7.6)

Thus- the avallable dynamrc range of ‘target return amphtudes which can be
'drstmgmshed will increase in proportron to the square root of the signal-to-
noise ratio enhancement but ‘will decrease in proportlon to square root of the
| number of modes M ’ ‘ ST : ’
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| , ,VC'lutter’ Effects

As shown in the smgle—mode clutter analysis, the increase in overlap of
undesired self-noise signals with increased code length can degrade the signal-
“to-noise ratio. Since cross-correlation mnoise is similar in nature to self-noise,
one would expect cross-correlation noise to produce similar effects in clutter.
- This was verified in cross-correlation measurements us1ng band-limited random
noise 51gnals [17]. o

In a 51multaneous multl-mode transmlss10n system there will be M-1
cross-correlation s1gnals from clutter present. (From here on the cross-
correlation from clutter will be loosely referred to as cross-clutter.) The
received signal under such a situation is the same as equatlon (7.1) but with
additional cross-clutter terms such that :

w(t) = ai(t) * hi(t) * hi(t) + z(t) * h(t) * B(2) * hi(t)

target echo , R aelf—clut'ter‘ _ o -
w o SR @)
+ % ()P at)+pi () 1+ bi(E) | * pilt ') '
j=1 : target cron —clutter

A cross—talk

where: v
' xk( ) is the transmitted signal from the k-th source.
h(t) is the reflectivity function of the desired target
illuminated by the k-th source. -
bk(t) is the reflectivity function of the clutter targets
illuminated by the k-th source.

Since the cross-clutter signals for each interfering mode behave the same
as the self-clutter, the same clutter power analysis as in the Clutter Effects
section of Chapter Il can be used, and the additional 1nterference power due to
cross-clutter is then ~

M B
G = E_:(I‘J)ZC(N) o _ (18

where C; is equivalentlto C, of equation (3.17) and is the cross-clutter power
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in the kth mode that would be seen by'an ideal pulse—echd system.
The total output clutter power is a sum of the Single-mode terms, C, and
C,, with the additional simultaneous. multl-mode clutter power C’,-_ , so that the
output signal-to-clutter ratio is ' o
SCR = P___ - F —.  (7.9)
| J C(1+——)+E 30( )

j'#s

Moving Targetf Effects

As in the single-mode study, in applications where the targets are moving,
the received signals become stretched or compressed in time. In order to:
determine  the exact effects of moving targets. on the operation of a
simultaneous multi-mode system it is necessary to extend the single-mode
moving target analysis discussed previously in Chapter IIl. The single-mode
analysis required the use of a generalized ambiguity function which describes
the variation of the single-mode correlation output with velocity. In a
simultaneous multi-mode system it is also necessary to define a generalized
cross-ambiguity function to describe the effects of moving targets on the cross- |
“correlation between channels A generahzed cross-ambiguity functlon can be
defined as V S

= fB *(wp)e i 2mavr dw '_ (7.10)

where A(wu) ‘and B(w) are the Fourier transforms of a(t) and b{t),
respectively; where a(t) is the received signal from one of the si_multaneoiis
~transmit sources and (#) is the correlation reference signal. _
"This formula can be used to 31mulate the effects of m ovmg targets on the
cr.oss-correlatlon output, just as in the single-mode study of Chapter VI.
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‘Zero Crodss-Correlation Golay Codes

Certain spec1al pairs of complementary Golay code pairs have been shown
to have the unique property of zero cross-correlation, in two transmit bursts
-68], for relative delays less than -one repetition period. The zero cross-
correlation property remains invariant when synthesrs techniques are applied to
generate long Golay codes from shorter Golay codes w1th ‘the zero cross-
correlatlon property. .

As an example conSIder the shortest palr of complementary Golay codes
which consist of two bit codes. It can easily be seen that all two bit Golay code
pairs can be easily generated from any single two bit pair using the six
operations of interchange and alteration described by Golay [60]. Now consider
the pair of binary Golay codes represented as -1, +1 and +1, +1. A simple
interchange of these two complementary codes produces a new pair, +1, +1
and -1, 41. The cross-correlation between the first two codes in each pair is
shown in Flgure 7-1a, and the cross-correlatlon between the second two codes
in each pair is shown in Figure 7-1b. The sum of the two cross-correlatlon
functions is identically zero, as shown i in Flgure 7-1c.

This cross-correlatlon cancellation is indeed nice, but thls is only a tr1v1al
set. of codes, since very little signal-to-noise ratio enhancement occurs for such
short codes. However, if these short codes are appended in the manner
described by Golay [60] the zero cross-correlation properties are retalned In
Figure 7-2, two 64 bit Golay code pairs, which were generated from the
previous two bit codes, are cross-correlated and then summed and the resultant
is identically zero. The cancellation of the cross-correlation functions for the
longer codes is due to the inherent symmetrles of the paired Golay codes and
the synthes1s algorithms. '

As discussed in Chapter VI several methods of synthesmng long codes
from short codes have been described by Golay [60] Briefly summarized, they
include the appending of two codes, the interleaving of two codes, and two
methods which use two pairs of codes and parity changes. The zero cross-
correlation property is invariant under synthesis using either appending or
interleaving, but the synthesis methods which involves two palrs of codes does -
not realize zero cross-correlation codes. :

In add1t1on, even non-zero cross-correlation functions remained invariant
under synthesis into longer codes using either appending or interleaving. In
other words, it is possible to “freeze” the cross-correlation function at some
length and form and then recreate the same cross-correlation function for any
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Figure 7-1  Demonstration of zero cross-correlation for 2-bit Golay code pairs.
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Figure 7-2 Demonstration of zero cross-correlation for 64-bit Golay code
pairs. '
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_ -length Golay code merely by using the same appendmg ‘or mterleavmg
synthesxs method on both Golay codes I

- A larger set of elght Golay codes can be ‘generated wlnch retaln the parr-«
wise zero cross—correlatxon property Consrder the four short complementary

palrs

A= +1, 1| +1,-1
C+1, -1 +1, +1
,ff1-1|+1-l
D= +L-1]|-1-1

R

The“ dlviding' line, I delmeates the two complementary codes requlred to
produce the zero range sidelobes. ’ '

_ When ‘the synthe51s method 1nvolvmg appendlng is used on all four code
pairs the zero. cross-correlation is retained between the codes derived from C
and D however when the codes synthesrzed from A and B are cross-correlated -
~ with the ¢odes synthesrzed from |C and D, the cross-correlations are identical in
form to the cross-correlation functions of the original short codes. This 18
because of the recreation property just. mentloned But if the second method of

. synthesis — mterleavmg, is used on codes C and D, the cross—correlatlon

| between the codes derived by appendlng using A and D and the codes derived
from 1nterleav1ng codes C and D appear as shown in Figure 7-3a. The
amplitude of this representative Golay code cross-correlation function compare
favorably with the amplitude of the cross-correlatlon function between the two
haives of two 127 bit m-sequences, Figure: 7»3b The particular m-sequences

- wete chosen because they were preferred Ppairs -as described in reference [57].

" Preferred palrs have been  noted for thelr low perlodlc cross-correlatlon
| ’Propertles [57). | ' S " S o
" Thé size of this four pair set can be doubled to elght merely by reversmg

‘ all the codes. To verify that we ‘have a good set of Golay codes, all the possible
- cross-correlations between all eight Golay code pairs were “generated by
-computer simulation and ‘the maximum cross-correlation amplitude remained

- less ‘than 25% of the peak of the correlation function. To get these simulated

results the autocorrelation functlons of the Golay codes were convolved w1th a
typlcal transducer 1mpulse response ' » - : :
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‘An eXhaustive search has not yet been made and it may well be possible :
to synthesrze a larger set of Golay codes with the same pairwise zero cross-
correlation property However, the eight pair. set or any subset may be

. sufficient for many multi-mode apphcations

. In order to predict the cross-correlatlon levels which would exrst under the
ﬁltenng effect of a transducer and for much longer codes, the correlation
'system operatlon was srmulated by computer and the peak cross-correlation
amphtudes relative to the desired correlation output function were measured
- versus the code length The maximum amphtude of the cross-correlation was
~ then found to decrease roughly as the square root of the code length as -
~ indicated by a least squares fit to a log-log plot of the data in Figure 7-4. This
is the same variation that occurs in ‘the cross-correlation of noise signals [17],
‘and the range sidelobe height of pseudo-random codes [43]. |

As m the self-noxse cancellation, the cancellation of the cross-correlation -
noise requu'es the addltlon of the correlation output fox‘ two consecutive
transmlt ‘bursts. Because of the need for the pnoper allgnment of the two
waveforms if movement of the target occurs, the cancellation can be degraded.
The effects of movmg targets on cross—correlatlon cancellation can "be studied
through a simulation of the cross-amblgulty functlon in the same manner as
| the amblgurty functlon simulation of Chapter VL' '

A sunulatlon of the cross-amblgulty functlon for a two palrs of 32 blt-’
Golay codes whlch have the zero. cross—correlatlon property is shown i in Flgure

7-5. As can be- seen, the cross«-correlatlon noise does not remain zero with
-_mcreaslng velocxty The average- power of this cross-correlatlon s1gnal ‘was
. measured versus velocxty and found to be essentlally identical to the variation
in the self-noise cancellatlon as measured ‘in the sectlon on SNR. Effects of
_Movmg Targets in Chapter VI - ThlS is not suprlslng, because the self-nmse
and cross~correlatlon noise are very srmllar and the cancellatlon propertles are
due to the same sxgn reversal property R

; ’Mult-i-Mode SNR ;with‘ Moying' Targeté and Clut‘ter* |

An extensnon of the smgle—mode 51gnal-to-n01se ratio formula can be made
for multi-mode systems by including the clutter n01se from. equation (7.9) and
the cross-correlatlon noise term of equatlon (7.2), in a manner similar to that
presented in reference [17] for a random s1gnal system If the noise signals from -
- the interfering modes are considered to be uncorrelated with respect to each
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Figure 7-4 Maximum cross-cor’relatioh output amplitude versus code length.
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other and ‘with respect to the other noise signals present in the single-mode
SNR formula, the powers of the noise signals can be summed to determine the
total interference poser. Assuming that the cross-correlation between the
transmit 51gnals varies in power with transmit burst length and receiver
" bandwidth in the same manner as the cross-correlation with background

* receiver noise (This has been verified experimentally for random signals [17])

then the signal-to noise ratio formula for a multi-mode system is

| SNR - ' —— (7.11)
G Q(v)+n( +2 PRI (w) P; +R( %,)C; |

This SNR formula can now. be used to compare and evaluate the
performance of dlﬁ'erent types of correlation systems under any conditions of

interest.

Performance Compa_fisbn to Conventional Sequential Systems
 Moving Targets

In order to reduce the complexity of e>qua>tion (7.11), we assume that
O—-C’andP—Pforallj, = =v, p;= uforall]#t,andu‘:
In addltlon we also assume that R =1, for all j # ¢ # ¢, where the c-th term
is isolated to des1gnate the partlcular mode which produces zero cross-
correlation in a Golay code system, and R; = R, = R. With these

assumptions equation (7.11) then simplifies to

SNR = R | )
| PS(v) ' -
C1Q(e) + LRI +al-15) +PR() ) +ulR () + M2 (G

If the SNR of the simultaneous multi-mode system is to be greater than or
equal to a conventional sequential system then we must have '
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- PS{v)

17.13)

clow+ x ()1+n( LRI R O)HM2PCE+
| R Bl
2T

-Note that in a phased array each simultaneous mode would be connected
to each array element so that the power for each mode might have to be
reduced in order that the maximum average power is not exceeded for any
array element. In this case the above comparison SNR would not be valid for
the phased array system. We will assume, however, that the sequential phased
array is not average power limited and that the average power limit is not
exceeded in the simultaneous phased array. This SNR comparison formula will
always be valid for a linear array since in a linear array each different code
source would be connected to a different array element so that the same
amount of power can be transmitted into each array element for both
simultaneous and sequentlal excitation.

Since the value of n is typlcally fixed by the range to the target the only .
“variables which can be readily be controlled in equation (7.14) are N and p2.
It would appear that one could then solve the inequality of equation (7.13) in
terms of either N or u? in order to determine a constraint on these variables.
Unfortunately, the functions S(v ) \Q( ), and R(v) are dependent on N since
an increase in NV increases the time over which the target can move. A solution
for N would requires a determination of R(v), @(v), and S(v) for all N of
interest using a simulation approach such as the one used in Chapter VI for
N =2. With these values the equation could then be solved using some type
~ of iterative method. A study of this nature is beyond the scope of this work.

Equatlon (7 13) can, however, be readrly rearranged as a constralnt on ,u
SO that ’ '

CIS(0r-Q (’)—-—NR (ol +alS(ol- PR () n‘;v) ,

P+ SIRE) + M-

< (7.14)
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From this equation, for a given situation in which the target velocity and
the clutter and noise levels are all known, as well as the speed of operation as
given by N, and the transmit burst length n, it is then possible to determine
the maximum beam overlap which will still provide the same 81gnal-to—n01se
ratio as conventional sequential pulse-echo systems.

, It is apparent from the various clutter and noise terms in equatlons (7.12)

through (7.14) that the simultaneous transmission system will provide quite
different performance levels depending upon the particular combination of
clutter and noise level which is present. In order to ‘analyze this comphcated'
situation it is thus much simpler, and not necessarily any less informative, to
evaluate the system performance in separate limiting cases where the system is
'~ limited by either clutter or noise, but not by combinations of these variables.
With this in mind, .in the following subsections we first analyze the
performance of the simultaneous transmission system under clutter limited
- situations and then under receiver-noise limited conditions. ‘

Clutter Limited System

The clutter limited case exists if n is large so that the terms involving
nb/(nN) and Pb/(nN) can be ignored compared to the terms involving C.
This will occur in a medium which ha,s low level of attenuation and a high level

of clutter ~

‘In thls clutter limited case equation (7.12) reduces to

SNR = P5(v) (7.15)

¢ |ew) + TR + %{R(v) + M'-2]]

If the SNR of the simultaneous multi-mode system is to be greater than or
equal to a conventional sequential system then we must have

PS(0) >—P (718

¢ low) + ENiR(v) + 1‘—[R( ) + M-2)
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Rearranging equation (7.16) to produce a constraint on C/#, results in

‘g' . R NS{v)
]

< . . (717
" R(v) + p%[R(v) + M - 2] - NS(v) + NQ(v) -
| } for'Golay chee with even values of N, and
Le L (7.18)
7. 1+ pi(M-1) B

for Golay codes, m-sequences, or random signals with N = 1. For N =1 the
values ‘'of R(v), S(v), and @(v) were assumed to be unity since the eﬂ'ects of
target movement are mimmai in this case.

The right side of these equations then describes the maximum clutter-to-
noise ratio which can be tolerated in order to produce a speed improvement of
M /2 or M, while still providing the same signal-to-noise ratio as conventional
sequential multi- mode systems. Remember of course that for this constraint to
be valid the value of C /n is also bounded from below by our assumptron that
- the system is clutter limited. : '

Using the values of S(v), @(v), and R (v) determined in_ Chapter_ Vi, p,lots.
of the maximum C'/y versus normalized target velocity v/v, and M were made

assuming p? = .05 for N =1 and 2. The results are shown in Figure 7-6, for

N =2, and Figure 7-7, for N = 1. As can be seen, the range of clutter-to-noise
ratios which provides a speed increase without decreasing the SNE is much
greater for the Golay code system operatlng with N = 2. This is due to the
degrading presence of the self-noise for N = 1. Increases in the number of
modes or the amount of cross-talk are shown to reduce the maximum clutter-
to-noise ratlo in both cases. ' ’ '

. As a comparlson the same maximurm C/n ratlo ‘was determmed for a
psoudo—random m-sequence or random signal system operatmg with N =2 In
- the case of pseudo—random m-sequences. or random signals R(v) = > 1, and S(v)
‘ and Q(v) are the same as determmed in Chapter VI, so that '

_C'_<'v, ‘ 2S(v)

"lv D A I“?[M-l] 25(v )+2Q(v)’

N (7.1"9)

for m-sequences and random signals with N =2.- A plot of this conetraint' on
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- Speed Improvement

M,
2

' Maximum C/7 for an -

Fi igure 6. MaXImum clutter—to—nmse C/r), for an M/2 speed lmprovement
versus target velomty, v/va, and the number of modes, M. - '
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Flgure 7—7 Manmum clutter—to—noxse for ‘a speed 1mprovernent of M versus
' the number of modes M, and the cross«talk }t
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C/n is shown in Figure 7-8. The curves are very similar to the curves of
Figure 7-7 except that the values of C/n are doubled because of the extra v
signal-to-noise provided by N = 2 operation. It thus appears that if a speed
improvement of M /2 is adequate, the Golay code system would be the best
system choice, because of the much greater range of clutter-to-noise ratios in
which it can prov1de a speed 1mprovement without reducmg the 51gnal—to-n01se

ratio.

Receiver Noise Limited System

The noise limited condition w1ll occur in highly attenuative media and at
long ranges such that C << 17(—-) In this situation the 51gnal-to-n01se ratio

' for a 31multaneous transmlssmn system reduces to -

PS(v)
Pb

_. (7.20)
) + iR (o) + M -2 EE

SNR = - -

=) + PR(v)(—

»(nN

‘ Comparigg this SNR equation to the SNR of a noisbeAlimited conventional
systefn, SNR = -]-J-, results in a constraint on the maximum ihput signal-to-

noise ratio which produces the maximum speed improvement of M /2, without
degrading the SNR compared to conventional systems, such that ‘

P (NS =1 i)
n R(v) + p2[R('v) + M- 2] :

Note that for this constraint to be valid the value of P/n may also be
bounded from above by our assumption that the system is noise limited. If
N =2, and n/b = 100 is chosen as a typical value, and g2 =1 is chosen as a
worst case, a plot of the constraint of equation (7.21) versus velocity produces
the curves shown in Figure 7-9. As expected, an increase in velocity and/or
the number of simultaneous modes results in a decrease in the maximum P /gy
which can be tolerated without reducing the SNR of the system.
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Figure 7-9 Maximum P/n, for an M/2 speed improvement in a Golay code
system versus the number of modes, M, and the normalized tar-
get velocity, v/v,. '
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For comparison the same constraint can be determined for pseudo-random
m-sequences by setting R (v) equal to unity in equation (7.2), so that
< (nN/b)S(v) — 1

7T 1+ pM-1] (.22

(This constraint also holds for the Golay code system when N = 1.) A plot of
this constraint, Figure 7-10, shows that the pseudo-random code system again
is constrained to a much lower range of P /n values than the Golay code
- gystem with N = 2. However, for large values of M, the performance of the
m-sequence system is about the same as the Golay code system. |

Low Velocity Analysis

~ In' -medical ultrasonic imaging applications, a wide range of target
velocities will be encountered, depending upon the organ or body section under
investigation. The highest velocities of about 120 cm/sec occur in the cardio-
vascular system in the aorta [69]. Maximum heart wall velocities on the order
of 20 cm/sec are reached during the cardiac cycle [70]. In other imaging
situations the velocities encountered are much lower, for exampie', the velocity
of the foetal chest wall is only about 4 cm/sec [71]. In typical imaging
~applications the maximum scan distance is about 15 cm and thé corresponding
maximum repetition rate is 10 KHz if the velomty of the tissue under study is
approxmntely the velocity of water, 1500 m/sec The maximum unambiguous
velocity which can be imaged by a ‘single-mode conventional pulse echo system
~is then about 75 cm/sec. A single-mode Golay code system can then image a
target which moves at less than 25 cm/sec with more than 20 dB of self-noise
cancellation and even for velocities up to 75 cm/sec the cancellation is still 10
dB. The Golay code system can thus image all but the fastest moving targets
‘in the body with minimal degradation in signal-to-noise ratio. ‘

- ‘As discussed in the moving target section, the value of N determines the
speed of the simultaneous transmission system. The lowest value of N = 1 will
thus produce the highest possible speed We thus include the value of N =1
as a special case in addition to evaluatmg the Golay code system for even N.

Assuming that the target and clutter velocities are less than 30% of the
maximum ‘unambiguous velocity, then S(v,) and Q(v,) are approx1mately
unity, and R;v( v,) and R; v .) are approximately gero for 1 = j, and ¢ = ¢ and
letting r = 1/2.as a typical yalue, equation (7.12) then reduces to
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SNR = ; £ ; T (1.93)
| + p(—) + (M - 2)|P(—=) + C(==)] :
¢ + (=) + @M - 9IP(—) + ()]
for Golay codes with even vaiues of N, and
SNR = £ L (1.24)

_‘2()’ + n}(%) ‘+ P(%) } wiM - 1][P(¥§) + ]

“for Golay codes, m-sequences, or random signa;ls with N = 1.
I the SNR' of the simultaneous array is to be greater than or'equai to the
sequential array system we must have ‘ ' '

by Pb . C L
> (L) + M -2l + 5, 7.
_’N_,.;(n) »i‘(M 2)[,7(")- _ ']]’- - (7.25)
for Golay codes with even valués of N, and
Nz b+l - )+ (728)

n"

for Golay codes,»m—sequénces, or random signals with N =1.

The maximum speed improvement, MSI, of the simultaneous system over
the sequential system is the ratio of the number of modes M to the minimum
number of transmit bursts N as given by the minimum N of equations (7.25)
and (7.28) so that

BT R A — Mo - N0
| e )+ -2 + |

zlx

for Golay codes with even N, where Int chooses the smallest integer greater
than or equal to the argument, and '
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MSI = - M — (7.28)
ot |24 e - e +

n

for Golay codes with' n = 1, and m-sequences and random SIgnals for all N.

Plots of these speed improvement equations were made versus the number

of simultaneous modes, M, and k, where k = %( b) + C,. The values of

n
p? = .05 and ’—:- = .01 were chosen as typical values, and the resulting plot is

shown in Figure 7-11, for Golay codes and Flgure 7-12 for pseudo—random m-
sequences. A comparlson of the speed improvement shows that for low values
of k correspondmg to a low input SNR, the pseudo—random m-sequences
produce the same speed improvement as the Golay codes. However, as the
value of k is mcrea,sed the Golay code system prov1des a much greater speed
1mprovement | ‘

It is apparent from these results that the 51multaneous transmlsswn
system will prov1de greater operation speed than conventional pulse—echo
systems, but a simultaneous transmission system will only provide equivalent or
better signal-to-noise ratio for levels of C'/n and P /n less than the values given
by equation (7.17) and (7.21), respectively. The constraint on P/r] being less
restrictive than the constraint on C /n. These results are not suprising since
the correlation‘system'was shown to be optimal for noise limited situations.

The results also indicate that a Golay code simultaneous ‘transmission
system using zero cross-correlation pairs, prov1des as good as, or better
performance than pseudo-random m-sequences. or random signals under all
conditions. For high-speed requirements, i.e. N = 1, the Golay codes provide
the same performance as the m-sequences. For a lower speed requirement so
that it is sufficient to have N =2, the Golay code system provides a speed -
improvement of M /2 while retaining equwalent SNR to conventional systems
for a much greater range of clutter and noise 51tuat10ns than the m-sequence

system.

Note that the equations of speed improvement have no meaning for a
two-mode simultaneous transmission system. If two modes are desired, as in
“the system of Figure 1-5 and if the proper zero interference codes are chosen, a
Golay code simultaneous transmission system will operate at the same speed ‘as
a sequential two—mode pulse-echo system, with ‘the increased s1gnal-to—n01se‘
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ratio prov1ded by correlation, even in the worst case of completely overlapping
beams. - This two-mode system would have the same, signal-to-noise ratio
enhancement as the sxngle—mode system, with the same good performance 1n
the presence of clutter and interfering targets.
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CHAP_TER VHI_'-{SUMMAR‘Y AND CONCLUsroNs o

The’ detarled practrcal studles descrrbed in this thesrs have demonstrated
and ana]yzed the. many promlslng advantages as well as the hmltatlons of
usmg correlation systems and pseudo—random transmit srgnals to 1mprove the
operation of conventional s1ngle-mode and multi-mode pulse-echo systems. In
this chapter we summarize. -the lrnportant results and concluslons of each of
these ‘studies. Since the coverage is somewhat broad the results are
summarlzed and drscussed in separate sectlons

| Singlé;Mode Systems

Subsequent to a background dlscuss1on in Chapter 1| whrch showed the

1mportant srmrlarltles and differences of correlation systems as apphed to radar,
- sonar, and ultrasound, the fundamental pr1nc1ples of smgle-mode correlation
systems  were explored in detail. The presence of self-noise. under finite -
.correlatlon time was shown to be a fundamental limiting factor i in correlatlon
system operation under the presence of large targets and clutter. A signal-to-
noise - ratio formula which is useful for analyzmg the performance of a
correlation system was derived which includes the combined effects of self-
noise, background receiver noise, and clutter. This formula  was derived
assuming a narrow beam of uniform cross-section illuminating and a uniform
distribution of clutter targets. This formula was verified in Chapter V by
actual measurements 1n a grainy medium.

“In Chapter v the many types of current methods for carrying out
correlation processing were reviewed and compared in terms of their operating
principles. The methods by which each of ‘these systems approximates the
correlation process were demonstrated in terms of their system equations. The
second half of Chapter IV then reviewed and discussed the many different
types of hardware which are currently used to carry out the important
correlation functlons of multiplication, delay generation, and integration.
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- Random and Pseudo-Random M—Sequence System

. In Chapter V a. new dlgltal correlatlon system was descrlbed and

_demonstrated which uses a high-speed digital delay line, and can transmit
either binary random or pseudo-random signals. A simulation of system

_operation was made which determined the clock frequency that produces the
max imum output 51gnal-to-n01se ratio for the correlation system. At this
optrmum clock frequency, the correlation system was found to produce an

output eSDentlally equlvalent in resolutlon to pulse—echo systems.

" Actual measurements verified computer simulations of correlation system

__operatron and showed that even under high-speed operation, using single burst
correlation, the correlatron system can retrieve signals buried in receiver noise,

which a conventional pulse-echo system could not. However, in the correlation

system, the presence of self-noise decreases system performance by limiting the
~dynamic range. When many more transmit bursts were correlated, as would be
’requlred in the case of very poor input srgnal-to-nmse ratios, the self-noise was
“reduced and the dynamrc range was 51gn1ﬁcantly 1mproved The reductron in
self—norse was found to be essentlally the same for transmlssmn of either
' sectxoned m-sequences or cllpped sampled random SIgnals '

~In order to produce the same srgnal—to—norse ratio enhancement in a pulse-

echo system as’in a. correlatlon system, a cokerent tlme-averaglng technlque
‘would be requlred A demonstratlon, in which a single bit of code was

= jcorrelated over many transmlt cycles simulated time-averaging, and resulted in

output slgnal—to-nmse ratios slightly better than 956 bit single-burst operation,
due to the lack of self-norse However a tlme-averaglng system would be much
slower than a correlation system since the correlatlon system can produce
srgnal—to—norse ratlo enhancement ln one burst through pulse-compressmn '

. A more complete analysrs of system operatlon was then ‘made to lnclude'

the effects ‘of clutter, background receiver noise, and self—norse To s1mp11fy
' denvatrons the clutter was assumed to be a random uniform dlstrlbutron of
'equal cross-sectlon targets w1th no multlple scatterlng or attenuation effects |

o present ~ With these assumptions, a general 51gnal-to-n015e ratio formula was

} then developed and used to evaluate system performance under a variety of

’ : condltlons

, Several dlﬂ'erent srtuatlons were consrdered whlch srmphﬁed ‘the general
»srgnal—to—norse ratio formula. With an input 51gnal-to—n01se ratio much greater
’ than unlty, w1thout clutter present a pulse—echo system was found to produce
a much hlgher dynamlc range than a correlatlon system operatlng at hlgh-
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speed ~but, in'the ‘presence of clutter the correlation system was found to have
an output s1gnal-to—n01se rat1o w1th1n 3 dB of the output s1gnal-to—norse ratio of
a pulse-echo system. ‘ : '

When the input s1gnal-tcrn01se ratio is less than unity (a situation in
which conventional pulse-echo systems cannot operate) the correlation system
suffers some degradatlon in the presence of clutter due to self-n01se overlap,
but, with addltlonal ‘correlation time, the correlation system can retrleve a,-
desired srgnal whlch is surrounded by clutter and burled in recelver nmse ~

Flnally a formula was proferred whlch descrlbed the srtuatlon for which a
‘correlatlon system would  produce a higher srgnal-to—norse ratlo than a
conventlonal pulse-echo system. This formula indicated that for. long: transmit
signals, n large, improvement occurs using the correlatlon system when the
- clutter-to-noise ratio is less than N. Using thlS result it is pos51ble to select the
approprlate system for a given appllcatlon ‘

) Golay . Code Syste_m ,

‘ Subsequent to the analysrs of the random and pseudo—random code
~ correlation system a new type of correla,txon flaw detectlon system was then
described in. Chapter VI. This new system transmlts spe01al paired pseudo— '
random codes ‘called Golay codes and was shown to retain. the theoretlcally
unlimited srgnal~to—norse ratio enhancement capabilities of previous correlation
systems. In addltlon the Golay code system has the benefit of bemg -able to
cancel unwanted self-noise in two consecutive transmit bursts. The absence of
this self-noise allows the system to maintain optimal correlation - operation
under all signal-to-noise ratio conditions. Results of the analysis indicate that
‘this new Golay code flaw detection system will providesubstantially better
-performance in the presence of grains and large reflecting surfaces, while
operating at much higher scan speeds, than previous. single_ transducer
correlation flaw detection systems. ’ . :
A prototype Golay code system was demonstrated which transmlts 64 bit
Golay code pairs and successfully achieves cancellatlon of self-noise to -35 dB in

o ‘two transmit bursts This self-noise level was achieved 129 times faster than

previous correlation flaw detection systems operatmg w1th the same length

transmlt burst. ’ - -
Two useful methods of implementing _self-noise cancellation ‘were.

demonstrated. For very high-speed operation -a highespeed integrator,
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constructed from an operatlonal ampllﬁer, ‘achieved good cancellation in two
transmlt bursts, and for lower speed operation a low-pass filter was able to
v achleve ‘essentially the same cancellatlon as the hlgh-speed lntegrator in 18
transmlt bursts. . ' : : o o

" The dlsadvantages of self-norse 1n n the presence of gralns/ clutter were also
| d1scussed and demonstrated using a large grained stainless steel sample. The
results showed that the presence of self-noise in previous single transducer
correlation: systems increases the interference due to grains and that an increase
in transmit burst length would not alleviate the problem Results obtained
’usmg the prototype Golay code system indicated that the Golay code system
can overcome the problem of self-norse inteference in the presence of grains.

In order to determme the factors which affect the amount of self-noise
cancellation which occurs further studies were made on the effects of DC offset
and the pulse shape of the code pulses as determlned by the turn-on and turn-
~ off times of the pulses. Through computer srmulatlons of these parameters the
sell’-norse cancellatron was found to vary little with DC oﬁ'set but was found to
be. very sensrtlve to mlsshaped pulses It ‘thus appears, in fact, that the present
.35 dB self-norse cancellation - present in the current prototype Golay code
system could ‘be rmproved by tuning or modlfylng the current transmltter
: ,des1gn to lmprove the shape of the code pulses : ’

‘ ln order to 1nvest1gate the appllcablllty of Golay codes to sntuatlons where _
the targets ‘are not statronary, such as in. medncal 1mag1ng appllcatlons the
o h'mts of self-noise cancellatlon of a Golay code system were then determined
‘under the presence of movrng targets. This study was carried out through the
Ca simulation of of the generahzed amblgurty functron developed by Kelly and
Wishner [49] "The results showed that because self-noise cancellation requires a
careful alignment of the correlatlon functions from consecutlve transmit bursts,
the self-noise- cancellation is degraded by moving ‘targets. Fortunately, the

~ result ‘indicate that the Golay code system “will still - produce self-noise

cancellatlon of greater than 20 dB for velocities: up to 30 % of the maxrmum
- vclocity that a pulse-echo system can track. L :

v Subsequent to the lmtlal demonstratlon of the new Golay code system a

~ full comparatlve system performance analysrs was carried out under both
stationary and movmg targets. This analysrs 1ncluded he presence of
3 background receiver noise and clutter o o ,

In order to make the statlonary target study more meanlngful the analy51s

 was carrled out by consrdermg a practical srtuatron mvolvmg exponentlal :
' attenuat_ron wrth ___range _As expected for statlonary targets the Golay code
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system was found to. be optlmal under all condltlons and for all ranges
However the m—sequence and random signal systems were found to provide near
equivalent performance in very ‘low SNR conditions 1nvolv1ng background
receiver noise at long ranges. It is thus obvious that the Golay code system is
the best system to choose for appllcatlons involving statlonary targets The
Golay code  system is ldeal therefore for appllcatlons in the area of
nondestructlve testlng - : -

In the analysrs of a Golay - code system under the presence of movmg
targets- and clutter, a set of useful curves were determmed through the
ambiguity function srmulatlons_ described ,earller, which can be used to
determine under what situations a Golay code system will provide signal-to-
noise ratio improvement over conventional systems. The curves indicate that
the Golay code system is degraded by the presence of moving - targets and is
degraded even more when under the presence of moving clutter. The curves
also 1nd1cate however that the the Golay code system w1ll prov1de
1mprovement over the other ‘types of correlation systems and conventronal
systems over a srgnlﬁcant range of target velocities and clutter levels.

It thus appears that the single-mode Golay code system should not be used
under appllcatlons 1nvolv1ng extremely high-velocity targets and clutter ‘which
push the hmlts of conventlonal pulse—echo systems. The Golay code system
could be used however to  provide rmproved srgnal—to—nmse rat1o over
. conventlonal systems for a wide varlety of more typlcal slower movmg target
51tuatlons ' : :

Simultaneous Multi-Mode Study

' In Chapter VH of thls thesis the smgle-mode study was- extended to the
study of a system ‘which transmits in a number of different modes
simultaneously and then uses correlatlon receivers to sort each mode out
- separately on receptron ‘ ‘ ' v B

The unique fundamental prlnmples of this simultaneous transmission
concept were first determined in terms of the fundameéntal equatlons which
describe the correlation process. In this derivation the cross-talk between '
modes was shown to be a limiting factor in the performance of this system and
was shown to relate to the amount of beam overlap and the cross-correlation
level between transmit signals The: additional modes modes were then shown
to reduce the dynamlc range of target sizes whlch can be dlstlngulshed in
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proportion to the inverse square root of the number of modes.

The clutter effects determined in the smgle-rnode analysis were then
extended to develop a signal-to-clutter ratio formula which includes the
additional M—1 clutter signals due to the cross-talk inteferference between the
simultaneous modes. Subsequent to this analysis of these fundamentals it was
" then possible to develop and analyze a general signal-to-noise ratio formula for
a simultaneous transmission system. '

‘Before this analys1s was carned out, however, it was necessary to choosp a
good set of transmit signals. As in the single-mode analysis, the Golay codes
have another useful unique property which occurs under the correlation of an
even number of transmit bursts. Certain special pairs of complementary Golay
code pairs have been discovered [68] which, besides providing zero self-noise
cancellation in two . transmit bursts, also have the the important unique
property of zero cross-correlation in two transmit bursts. A promising set of
eight basis complementary ‘Golay code pairs was identified which includes 4
pairs of complementary Golay code pairs which have this zero cross-correlation
property. In cross-correlation combinations between the complementary Golay
code pairs which do not produce zero cross-correlation were found to have -
similar cross-correlation levels to special preferred m-sequence pairs which are
noted for their low cross-correlation levels. ‘Since longer Golay codes which are
generated from these short -basis codes using the ‘generation processes of
interleaving and appendmg retain the correlation properties of the shorter
codes [68], this short set of eight code pairs can be used as a basis set for
similar, much longer, eight pair sets. This is a useful feature since different
length codes are required for different ranges in a pulse-echo imaging system.

An extension of the general single-mode signal-to-noise ratio formula was
then made to develop a general simultaneous transmission signal-to-noise ratio
~ formula which includes the effects of the interfering simultaneous modes under
the presence of moving targets clutter, and background receiver noise. This
signal-to-noise ratio formula was then used to make a performance analysis and
comparison of the use of Golay codes and, pseudo-random m-sequences or
random signals, to conventional sequential multi-mode systems. A |

This equation was then simplified by assuming that all the interfering
modes were identical in power and cross-talk overlap, and that certain noise
terms could be made negligible by using long transmit bursts. A constraint
was then derlved from whlch for a given clutter, noise level and target and
clutter veloc1ty, it is p0551ble to determine the maximum permissable beam
overlap in which a the mmultaneous transmlssmn system will still provide the
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same mgnal—to—norse ratlo as conventlonal sequentlal systems

In order to slmpllfy the performance evaluation under movmg targets and
- clutter, the simultaneous transm1ss10n system was then analyzed under the two
‘bounding cases of clutter limited and receiver noise limited operation. This
simplification made it possible to isolate the separate effects of the clutter and
receiver noise. ' "

In the clutter hmlted case it was determmed that there is a the maximum
clutter-t6-noise ratio above whlch the simultaneous transmission . system will
degrade the signal-to-noise ratlo compared to. conventlonal pulse—echo systems.
This bound on the maximum clutter-to-noise ratio depends on the number of
transmit bursts which are integrated and was found to become more restrictive
under the presence .of higher velocity targets, increased beam overlap, and
' greater numbers of transmit modes. Below this bound the simultaneous
transmission system will provide better signal-to-noise ratio and/or speed than
the conventional system The simultaneous transmission system which uses
Golay codes was found to provide improved speed and. signal-to-noise ratio over
a much larger range of clutter-to—norse ratlos ‘than a 51multaneous transmission
system which uses m—sequences or random s1gnals except in. the case of. one
transmlt burst 1ntegratlon

In the receiver noise limited case lt was’ determlned that there is a
maximum signal-to-receiver noise ratio above ‘which the simultaneous
transmission system will degrade the signalfto-n’oiSe ratio compared to
conventional puise-echo systems. Below this threshold the simultaneous
transmission - . system provides better = signal-to-noise ratio and/or - speed
compared to the conVentional'systems.— This threshold again depends on the
number of integrated transmit bursts and becomes more restrictive under the
presence of moving targets, increased cross-talk and greater numbers of
transmit modes. Unlike the clutter limited case, this signal-to-noise ratio
constraint becomes less restrictive when the number of transmit bits can be
increased. The Golay code system was again shown to provide improved
- performance over a greater range of signal-to-noise ratios than the m-sequence
‘or random signal system except in the case of one transmit burst integration.
In this one transmit burst case the performance of the two systems is agam
equivalent. ‘

‘In many practical ultrasonic applications of a simultaneous multi-mode
transmission system the velocity of the targets are low enough so that the self-
noise and cross-correlation cancellation is nearly ideal. This low velocity
assumption was then used to reduce the complexity of the ‘general system
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SIgnal-to-noise ratio. Under the constraint of equal signal-to-noise ratio an
- equation was derived which describes the maximum speed improvement which
 a simultaneous transmission system will provide over conventional sequential
pulse-echo systems. For typical values of cross-talk and burst length the
maximum speed improvement was found to increase directly with an increasing
number of transmit modes. But with decreasing signal-to-noise ratio, the
incremental increase in speed with the number of modes became less. The
maximum speed improvement was found to be greatest when the signal-to-
noise ratio was low. This is not surprising since the performance of the
correlation system has been’ found to be more optimal under low signal-to-noise
ratio situations. '

The Golay code s1multaneous transmrssron system was shown to provide a
greater speed improvement than the m-sequence system under input srgnalv-to-
noise ratios greater than unity. For signal-to-noise ratlos less than unity, the
performance of the Golay code system and the m—sequence or random SIgnal
~system are the same.

To summarrze these conclusrons it is apparent that the Golay codes will
provrde an improved system performance over either m-sequences or random
signals over all conditions in either srngle or multi-mode operation. This is
because of the advantage that Golay codes have with self-noise and cross-
correla‘tron cancellatron when the lntegratnon time is greater than two transmit
penods It is alsc apparent that whether a s1ngle-mode or simultaneous multi-
mode transmrssron system is better than the conventxonal pulse—echo systems
depends on the s1tuatron 1t is clear, however, that there are many situations
to which a simultaneous transmission system using either Golay codes, m-
sequences or random s1gnals will provide an improved speed and/or s1gnal-to- ’
norse ratlo compared to conventlonal sequentral systems '
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