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" pmelyels and fﬁegigix.:et Digital Control Systems. Major Professor:
j ng-»sun 1*"0.. | o |
All él.igital cmrbrel systems ctain at least e signal which is

:'ear system by a linear , ] If the ac:tual system is

'quantiza‘bi are acv*a:.lable ’she ether fa.ctors may be quite sa‘bisfactery f

' ""but a prevv ly wellubehaveel system may n.ew p@ssess llmit cycle

osci,llatmns, la:cge s’ca:bm error and aza @bgec iTon & 1e transment rés-

»]:;seo Thus, an mgor’sant pmblem in tla.e field. of eligital control is

A'the d.evele;pment of analysis ani des:.gn precedures such ‘that the desigzaer"'

’th_e‘ _gnalysis. 11; leads %0, clesea fem

w’a res‘hrict in the class e:E‘ systems t@ Which 1t ' can. be ap]:lied, The



'tmns, , I'b is no-b 1imited by 1nput type y order of ’che plant state
ﬁvariables having other ’chan zero initial conditions 73 or quam;:.zer v
cemplexn.‘by.

lu' ing the first methoé.

-their use’ to satisfy pecificatlons on sta’clc aeeure.cy, respanse mt ne,

_’asaé. :presence or. a.bse ce of ei‘bher evershoerh or Lin 5 cycle escilla.tlons. .
A set Qf rules are derlved descrlbing cer'bain prrtles of the
' system, e, g. a final value ru.le s:.mllar 'bo the f:mal value theorem f@r

E lmear systmns is obtained, 'fhese rules are foxmd t@ be useful in

'b@’ch analys _,ﬁs:’ and. desa.gn by reducmg the number of cmputations required
’to solve a given prablem by pr@vlding phys:n.cal 1ns:.ght iato system

cperatlon, and by furnishing a check en certain results.
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CHAPTER 1

' INTRODUCTION -

1.1 Statement of the Problem
The general represéntaticn fer a ‘single lobp of a digital éonﬁrol ‘ '
Lsystem is shm in Fig, 1Ll Im pra.cu.ce the complete system may con-
sist of ma.ny leops sharing 8 large general purpose computer, or the
camplete systgzz; may cons:Lst ef a si;zgle ls_@@p in whlch ,the_ ,computer
' hé.s dég‘e,nera’céd tomerelya smmnlngdevice @ozicerning physical
separstion of the digital computer from thé remainder 6f the system,
again a fremendoﬁs ‘cpntrast eicist. For example, the coamputer may be
adjacent to the remainder of the system in an automatic factory, ‘Qr,
it ma.y be separated fram the remainder of the system by vast distances |
as happens when the plant is a par't of & space vehicle controlled by
2 computer the earth.
Analysis and design of digital control systems are often based
on the assm;iption that a very large number of levels of quantization
(large ngmber of bits per computer word) are availsble leading to the
a;pymximatien of the »b‘asically nonlinear system by a linear eneg If
thé éctual system is construcfﬁed so that the linear sssumption is |
‘sﬁatisfiea the per:f'emanee may be exceilen’c but other desiéi factors.
such as relia‘blllty_, cost, ease of serirlcingg Welght am‘i power con-
sumptlen may be very unsatlsfac‘tory, On 'bhe o’cher hand, if the actual
syste‘m is constructed 80 that only a few levels f qumtization are

available , the other Pactors may be quite satisfactory but a previously
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- Fig L1 Genera.lRepresenta.tionofamgitalControl System



ll-beha;ved system may now possess limit cycle @scillatiens > large
h s‘ba.tic errors, a.nd an eb.;ect:.@nable trnsient respse. Thus,
importa.n’c preblem :!.n +the field of digltal control is the é.evelogmen’c
of a.nalysm a::ad design precedures such tha.t 'bhe d.esa.gner has the free;
vdem te select qtizatien schemes net sa'&isf‘ymg the lmear a.gproxi-
'mati 1 but prucing an overall satlsfactory é.esi on,

The digltal control system in which a relay is :uaserted in the
errear channel of a. sampled-data. system ha.s been fairly extens:.vely

bf,_zeé. in the ca,ses of sec@n& erder ple,nts and ylants whose output is

amartely sinusoié.al. Howew'er, even here a cmplete design pro-

ane of these two ea.ses 3 mnnerical methsds appear te be the best meaas

fm:f analysis. However, n@ne ef the available nmaeri;:» meths amear
te be ent:.rely satls:ﬁ'aet@ry. The situa:hian d.escribeé.““abwe is eomgmmd.ed :

'm maltlple 1evel quantized systems m that ver:y :L:.ttle in the na.ture

ef analysis and é.esign has been aeecmplisheé.. The' ,”ff:'_pem’cs a.re plifie&‘,,u
a.mi iiseussed m@re fu:L'Ly in ’che cha.pter en Literature Survey, Cha;;ater E.

‘3-»2 Research_ﬁ;ectives and 'Procedures

One’objeet:we o:E‘ thls research is to develog a ’ceq;ae, _which can
be alled m.th a mimmm of manual laber to the ana‘.l;y's:.s of as wide a. |

class ef digltal c’crol systems a.s posslble. _ The minimum permittea by

this s‘b,jeeti've is the develoment of systematic 'analysis praeedures n@‘b
"l:.mited by the clex1ty ef t.he quantizer 5 the erder @f the :pla.nt s or

'the mt type Azwther ebjective is the attaiﬁment of a.s mueh insigh-b

'inta th,e &esmgn ef d.lg centrel systems as. is p@‘ : z.ble.



‘These cbjectives are accamplished by using the folloving pro-
wawess ‘ o
a 1, Ex,tensiem @f the state ’cransitlon methoéi to the anal;ysis Of

nonlmeer systems (discussed in Chapter 3)

2, Bevel@mem ef the digital in. :'ti teehm.@le ; which
’imolves m@lememing the state transmi@n meth @n

a é.lgital cmn;;u’cer (aiscussed in Chapter B,

39 Ber:.vatlon of a set of cputati' rules to ‘be used in
cengunctwn ‘Wl'bh l ami 2 aberve t@ ;furbher reauce the work’
required te prma,e ph;ysz.cal mmght mte comrol system
‘_eperatlon, ud to ‘be ased 8 a checking me’chod (discussed N
in Cha:eter 3)

b Evolutlon of &eagﬂ procedures fr the abeve ana.ly’cical
teehn:.ques (dlscussea in Chapter 5)

5 Derivatlon of closeé. f@m solu’cions 5 'Whlch can be used m
| the analysis a.né. design cf certain systems (discussed, in
vchaprter 6) | ‘

‘a Smulatwn of tyjpieal systems on an analog cmputer to

L'_b'prorva.de 8 cheek on the methoé‘.s of analys:Ls and. dera'lgn a.nd
;te prwlde phys.wal inslght into the operatlm oi‘ praetical

"'systems (dlscussed in Cha:pter Iy a;:.a..d. A‘ppend.lx B)

S::.nce a 1a:rge class of digital ‘e@ﬁiréi' systemscen either ‘be
dlrectly redueed, 'to the form shom:a in F:.g. LQ or can be redueeé‘. t@ it

after some mlnor s:mpliflcatwns s exclusive cons:Lderation will be g:u.ven
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%his fofm in »preéeﬁ"bing exsinplés. Héwevei'; it appeérs thé.t mos%. oqé the
basie méfchod,s dévelbped here can be extended to a wider class of systems.
Throughout this réport , systems are classified aceording to the ordef.of
the plant contained in the system; e.g. a second order system means a
system of the form of Fig. 1.2 cdntaining 8 second order plant.
The output of the quantizer in Fig. 1.2 is labeled N(kT+) while

the inppt Jénd output of the plant are labeled in accordance with the
terminology of the state trensition method, which is developed in

Chepter 3. The remasinder of the lsbeling on Fig. 1.2 is standard.
Because the holding circuit is of zero order, it is mé,terial whether
this eircuit appears before or after the quantizer. The quantizer itself
is shown in more detail in Fig. 1.3 vhere 8q5 52, ete. indicate the begin-
ning of the first ; 8econd, ete. ‘quantization intervals for positive
valves of quantizer input; ,81‘ 5 &2“, ete. indicate the beginning of
‘f;he first 5 second, etc. gquantization intervals for negative values of
quantizer impub; b.l" 'b2 s ebe. are the output amplitudes for the
pésiﬁive qusntized levels; by ', byf, ete. the output amplitudes for the
=§. ¢

negative levels. VUsually in practice & ' 0y =Dy", By =8,

1

b, =b,', ete. Although this simplification will be used henceforth,

it could be eliminated in most of the work that is to follow. The in-

L -t .
terval from 61 to 51

8, = 8,', the dead zome will be uniquely represented simply by giving
qA .

.

will be called the guantizer dead zone, and with

its 'amplitude 9 8;-1. Quantizers are often ciassif’ied by the total number
of levels they @@zz%té,in, meaning the sum of the positive and negative

levels plus ome if & zero output level exist as it does in Fig. 1.3.
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For three level quentizers, the subseripts on &, and by will be 1dréa v

‘and in this case the dead zome samplitude will be imdicated by &.
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CHAPTER 2

2.1 Genmeral

M@st portions of the field of linear sampled-data control systems
are Well covered by the 'bhree major texts ’2’3 now avalla‘ble in English.
" I—Iowever, s Juryh has stated, in his review srticle y ‘Irs contrast to0 the
lmear theor’y of sampled«data, which has been ‘choroughly developed. ’che
n@nlinear theory has not been mdely mvestigated a,né. developed," Conu-
eermng the work that has bee&z dene s much of it must be class:.fiea. a,s '
’ analysis rather than design, _but even when analysis alone is cans:.aered -
A :E’alrly narréw secti@n of the :E'ielé has been stu&ied._ Fer purpcses of}b
classifieati@n and ‘convenience in this dlscussmn, the llterature ‘con-
s1dereé will be somewhat arbitrarlly divided mto the :E‘ollewing s:.x
_see'ciens~ 1) Classical Brieth 2) Nmnerical MethodS, 3) Analog Simula-
tioﬁ, h) Bﬁe‘bhcds of Approxn.mation, 5 ) Speaial Techmque&

2.2 @lassiaal Mems

The classmal descmbmg fvnctien me’chod of analysn,s for’ ean'b:mu@us
_:aat‘_a_ ‘system,s ‘hag ‘been ,,extganded ta samyledgdgta. systems by & numbér ‘of
imestigaﬁoré m@::;u&mg @w,5 Russel, 6 and Ku@‘ 7’ Chow "pre’s"érited a
mmnbez" of exam;@les in hls pa@er sho‘mng the predic’ced limlt cycle
'.'am;@lituﬁe and’ @em,‘ 58 compared to values ac‘cually obta.ined experimentally"
on the analag ccmjputer. He alsa predicted the. d.ead Zome amplitude re»

qulred 'h@ el:mlna,te l:_mit cyeles. Although this meth is a,ppllca‘ble
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static err@rs m those case when a 1:im1t cycle does net exist.' :

,Sectlon ’-!-.)-1- a cemparlsen is presented between the resul'bs taineé. by

‘tailee Hewever, the me’chod is ver,y é.ifﬁcult '

thgher than the seeoné. erder.

"‘_’that they a;x'e

s’cep by step ealculatis based on sme *‘cype ef recurr ce relat:.en in

"’"whlch the actual solutions are either ca.rrn.eé. out manual]y or 'by means

-of & dlgrtal cmputer. ‘i‘hese metheds 5 in general ha:ve ewe‘ 'flimitaticms

"bha;n most other me hods on the ’cylae e:E' system 'bhat can be; '

which is pemitteé., h the other ha.m!., mnnerical meth@dsv"us};,i

system behmner anﬂ. they usually are

‘_fless h:ysieal msight mt.e Werv

m@re étifficult to use im system dee.lgn,
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16, 17 18

Tostanoski 5 Kinnen a.nd To and S’ceel have been scme of the

'more pranlnent workers in this area. ‘I'osta.neskl described. hew the
be carried. out on 'l:he IE& Type 650 cmputer.v Hev also mention the
poss:.b:.llty of uslng a varia:blon of 'bhis method :ﬁ‘or nonlinea.r systems. .

Unfer’cune.tely, no exeanples efrﬂ the salution ef eltherf‘ inear er nenlinear :

systems were..v_iglven nor Were a.ny sugg stions made as te hew the method
ceuld be used. fcr éhesign.

Kinnen and Toa have used z-transforms to develop an exact method
.of anslys_;.s for nonlinear sampled-data sys’cems in which the nininea.rityv
‘appears in the error chennel but is not between frequency semsitive
elements, This l@ca:tien effectively allows the nonllnear element to be
se;parated from the linear part of the system 50 that a recurrence re-
latian can be ‘eritten, Moxeer; ‘Kinnen and Tou have extend;ed”their’
nieth to the‘ vab.p@ro:‘cjimate‘ analysis of sjstemis‘, in vzhigh_thejnbhliné,ariﬁy
oecurs. between two freqﬁency sensitive' .elements through the intrue’sion
of’ a fictitlous samyler and h@ld. circuit preceding the nllnearity,
vThe meth Was originally develeped for use m.th manual ctation,
hmwever, this author has suecessfully prmazmneé. it a d.igita.l cputer
for the case. oi' a quantizer which is not ’eetween fregp.ency sens:Ltive
elements,v Altheugh the meth@d is a very useful @ne g it appears to ’ee
more ’c:ime ‘eonsumiu f@r either manual er machlne cputati tha:a the
methoé of dlgl’cal simulati 'bo be presented in. Chapter 36 In aﬂ.é.ltien, _
thei:c methaﬂ dces n@’c appear to be readily adapteble to ’che use ef nemu-
‘za:m mltz,al cditiens m, -bla,e sta’ce varia.bles and it does net a.ppeer to

‘be 88 versatile as é.igi'bal sn.mu.‘l.atmn.
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| The appreaeh of Steel is m many way s:l.milar te that of the earlier_'
»work of Kimxen ané. Teu. Aga.:_n the n@nlinearlty must not be between
. freqaency sensitn.ve elemen’c.s a.nd ag this all@ws a. recurrenee rsiation"
to be wrltten. The author ha,s a.lse suecessfully a.aalyzed quan’cized
.} sample&-data systems by this meth Hwever, 11: Wa.s feuna te. be less

general in scope and more ’cime esuming in application t the meth

_ 2.1& Anallg im ulation
Sampleé.«-data systems have bee:a analyzed by smu.lating them on the

analog caaputer vith auxn.liary ej‘ 'ynent such as a relay ar electrem.c

‘ gate beiu useé. te peri‘em sampling actn. Similar te the mm:erical
meths 'y amaleg simulatmn is ap@licaible ts a: mde class ef etrol

systems but the disadvaatages are alse simlar in that there is uf

- less phys:.cal 1nsight int@ system behavior e.nd there is aifficulty in |

19 20

obtaining dem infematim The work of Chestmzt 5 et al Klein,

1 2']' 22 hacve beea é.escribed in the 1iterature,

Vade and Schelda.nhe]m et al
,Unfortnnately, enly Scheidmhe]m has c@nsn.dereél a quantized sampleé.-—data

. system ané. his was a.n experlmental mel of 8 specifie system rather

t an a.naleg, cputer represen’catien Which could. be ea,sily changed 'b@

: ’smulate ‘| wide class ef system ty;pes._

As mentiened. :m Secti@n 202 Chew h,as presented results of his
anal sumz.latioa werk f@r cmparisen m.th the results produced by the
describmg ﬂmctiem Alth@ugh the ana,log simulation werk of Chow appears
' to be of very high quali’cy he does not glve a é.eta:.led descriptlon @:6' the

'equipnent oF “bhe technlqaes usedo
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2 5 Meth@ds ef Ap;prexmatlon

P _,pled-aata system. Unfortuna-elv, Bertram 8 1”@5“1'“3 are q‘ute

,conservative aaé. may 1eaé. to quan'bizer desis Which are too campl

:}d._ expensive. M@remrer, his meth prmrlaes no inf ,ma,lién @ﬂt tran-:
’sieia’c perfomance or about the poss:fbili‘by of the exmtence of limit ..
cycle oscllla'b::.ons.

By workn.ng :m terms @f the impulse response of the llnear p@rtion

'of pgt ult iple level_ qaantlzed system, Tsypkin was able to show that the

" ,maxmum u;pper b &' on the error caused by a s gle quantlzer is given
by the smn of the absolu’ce values of the a.mpulse cha.raeteris’cie @f the

" linea:c portioa malt:.plied by the quantizatmn mterval. Tsyjpkin touches )
h ‘on 'bhe ;oroblem ef l:lmit cycle esclllation and shows that 1t will have a |
value no larger than ‘the upper bouné. for system error caused by quanti-
za‘_tlon, The' same corments made with ‘ré'spe,et' to Bertram's work concerning
the éeﬁeﬁra’.ﬁvé nature of the results and the lack of informstion on

the transient respomse also .apjgl;y to Tsypkin's work.

2.6 Special Techniques

26

The articles by Torng and Meserve ,25 Tou and Iewis,” and jWidrT
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“do not 'logicelly beloi:g to any of the above grbups , mor 6.@ these
a.rticles have much in coamon except that they all consider quantized
sampled-da.ta systems. However ’ they are placed together in this section
- as _a_\me.tter ef ecnv‘e'nlenee. |
Terng and 'Meeerve use a difference equation a.ppreaeh t0 ’de‘bermine_
the var:v.eus lz:mit cycle medes in a rela.y type. sampleé‘.-data. system.
v'I‘heir methoa applies to’ systems of any order but it d.ees not fu:m:.sh
mfomatl. on trs;ent response, " stati,c,errer,_ _or other. p_hases of the
oversll preblem.,
Wid.rew ‘has teken a sta'histieal approach te the study of qjuan‘bized
‘ systems, He hes been able to. develep a quantizatien 'hheerem, a.na.legeus
'to Sha.mz s sempling theerem, which de*bermmes ’she cend:.tlens required
f@r recwery of cer’ca.in sta‘bls'bmal prepertles of the control signal.
This method mey be’ a;pplled to systems with deteministic 1nputs bu'b the
'results will be given in sta:bistical tems. _ Moreer, the method does .
not prev:.ae 1nfomatlon on limi’c ‘eyele eondltis or en system tra.nsient ,

perfa:ace, .

A. 1c programming approach is used by Teu ané. Lewis to devel a‘
é.es:Lgn technique for multlple level gzantz.zed sys’cemse The des:.gns prev
"duced. by 'bhls method are optimum ‘in the sense tha‘b certain performance '
crlterla are minimized, Alth.ugh the meth aars to ha.ve a grea.t

'a_mlomji; of peten’clal, it 1s1,pre,se.;1tly l:.miteé.. tc,ratf;;e: _smple .syste;n_s due

to the camplexity of the computational problem.
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CHAPTER 3

ANALYSIS OF NONLINEAR SAMPLED-DATA SYSTEMS

3. 1 General Qqﬁside?ations

“ Some oﬁher anmnérical xbae'thsl-é& 18 have been useé. successfully by
the wrlter for the solutlon of nonlinear sampled~data systems, but the‘
state trans:.tion method is especlally recommended for its convemence ,
versa’cllity, abillty ’ce prevme 1nfermat:. c@ncernlng the behavmr of
all state varlables, and 1'l:s appa.rent petexatle,l as & basn.s ‘on WhICh to
bullél. more elegant methods for analysis and design. _ ‘.‘L‘his methoé. has

26’ 28 ‘and llnear analysis29 ’ 5 of control systems :

been used for synthes:.s
' and ‘can be readily adapted te prcvide an exact method of a.‘l.ysis for
_nonllxaear sampled-data systems if the nonllnear element can ‘be placed
'aﬂjacent to & zero order hold. (In, most o‘oher cases i'b sheuld be

- pessn.ble te at lea.st devel@p approx:.mate solutmns ’ but these in general

) Wlll be mere ccmpllca:bed)

3.2 Review _of the Analysis ef Linear Tlme Invarian‘c Systems by

the State Trans:.tlon He'bhod

A lilaear t:s.me mvarlent ctrol sys’cem ca.n ‘be descrlbed 1n terms

of a single n:bh order aifferentla.l equatlan ‘Wi‘bh constant coefficlents

g

‘and. with th.e mp\xt or &civmg func’cion m(t)

n-lx 2

: 0 |
ax d 4 ax :
1 oL . : S T g .
g e, 4 —= + 8, — +a,x =m(t)  (3.1la)
n -n,dtngl [ Foees T8 at2 2 gt al 1 S SRS

at

This equation may also be written in terms of n first erder:différeﬁa



-5 -

tial equations,

ax o
I T -} e
T T e o (5. 1)
ax) | »
o n(t) ~ax -... - ayxy - 8y, - valxl
where xl, xB, seey X o are called the state varlables, The "above “

System may be described in another but eqmvalent way by representing

the system on a state diagram, which is s
'used for an analog cputer. Integrators
diagram and the output from the mtegrato:
state va,riables ment:.oned abmre

dla.gram for the differentlsl equation

whlch represents the plant e e

A vector cons:.stlng of all theb state
""contenlent way is ealled a state vector,
one component ‘of the state vector at some
by applying the superpomtlon theorem to

 de o each o:E‘ the 1n1t1al cdltlens at

Lmﬂ.ar to the flow dlagram
are at the heart of the state

of:3 may be identlfieél Wlth the

For example 5 Fig, 3.1 shows the state :

- x5(0) u(t). (3.2)

V'd'riven by a step ‘Anput,

vamables a.rre.nged in seme }

) Since th.e pla.nt is l:.near,

time t, xl(t 't,"_may be found

the 1ndiv1dua1 eontributions .

',ime t in the state vector

v(t ). Usmg matrix notat:.on, the relat:. £17] ‘betweenz the state vectore_
at the o dlfferent 1nste.nts t and t, may be written
u(t) = gt - ¢ ) g(to+),,_=_.,,¢(2)_ v(tg+) (3.3)




Fig 3 l. State Diagram for the Plant T—ﬁ

(Step Input)
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where ¢( 7\,) is the state transitlon ma:bri.

vec’cor 18 nxl, the ¢(A) matrix is squa;

‘panding Eq. (5 5) the following equa‘blon

{ &) %1¢m ...
| =) Yy o
?‘%@)j By Bo -
a0 ) et

After metrix multiplicetion,
Xl,(’??- =9 Xl-(‘tqf)- * ,¢l2 "‘,2(%*.) +

Thus . Eq. (3 5) is exactly equivalen.’c to

abmre concemmg the use of the superposi

More@ver, X, (t), x (t), ete, may be obtained in the same way.

x and 1 t té; If the state

re and o:f' oréler n. Afber ex-

xl( %4— )\

:Xa(flo'*’) A

lsv obta.me,d

o

e B Rltg)  Go)

the statememt in vmrds given _
tion theorem to obtaln x (t)

(A method

'for é.etemining the ¢ matrlx w:.ll be given later)

The notati@n t oF was used i};l the aber
'cf the sampleel«da’ca case where a sam_pler,
| is cl@sed at t anél the relation between
“sampling,v(t )‘y is related to the state ve
:equatlon ’

(o) = Bulty)

vhere B is a matrix of the seme order as §.

the B matrix will be given 1ateii)‘
' Equations (3.3) end (3.6) may be com

x(t) = §(A) B x(t,)

= B(2) x(s,)

re equa,tions in a,nticlpation
f@llcwed by a zere eré.er hold
bhe state vec‘b@r just before

wtor" just after. s_am;gl:,ng by the»‘

(3.6)

(A method for determining

bined to yiel’él‘ ‘

(3.7a)




IET
where | |
Hmj;me‘ I (.0)
The follawing sequence of equations c‘e.n‘be ﬁit‘cé‘n f»roml o
(3 Ta):

ty = 0, t= T3 xiT.) H(T) V(O)
by = T, t=21 ; v(a'f) H(T) v(T)
t0,='_2T",' =37 5 _v(a'r) = H(T) v(2’l’) | (38)

% am T, t= kTi

-»

v(kT) H(T) v(k - l T)

where T is “the sampling perlod and k is the nmnber ‘of sampling periods.

‘Substmtuting the first equatlon of (3 3) 1n1:o the secend_,‘and then the

'secmé. in’co the th:.rd ete. finally the clesed form expression for the

sta.te vect@r a.t 'che end ef the kth sampling period is obtamed in terms :

.@f the 1n1‘blal sta:be vec‘cor ¥(0).

() - @wﬂ -ﬁm G.9)
If the initia;l sta,te vector a.nd sta:be d:.agram are g:.ven, ene can deter-

mine H(T); aad 'bhen use’ Eq (3.9) to d.etermine the ‘new s’cate vecter at _

-the end of any samplmg period,

A me‘bhed @f cemputing the en’cr:l.es in ’che' &, ) ma:brlx mll new

’be establisheé.. Consmer each ef the 1nit1al conditions m Eq. (3

_‘co be 2670 except one. For example let (t +) be the only term mth
. 2 x5

a mmzero value. Frem Eq. (3. 5) ).
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13 - x3-lit ot )

(3.10)

Any comvenient method may be used to detekmine x. (t) 5, and ‘since the '

systen is linear, the initial coﬁdition

u(t - t ) u( 7\) ma.y “be” used As an exaaEple . csider ’che plan’c

Since x (t +) = u(t -t ), its Le.place transform will be XB(S) =

(t +) is arbltrary a.nd.

The state diagram for 'thlS syptem is shown in F:Lg. 5.1,

—Sto

o

s

1 .
Morecrver, ’che transfer function between Xl(s) and XB(S) is m I

therefore
1
X (s) = ° 1
1 5 s(s + 6)
and ,
s
1-e%
x Q) = [% T Z ji

(3.11)

(3.12)

Finslly, substituting Eq. (3.12) and X.B(t ,+) = w(2) into Eq. (3.10),

[P =g A '
i_%'mlfee ] ()
;8 i

"¢15 = u(2)

for 7. =0, vhich is the only case‘ofv interest here.

) ma.y be used to find the other entries in [the ¢( i) ma’crix.

L PN

(3.13)

The same method '

The entries in the ‘B matrix are determmed by first expandlng

(3 6) as fallows




n Pz o Py % (%)
Po1 Ppp e | % (%)

Xa(to) ?’ (5 -1)

f

°

o
A

¢ o

Ut e Lo | o
) After matrix multipllea’cion,

l(t+)—b l(t)+b (t)+

b -x-(t-) : : (3 15) 
ané. the equatls for x, (t +), x3(t +), ete. follow 1n the seme wa;y'.
v_»:Havmg the equatlons f@r x (t +), X, (t +) etc, the values @f the
entrles in the B matrix are &etermmed by 1nspection of the state

»V’diagram. It should be noted that applieatlon @f the B matrix 1n tbls _

L5

:Way requ:.res that a state varlable be assigned to the eut;put of each

Czero erder hol@. in the sta:l:e é.:.agram.

3.3 Appt

Consider the n@nlmear samplededata system shnm in Flg., 3 2. ,

There is n@ diffieulty in writlng the term,s in the" ' 7{) matrix whleh

linearlty in elther ‘the ¢ or in the ZB matr:l.x causes tha‘b matrlx 1;0
’beeeme n@nlinear and makes 11; di:t‘ficult to handle a&alytically |

In erder té see hew th:.s happens in a mere speclfie case 3 eons:.der
the qua.ntlzed system sh@m :Ln F:n.g° 503 A Inspec’cion ef the state |

1 dlagram yields the follmng equat10ns~



' . N v [Zeo |, [ Stationary |
r(t) iO..-m/’ e(kT+l lé?nhneqtr N(kT+) | order *m | Linear Plant
- T (eement | Hold ~ |of Order n

{ I

_Fig. 3,2. A Typical anlinea.r"Sample‘d-data. Control System

- *[a..

'Z,e.r.vo N 1 .
" — Order —~{Quantizer|[—-

Fig. 3.3. State Disgrem for a Quantized System .
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x) (k24) = x, (k1)
XE(kTﬂ-) X, (kT)

yl(kw) . (k?)‘;:

L]

”(3_’{_16[).,

]

X (ka)

where the sequenee of the compenents in 't;he state vector is the same as

the se’_r en_, e' @:E’ the abeve equa.tiens, Theref@re 5. the B matrix be'"mes'

1 .0 ) 0

B = o (3.27)

' e 0 1.0 e
1 -1 0 0

- Using the method described above, the g_j‘_matzfix 1s found to be:
- | o ST
lo 1 1. (A-14etn
OV TE A Y (3.18)
o o 0o 1

vhere  in Eq. (3 18) represents a quan’clza‘cion operaton (In this
case, 11; quantizes all signals a,rrivmg at the peint é.eno’;;eé. by ti;e
:state va,rlable va) | Thus . the ¢( ?.) matrlx is nenlinear Wlth respect
te the state varia,bles ‘Whlch makes 1t very difficult t@ use,

On the other hané., the :E'act that the holdl cireult 1s of zer@

v order allows the quaﬂ‘tlzer and h@ld to be mterc ang

eé. prcduclng
Fig, 5., l!-,, The ¢(X) matrix is now feund to be the follewing linear

, matrim



—1Quantizer

| Zero |
| Order

F133 k, ~ State. Diagram of Fig. 5 5 With Q tizer a.nd.‘ o

Hold Intercha.nged

ez~



1 0 0
-7{, y
0 1 l-e A- 1 +e .
#(A) = = a A | ()
o 0 e 1-e R
0o 0 0 1

Inspection of the state dlagram ylelds the fellowing equatlons for the

determination of the B matrix:

y,(T+) = yi(;;m)f

x, (8T+) = x, (5T) (3.20)
x, (KP+) = x,(kT) o
';;B(kﬁ.‘-&) = QEYl(kT) - Vxl(‘kTﬁ

- However, now the qﬁan‘bizétien operator -§ prevents one from writing the
B mé,trix, beéagse x3(k"1'+)bca_n' no 1@:‘@;% be determined by a linear
operation on y,(kT) and x, (kT).

On the ;aﬁher- ha,nd, ’as‘ long as the nonlinearity is ‘r;ot between two
frequency seﬁéiti've. elements the folloﬁing‘alternatis}e’ procedure cen be
used. Referring to Flg,v 3.2 again, the quantity e(kT+) ’ the system
error at the end of the kth sampling inter\ral for a system w:.th sampling

, permél T, is computed from
e(kt+) = x(k?) - x (m) ’(5.21)

: Thezi N(kT-x—), the output of the nonlmearity, is d.etemined from e(kEE+)

and the eharacterlstics of the nnearlty. From Fig. 3.2,

E+l(kT+) = H(k‘.[‘+) : 7 ‘ (30 22)

and the state transition method, _Eg; (3.3),can then be used to find the



state vector g(i—;—l' T) from ‘the known value of xn+l(kT+) and the other
state varisbles at kT+ The process can be repeateé. as often as .
desired to get the complete time reeponse of the system. f course,
this method does not allow closed form solutlons to be generated as

was done in Eq. (3 9) for a llnear sampled-data system whére both the
¢ and the ‘,va__matrices were used, but it does provide a -eonvenlent re-
eurrence scheme. The method is also applicable to a 1arge va.riety of ’
other more compllca‘ced mtuations, qu example » the system cou],d in-
clude additional samplers and additional nonlinearities with the same
general meﬁhod as a,bov‘e 'beingv.a.pialiceble, The only restriction is “that
if exact results are des:Lred the nonllnearity must not" occur 'be‘cween
:E‘requen‘cy sel,?sitive ‘elemer;'_i_‘..s. _Thie .Coment’.a-lﬁ}?.;held-s v.-fer the 'nont-
linearity between a hei@ : eircuit of order higher.tliaﬁ]‘zjero anda
frequency sensitive e‘lemeht',‘ alt}io’egh the nonlinea:rity can fpre’cede‘ a
higher order h‘old'.jeircu'itq ‘Another camplication which can be easily
handled is the situatien'Where it is desired to know the -féépensé between
sempling inStan*ees, Here the 1nput to the plant 5 +l’ is held at the
value 1t hed fer k‘E+ and the pareme‘ber A in ‘the ¢(2,) matrix is
alld to take on as many values as desired bet‘ween 0 and T in erder :

3.4 Illustrative Examples

In order to 1llustrate the a'beve method, cens:.der the following

eXemple H

Plant = » T =1 second, r(t) 911(1:)



_’(Note that the plant gain, X, is um.ty in ‘chls example)

ané. 'bhe state dlagram a,re shewn m F:Lg. 3 5. .

TR
Sl b,
g,. o 1}
1
&

(3. éB‘t)

Th‘e f.quah’cizér

Here the quantizer aead

'Z@ne amplitude 5. 6 5. is Ooh and ‘the saturated output value, b is 1.0,

Fmél the sta’ce varlables at the samplmg instances.

Fram the state’ dia.gram the ¢ matrix is feund to be:.

e

A

1 1.t x-ue.--
Y=o & 1oe? (3.24)

Since 'bonllgr the sampling instaiacebs‘ are of intéreat N % =T

Therefore,

=1se cdﬂd»

- . j. 1 .63 .368 |
- _°  o 1 |

Substitutlng the grven values of x (0) ‘and r(@) into Eg. (3 21), it is
found that e(0+) = . 9 5 the input to ’che quantlzer ha.s ‘exceeded the deaﬂ.‘
‘zome amplituae and from Eq, (5 22) X, (0+) = N(0+) L Theref@re,

(:26)




,. "

Fig. 3.5 ~ State Disgram for a Second Order Digita.l -

‘ Control System :

T N(KT+ -
e (kT (kT+) TOREET
- bl — 1zero |
(1) e ! X
-i-/ 2 S Order *—
‘—J'---b Hold
-
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- oo ) - \ N

,, , 1 .63 | .368 0 .353_
W) =gm yo) =| o  .368 .62l 0 =<.62) (527)
| 'O 0 . 1 | 1 1 h

Y J

Again applylng Eqs. (3 21) and (3 22) it is found that N(T+) l, therem___

:f‘ere, v(T+) —;}v(Tr)‘ |

Matrix multlyllcatlon yields

,In centrast to the previeus twe calcula.tmns, Eq. (3 21) and (3 22) now

'yleld N(2T+) 05 therefore ,

__<2T> .29

The abeve meth may be repeated as often as &es:.red. Hewever, resul’cs _

for that first 1h se_f" fre snmmarlzed in"Ta.ble 3.

An exammatien of 't;he 1a:bter pa.rt of Table 3.1 re‘ *eals that »e’(k“ '). 3

and the state variable ” mre beceme peric, mch"meaas that the

system 1s in .hmlt eycle oscillatlon.‘ In this case ' the period of
oscilla’cien 1s s:.x secon&s.
Example 2.

In this ezcemple cons:.é.er the same system a.s in Example 1

except tha‘c the dead zone amplrbude ef the quaxi ; ‘ v'ir' 13 O 5 rather

tha.n @,__l*r. ,The emputatlon pr@ceed.s using the 5 ,___e ¢ matrix as befere 'y
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Table 3.1

Smnmary of Results for Example 1

e 90

.o

t

o 80 o

P (insec.) P efxm+) P xl(kT+) | xe(kT-b) G %3 (kT+) ¢
g 0 : . 900 s O OOO 3 -0. 000 : 1. 000 :
: 1 : .532 . .368 : .632 . 1.000 :
: 2 : . =235 : 1135 : . 865 :  0.000 :
: 3 : =782 : - 1.682 t .318 : =-1.000 3
2 4 s -.615 : 1.515 : -, 515 : =1,000 :
: 5 : . 078 < 822 : . =82 : 0.000 :
3 6 : . 598 L .302 s =302 :  1.000 :
3 T : b2l s L4790 2 L5521 : 1.000 :
8 =276 s 1,176 - 82k : 0,000 :
: -9 - 797 s 1.697 : . 303 :  -1.000 :
10 : - 621 : L5210 0 -.521 :  =1.000 :

: 11 : . 076 : .82 : -. 824 ¢ 0.000 :
H 12 H » 597 : 2503 - ¢ =305 - i 1. 000 - :
: 13 : 421 s 479 : .52 : 1.000 :
: 1 : -. 276 : L1176 : 824z .0.000 :

s

-
s .o

and 'bhe results are shown in Table 3 2.

| I\Iote that the system is not in 11m1t cyele oselllatlen, but the
error appea.rs to be approachmg a steady state value of -0.1. Thus »
the increase in the dead zone amplitude frem O 4 to 0.5 has been

able te el:_m:l.nate the l:.m:Lt cycle os<:1llatlons.

3. 5 Some Computa‘o:.onal Rules

| Sqne cemputatmnal rules have been developed Whlch will prov1de
1n31ght into the operation of dlgital systems. ‘ These rules Wlll help
to s:.mpllfy the computatlons in the a.nalysis and des1gn sectlons te

follow.



- 30 -
Table 3.2

_Swmary of Results for Example 2

s

D lmses) S n0m) o oglE) s
: 0 : . 900 : 0,000 i 0,000 i - 1000
: 1 K . .532 0,368 0 0.632  : 1. 000 3
: 2 . 3 -. 235 '+ 1.135 . 865 3 0.000 . :
: 3 : -. 82 1 1l.682 ¢ 318 . ¢ -L000 i
: Ly 3 -.615 + 1.515 -, 515 :  =1.000 :
: 5 : . 078 : 822 : -8 822 s 0,000 s
t 6 H .598 - .32 v «: 302 : 1.000 -
: T : 421 Iy : . 521 : 0. 000 :
: 8 E . 092 ¢ .808 & Loz 0. 000 :
H .9 ot -. 030 1 L9300 ¢ . 070 : 0. 000 :
: 10 'y - OTh : .9k : .06 : 0. 000 :
: 11 : -. 090 2 2990 . 010 : 0. 000 :
: 12 : ‘-, 096 : .99 : . 00k : 0. 000 :

3. 5.1 . Dead-Zone Range Rule

Sinee the da’ca in Tables 3.1 and 3 2 were for speciflc values of,

dead zone amplltude s it might at flrst appear 'l;ha’c the calculatlons

are good only for these speclfic values. Thls is not 'brue in general

as the dlscuasion below shews.

Consider the data, listed in Teble 3.1 especlally 'bhat of
columna e(kT+) and xj(kT-i-) The quantlzer used %o cbta.in these da:be.
has a dead zone emplitude of 0.4, Kow cs:.der the change in the
»results at t = 0 if the dead zone amplitude haxl been larger. It is
appa:fent that the dead zone amplltude could be as la.rge as 0.9 before

the results would be changed. However s a dead zone amplltude of O. 9
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-rwculd not lea.ve the other peints unchanged as considera’cien ef the pe:.n'b

“at t l second shows. There the dead zone amplitude cou.ld be increased

' 'be 0, 532 before the resul'bs would be changed. Gontinuing it is fcund

‘ f’that the pein‘c at % = 2 seconds places ne lim:.t on the maximwn value of

”the dead zone amplltué.e since x (kT+) 1s alrea.dy zero for thls par’c:.cular

',.pom'b, Eﬂaus 'bhe po:.nt 1; l second is stiJ_'L the 1imi'b1ng point.v G n- ‘

:tinulng 10 ¢ exe 'bhe pomts in Table 3 J., it is :E'ound tha‘t ‘the _int

" vva’c 'b 7 seconds is the ultima.te llmiting q;usntlty and it esta'bllshes .

n a lim:.t on the maximum value which 'the dead zone smplltude ma,y reach of

' 6*xéax' = 0. ’+21 before 'bhe results of Table 3. l are no longer valié.. 3
(There a.re ether pcln'bs " which eccur every 6 secends 5 hav:.ng e(kT+) ‘ hal

'but none between lt a.nd l&al) A smila.r :mspectlon technique was used
to detem:.ne the minimm value of dead zone smplltude applying to -

Table 5 l a:na 1t was found 'bo be 6mi
8 seconds but e,ga.ln is repeated mth a 6 second perlod. Applyl

= 6. 276 which :E'irst occurs at

“the same technique to Table 5 2, 11; 1s found that 8 c-; ,532, which
eccurs a'b t = l second and 5 'n. = ,421 whlch cccurs a:E 'b 47. .seconds,
“An mteresti point shcvld now be nsted.» There is ‘a csmmen |
value for 6 frcm Ta.ble 3. 1 a:sd & fram Table 2.2, i e. 5. beth occur
| “at 5 =, 421. thus 'y ‘chis point should be the dividing line between limit
cycle oscillation snd completely stable behavior. If the specifications
on ﬁhe system, such as that shown in Fig. 3.5, ‘where that the quentizer

‘should not _'preduce llmlt cyele oscillations for a sing_le input of
r(t) =.9u(t), the design problem would be solved by usi"x;g,'a quantizer

'_With a dead zone amplitﬁde of at least .42l Practical problems are



never this simpﬂ.e , but the use of .the range rule has bee_n‘demonstrated
for a single point and further extemsion of the rule to more 'practiéal
design problems will be presentea later. |

5.5.2 Input-Signel Range Bule

Just as the ca.lculatiens in. Tables 3.1 a.ad 3.2 initlally appesar to
_ app;l.:y,ly to ,ai‘speciific‘ dead zome amplitude they also appear to :_agpiy .
only to a. sp‘eci’iie input megnitude ,. but~égain thi's' is not tfﬁe*ixi
generél;_ Consider what W‘lll happen to e(kﬁ’.‘+) if. the magnitude of r(t)
is increased. Since e(kT+) = r(k‘l‘) - xl(kT) is a linear equatiom,
‘superposition applies; and 1 r(k‘i’.') is. cﬁhanged.v by a.give_n _amount,-

erT+)"w111'be-é}ianged' by"the ssme. amount. Prec’eea,as in t‘he"Bead

. Zone Ba.nge Rule then determine how much the magnitude of r(kT) cen

increase before the results of Table 3.1 are no lenger *v'e,lié.° By
inspectien it is found that r(kT) can increase by .215 , Le. P r(kT) o
1. llﬁu(t) and ’che critical pem’c is &t t =k secencis. Also r(kT)
879u(t) s which firs‘c has its critica,l pomt at t =7 eecené‘e,;:_.

305.3 - Final Value Rule

Fer a system mtherut limit cycle escillations it would be va.luable
to have a flna.l value theorem or rule. However, the nenlinear natnre of
’chese systems prevent direct applicatien of the” cenventioﬁal :Einal valuef}_
: theerems. _ Cs:.der Table 3. 2 3. the values of the x.l and x2 state
variables woulé. be ’che same with an epen loop ‘system having the" input

‘sh in ‘the Xf) celmm as it is with the clesed loep system whicla vas

van.a.lyzed. ‘i‘L’hus, if 'bhe é.es:.gner has smne insight a8 to what the x3 ).

"fu;acfcion is for a 'closeé.lcpp ,s.ystem.,@r if he .knevs..the functional form
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frem the vre‘sults ‘of e.nalySiSv a.na'wan‘ss an independent eheek on ‘the systexs_
stesﬁ.y sta:te value s the followmg method msy be applied.

| Since the plarrt itself is assumed to be 1inea.r, one can’ consider the
output of the zers order ‘hold to be & series ef pulses which are’ con—
sldered se;parately and their me‘iividual results ebineéi ‘by se.perpssition,i_
| _,_The sta,’sement ef fmal vs,lue rule then beees~ _ G:wen a linesr pla:at ,
whlch :\.s d.riven by a zero. order helé. whose ou’cput sequence is either '
| knmm or assumed “the steady state value ef a.ny of the state varlables |
asseciated Wi'th the ;plant is obtalned 'by cputmg 'bhe stea.dy state
value ca'ased ‘b’y 8 slule pulse ef length T and then using su;perpes:.tien ‘
to- determine the resul'bs fer the actual pulse tr '

The fsllow:mg 1s an exemple e:E‘ the ap;pllcation of the final value

rule. | aiven ) plant or portion of a plant of transfer i‘unction e(s) ’
s.nd an :anut pulse of amplite.de A and length T.. The input function to v

the plant m(t), may then be aescribed by |
| n(s) = [3(6) - uts - 7] (30
Taking the Leplace trensforn | -
. SR o ,F ,
u(s) = [5-‘-5———} A | (3.31)

"Usmg x (t) as the output state varlable of the plant G(s),

. | ce 1 e"s': _ » , L
X, (s) =u(s) G(s) = (=—5—| A6(s) (3.32).
'”Therefore, I o | | '
) _(?Fl'ﬂ)Ss =(:‘tl)s‘cead.y state v'fr a single pulse

-lm s x(s) =m (1 - ™)a o(s) (5.33)

8 =0 8—0



 thus

-y ax
~os(s+a)

(X) < Lim
i l s-—r@

(5-35)

Direct s@sﬁiwﬁi@n of 8 =0 in Eq. (3.35) results inen indetet

”form, but by the applicati ef L‘Ho v'1tal's rule this is easily re-

: solved as follows"
sT

ym EeTaAx Ak
( ) _. i_i. i T on it R G L ‘(3},‘3‘6):

- For the system enalyzed :Ln '.E'a.ble 3.2, T = l seconé., A l and a. l,
thns R (xl) =1 Beferring to Table 3 2 it 1s seem that there are ”
'l:hree positlve pulses and two negat:we pulses each ef magmtude A l.
The result after superpmsition is a net stea.dy sta.te cutput of L @
whlch. appears to check very well vith the results of ’rable 5. 2,

305k Quies Plant Rule

It is desirable to detee se cd:.tions under vh:r.ch a pla.nt ‘

ean beeeme er remain quiescent;"‘

"I’hese cenditi@n as a group are cs,lleé.

' he Qulescent Plant Rulee _ The present vers:mn @f the rule assumes a |
sys’cem having tb.e general ferm of that shown on. Flg‘ 5 2 5 W:Lth g quantizer
of éleaé. zone amjplitude %l as the nonlmear element, E?wev;er? the same

’ ,meth@d ca,n be applled t@ systems 1n other :E’crma. | - -

A:;e_,ee;s‘sary v,cnditl_on fer the pla,nt‘ te. become quleseent ié ob-
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tained as fo]_’l.ows"' o

' "a._) 'Unless x l(kT+) is zero for all k 'beyond some k., the

i
V' plant mll receive actuatmg Slgnals and cennot beccme
quiescent.

b) By definition, xmlj__(’kq}",c) Will be zero if

| Ie(k'.t'+)l < 5 o (3.37)
) Tow e(xm+) = 2(x) - x,(x) | O (338)
a) A:f’ter substituting Eq. (3 38) 1nto Eq. (5 37), it i "

feund that a necessary condltien for the plant to beceme ,

' qmescent 1s tha.t

Iz -2 Q) | < 8y - (3.39)
for all K > ko | -

Tt foilotvs from the above reaeoning that necessary a'nd suffieient
cendltlons :E‘or an initlally quiescen’c plant to remain quiescent is tha.t
- there be no external dlsturbances to the plant sta’ce va.riables and
that Eq., (3. 59) hold. for all k, Moremrer, Eq. (3. 39) also indicates
the size ef the dlsturbe,nce reachlng Xy er the size ef the system in-
put N r(t) , requlred before the system Wlll a.ttempt to make a
correc‘cwn,

In many cases, time must theoretically approach inflnity to have
the plant state variebles approach guiescence. However, for bpractn.ca.‘.l.
purposes the Plant can be assumed to be quiescent after a,ler;gth‘of_
time ,‘ beyond kmi ﬁ,. which is long compared. to the longest time constant

in the plant. In this way, the Quiescent Flant Rule cen also be

»
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applied-» by segments to situations where the system is actuated at .
widely separated intervals and approaches quiescence between these

" intervals.
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RESULTS FROM smmmen OF DIGITAi' ‘.
CONTROL SYSTEMS
4.1 General |
Two ‘eesic mefhod for simuiating diéital control‘systems were ‘used
to obtain the results presented in fhie chapter. In the first mé‘thoa
alglta.l sjmulatien, the technlque expla.med in Cha.pter 3 was programmed.
on a small diglta.l cemputer' and in the second meth ang;l.qg vs:unula-
tlon, the sy_‘stem was. smmlated‘ in the us,ua.l_ se‘nse by using an analog
coahputer in conjunction with an exp‘e"r:i.ﬁén‘hél qua:m:izer The two
methods :,,of"siniﬁlatioa were eho‘seﬁ 'to supﬁlement one another and not to
duplicate the other func'hiehs. The following are considered to be the
'advantages of the digi‘bal simulation appreach*
l) Mul‘ba.ple a.nd ‘unusual quantlzer are readil‘y programmed on
the dig:.’cal cmnputer as compared with the difficulty and
expense of physica.lly censtructlng them for use with the
.a:nalog cemputen (‘;?;;is is -a.lso true fo;: other non-
llnearitles) o '
2) Highly accura:he, ﬁelse :E'ree perfoxﬁanee e.s avallable.,
5) Depené.lng somewhat on 'bhe types of compu‘bers ca.reél '
7 and the calcwlations requireé. the éllgital method will
usually be fa.ster.,
4) The method of digital. 's:i:ﬁulatiion; together with the écm;,
:puta.tional rules presentea in Cha.p‘her 3 .can censi&erably
reduce the ccmputat:.onal tme and prov1de greater physmal

' m‘si_‘gh.t‘ espe cl,a,lly ‘i:_;,,_ ,de‘;gign«
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5) Digita.l'_.eontrol sy,stems.‘ involving logical decisions or com-
| plicated numerical operations cen be simulated on & single
machine.

These adventages for digital simulation may at first meke it
appear that analog simulation is unnecessary. However, the snalog
method was funé.,:té coznplé;nent thedlgltal method in the 'iv‘ol]fwi‘n;g:
vayer _ o .

1) Mefthe pra'jéj:ical problem such as drift aﬁd'noi_seﬂvﬂfiidh

oceur in an ﬁctuai 'system"'é.ré enéountéréd; inanaleg 7
s:mula:hmn, ‘These ca.n be a "‘blessing in d.:.sguise in that
they give ’che 1nvestigator 1ns:_ght into the way these
pr@blems a.ffect system des:.gn.

2) Smce analog simula.tlon is a completely independen‘c

teehnique 5 it provlc'ies an exce.llent method of eheckmg

digltal s:.mulati. o In the work re;ported here ’. a.nalog
Tims were mad;e to ! spot check.” representatlve digital
solt;“sicns for gr@ss‘ errors; 'but with the far superior
aﬁ6ur5;¢y,'bf digital s:mulation, n0 a.ttemp'b wasmade to
ob’bfain ‘the”ultimafe in accuracy with the a;ié,lqlg"rﬁethcd.

h.g _‘ﬁl‘tal Simulation

For hlgher erder systems and situations requlrmg ealculations for
8 'la.rge' numb_er Qf‘.. sampling pemod,_s‘ 3 hand jcalc‘ulatmns 5 such’as;th‘o‘se
presen‘teé. in Chayter By beccme ‘very 1sborious. Fu:;fhémore , reunaéff "
errors can becmne s:.gniflcm’c ‘because each ealeulation de;pends on the

;grekus valuesu Thus 3 progreming of the nmnex-ieal meth on 8 dlg:.tal
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camputer is advisable in many cases to satisfact,or'ily s’imﬁla'be the
‘control ’éystenh | The ccmpﬁtatioﬁs reported here were perfomed ‘en a
Royal MoBee RPGJLOOO cmnpu‘cer using the Purdue interpretlve routlne 3
PHIT although satisfactory I’EbU.ltS eou.lé. be obtameél on an even
smal_,er ma.chine, Censiderat:.on ha,s been given to mclusmn of the |

Dead Ze R‘_ Rule and the ln;put Slgaal Renge Rule into the cmnputer

program, a,nd it mlgh-b be necessary 1f a. large mach:n.ne were used, How—,’
ever, it wa.s not done here 'because al:.ca:blon of these rules 1s a.v
task easﬂy and accurately performed by tb.e computer opera’cor whlle
waiting for the next series of calculatlons to be completed

The Ba51c flow dlagram for the dig:.ta.l cemputer program 1s glven
in Fig. )4 1 with & complete PINT program bemg given in Appendlx A.
The élagram shown is for a smgle g_uantlzer in the error channel but
more compllcated systems should be capable of belng ana.lyzed by minor
.modﬂlfloatlons of this basic program. The program shown in Appendlx A :

automatically determmes the ¢(T) matrlx for the plant —p— with

any desired values of K,_ a, and., T. This program is for a step input
but & érogrem ‘to generate 'r'amp igputs is also ava.ila'ble. Moreorver y it
would not be. d.lfflcult to wrlte programs for a wide varlety of other
mputs » ©.8. sine waves ancl ra.ndom s:Lgnals.. In aadltlon, complete
freedom is a.llowed in the selectlon of :mltlal condltlons on the state
variables. The quentlzer subrout'lne 'pe’rmlts‘ quantizers of as many
levels as de.sired and with any arra;agement of individual levels to be
simulated, e.lso the quantizer subroutinev can be bypassed so that un-

quem:ized systenis‘ can be simulsted. By using the tape i’aput feature



of the ccmputer to supply new data, a. large number of cmnplete r"u.ns may:

For *cptrter run. 'bhe system mput, the'

v error s:.al, .ané all ef the state variables are printed to e1¢ht
signlflcant figures, at the beglmg ef ea.ch sampllng period. In |
this way a cmnple'be picture of the system performance is obta.:.ne& ’

It was easy to check the, operatwn of the quantizer by comparing
the value printed for the error signal at a particular time with the
value printed for the output of the qﬁantiaer. sreqﬁenfély it was |
, possible to‘de’te'mi‘ne ﬁeéded qﬁantiief‘mé&ificéfis’ féi;: é.ésiréd éystem_
perfomance merel;y by 1nspectlon of the ccmputer 8 prmted recorcl alone
or m’th the ald of one or more of the cemputatlonal rules, In all
cases where the system dld not go m'l;o a 1imit cycle the flnal value
/rule was applied to the qua.ntizar output to verlfy the stea,dy sta'lze
value glven on the prlnteé. recer& I’c ‘was in’oerestmg to watch a
system begm to 1ock mtc a limit cycle in that it usually required
severa.l complete cycles bef@re the sta.te va.rlables Would repea.t from
ene peried to the next @u‘c to the full elght s:LgnJ.ficant figures. '

As a.n example of the appllcatlon of the. method. ef digl‘cal smula-
tmn to a falrly clice.ted s*ystem, the fellowmg third order sys‘cem

T was eonsulereé:

' s + > Y = = 0 sond
Faant - e+ I 75 » 2(t) =1+ 08t T =05 second

. o |
x(0) = § 3 e
A 2 o :
and '}iith the state diagram and quentizer shown in Figs. lLQAané 4. 2B



N (kT+)

e ( kT|+)

Quon'nzer | Zero
1 Order |-
| Hold

A PR :

- Fig B, 2A. Sta.te Diagram of & Third Order Digital Control System Lo

| | 3. »t N(kT+)

| Fig k2B Quentizer Used in the Systemof Plg. h2A
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respectlvely Hete that all state varia.bles have nonzer@ mltla.l ‘eon-
é.ltlons ’ that the mput is a ramp superimpose& on a unit step, a.né. that
the 5 and b values of the qua.ntlzer are not all equal. _

Using the meth prev:Lously ﬂescribea the follcwmg traxasmlon

¥

‘matrix was :E'o' | ,
. . | o -

1 .18 .105 085
| o .o82  .pé2  .289 |
= 1, 0  .607T  .393 {b.2)

These da:ba. were fed mto the ccmputer a.nd the digi’cal smula’cion carriedp
outt. The behavier of all state variables and. the input :E‘or the :first
15 sampling peri is sh on Fig. !4- 3 Kote that after ’che iaitial

trans:Lent , the eutput foll the ram;p mput fa.:x.rly well bu’c there
aars to be a steady sta;l;e positicm error of apprcxmately O.h un:Lt.
, u‘?) Anal'

'S:Lmﬂatlan
A smpllfleé. block diagram @f the equlpnent used in the analeg

's:u.mulatl “of the control systems consiclereé. here is sh in Flg’ lp. 4.

: heart of the equ:.men’c is the quantlzer, “which csists ef an Epsae
"‘_analog to chgi’cal cenverter and a dlgl‘bal 1:@ a,nalag eerter é.eveleped
by the. auther. With this equipment it is pessﬂ:le to s:.mula:be dlgita.l
centrol systems mth levels @:t’ quant:.zatlon rmlng a.ll the way :t‘rcam
'very fine (10 bit qua.ntlzatian) to 8 relay without é.ead zone (1 bit
quant:.za'hi) In adaltien, it is pessible t@ select 8 very wiae ra:nge
of samplmg rates. (As far as the quantizer is" eencemed ‘ahe lmlt is.

from approximately 0 to 30,”6 cps)
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As indicated in Fig. h. L pla.nt simula‘bion, s:.gne.l genera.tion, and
cer‘l:a,m other funetions such as smmung are perfemed on an a.na.log
"cemputer, A six charmel Brush recerder is used to record. the same
"varia'bles as are prmted in dlgltal simula.tlen discussed in Section
'lL 2; thus, a direct ccmpa.risen can be made between the results @f the
'bwe methoﬂs of simulatmn and this is dene in Sectmn L. 5 below.

A detaileé. é:.scussion concerning the teques used in the analog

simulatien work a.nd clete eireuit é.lagrams' a.re presenteé. in

son w:r.th Results Presented in the C‘urrent

‘}Ia.terature ‘

In order to test the valldity @f the method of analys:Ls developed
here F -3 cemparlson mll be mad.e in th:.s sectlen be‘hween the results |
fl_;".;prcé.ueed by dlgital simulatlon and those presented in the literature
‘fer the saiue sys_tem. A rurther validi‘cy test ml‘l. e presented in
Sectlon ll-. 5 vhere a cparlsoa will be made between results frcm
&igital simulatlon ezz.d s.naleg s:.mulatlen of the same system.

Cons:.der a system hav:.ng a samplmg perled of one secend, :

three level quantlzer, a.nd tlae pla.nt e T3y By cha.nging the dead -

zone amplltuae and vsrying the magnitude of. the step 1nput to the
syete;g, d.ifferent modes :of, li;nq:; cycle oscillation can 'be produced.
Both Kuos and Chowjhafre analyzed such systems and the results for four
modes of oscillation found by them are summarized in the first few
columns e‘f Table 4. 1. Note that Kou's results are for the apparent
amplitude of oscillation, which is camputed by knowing the system out-

put at the sampling pointsonly, while those of Chow are for the

N
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Table 4.1

C(IVIPARISOI‘I OF AIIALYSIS RESULTS FOR A SYSTEM
oo 1IN LIvIT CICLE" OSCILLATION ’ '

o - A ' ar e:;at Co Usmg Methods of this
‘Mode ¢ Period : ‘LRI : Irue : Report
of - = (in e Alﬂplltude . Amplitude . s .
‘Oscillation; See.) : f§$8 . from5 : Appa,rent :  True
C I SRR Ly - o ChoWD g Amplitude :Amplitude
1 s k.30 308 :.295 @ .302
2 ot b3 L3520 s U35 ;L3519 i .430
3 e 5 v .525 @ 571 : 5253 o .568
L : 6 .80 L8 .799 ¢ .851
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't',ruf;e amplitude of oscillation. Using digital ’simulation; the system
was anglyzed and the ;apparent_ amplitude of escil!!.jationv compntéd for

the same cases as presented b;'yi Kuo. (See the secoha last column in
Table kL. l)f Noté that very good agreement is obtained with uKuo'é,
results but that a signific_ant Vdiffere'zace‘s_, 'é.ppears between these re-
sults and those of Chow e‘speeidliy for the mode of o‘s_ciilation lsbeled

, ‘2.’_ The apparent reason for this is that the maximum and minimom ef

the output do not occur at the samplm,g instances, This appears to be
physically reasonsble ,_b,e‘[ca‘.ﬁse the acceleration can cha.nge instantaneously
but the *féiacity cannot Por this partlcula.r system; thus, the cmnnand to’
the plantmay be to change the direction of motion But the ouwtput will
continue 1 in the Origi‘nal di'réc‘bion for aa-interval".afi:er' the samplmg

g the true "amp’litude is

ihstaizce, A crude approximation for determining
to plot the output agamst tme for the ‘sampling instances and draw a
smooth ecurve by eye through the points. _A} jbetter'me'th is to ecalculate |
and plot sevefs.i inter'samﬁiliﬁzagipéia’éé ‘and from these determine the |
amplitude of ciséixllat'i_ I’s is nc;t,ne_:ééﬁSSaryito, determine the inter-
sa’mpiivpeinﬁs within all sempling peried,,é.‘b - As & matter of fé,et.b, data
for one samplmgperma in which the maximum occursand ome in whleh

the mmimum oceurs are all that is nef:e's’éa};ﬁj so that intersampling
pa;;ntg are neededdurmg only two pericds. Although it would not be

difficult to modify the computer program ‘to accemplish this sutamatically Ys

Actually Kuo has a..se ‘calculated the true amplitude by . another
verslcm of the same method used by ﬁhow and obtained essentially the
same results 8s. Gh@w,
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- the follom.ng alternate mamxa,l method. will also be satisfactory in'ma.ny

instqnces, ,

() - ¢<t-t>v(t> L (ha)

T@ ebta.in intersamplmg peints, let t _t o + ;p‘l’ in Eq.‘ (hB)

Moy e e f o)) H ) b
Where 9 =p <L L _
Smce only the @u’cpu‘b is of. interest, Eq. (lt.h) may be simpl:.:t’ieé.

'vas f@llmws .
(t +pT)- E_¢1(PTZJ v(t) o (h.s)‘

"vrhere L¢l(pT)_j is the rerw vec‘b@r fermed by taking"the first row ef

,,¢(pm) matrix. @ften 1t is mot d.ifficul‘c to dete

,rule aeeuracy and the describing fwmetian, _which was used by Chcw, is

an apyr@ximate e

As 8 further cheek :“c.he resultfs' @f digital sn.mulati' “'re cempared

‘with the phasemplaae results pres ted by Mull:.n ana «J’m:ry“"'3 for the

plam’c o wi‘oh a unit ste:p input a:ad :E‘er sampling perieds ef 0. 5
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and .l.l seeond, In the ea.se o:E' the Oo 5 secomsl sampling peried the

' vsystem eut;put was'

~of L@. @n the @ther ] ‘the 1. secen@. sampllng peri caused a
iimit cyele mth a 6. o secoaé. period to eXlS‘b. The results of digital

simulati were i" wnd

’:“me in bath cases, .

suhgect to s*be_'p mputs h.ave been aaal:yzeél by the meth ef‘
vsimnlatlon. describeel in Sectmn lt 3 Ty@ieal results ebtaineé. are v
yresented here in F:Lgs, h 5 s h 6 e.nd k. 7., 'wi’ch se additiena,l

results be:. presenteﬂ where apprepriate s in ether parts @f ’c.his .

of digital simula _

repor’c. Alse sho\m cm. ’shese ‘flgurb s' are” the resul:
.tion under the same ea,:.tion .
data, m@r correctmas were maé.e ’ce take m’c@ aect small im;per»
:f’ectiens in the recer@.mgs 3 eog. the fact. that the chart speed 1s “glightly
less then 1. 0 d::vision per second and the faet that the arc made by ‘the
yeﬁs de n@t always agree perfectly with 'bh,e arcs printed on the rec@rdmg
pa@er were teken into aecount.

Results for analeg simulatmn of & system w:.th a 'three level

quan’cizer are shown by the solld line in. F:Lgs. 4.5 and 4.6, also shown

‘ The @rigimal graphs from the Brush Regorder were retouched %o ipe
sure “that goad re;sruc*b:.s would be obtained.
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in these figure's ‘are ’points. a.t _the sempling instences, which were com~
puted from éigite.l simulati .Note ”"chat the resuits by the two
methoﬁs m? simulation gi've results which are in ‘good agreemen’c. The

enly chg
' input has increased by .02, This causes a con.siéerable differenee in

nge between Flg. ll-. 5A a.nd Flg, L, EB is that the normalized

the trensient response but. the fmal output va.lue is essentia;l.ly the
seme. - The difference in perfoce is eas:.ly explaineé. in tems of
the é.esign graph presented ané, explaineﬁ in Chapter 5 The faet that

.a limit czycle exists f@r the cendltls of Fig. h 6 is alse easily
‘e@lained in tems of the des:.ga graphs ef Chapter 5. Using only the
quantlzer output and the Final Velue Bule 5 ﬁhe steady state velue of
eutput was pred:.c‘beé. fer beth Figs. ?4. 5A. ana lt. 5B a.né. the predlctiens
,were :’c‘ te be in a.greement with the a.ctual steaﬁy sta‘l;e eu’cp'at values
obi;ained.. A check of the stead.y state error m beth figures reveals
that both a.re well Within- ‘-e s Whlch is as it should be._

cIn all three flgures the plet of P which is a general state

2
varieble mrt; cerres;pends to velocity in a pem’ci@n cont.rol system,
gagainst time con'ta:.ns dlscontinuities in 1ts sl, _this 1s reasenable‘
in that 32 = x3 - x ané. xs, 'bhe quant:.zer eu‘bpu’c is'a dlsctinuous
ftme‘si Slnce the initiatlon ef the input is E.O‘B s:mchrized m’ch _

H"t.he ,yler, a randem delay is ebserved in 'bhe first ‘nonzero output

from the q_uant:.zer on a.ll figures. The éelay :Ln the eu'bpat frcm the

quantizer ize turn causes a rané.em delay in the everall system’ respense
by up to one sampling @eried, but 1t is the mes’c con Way saeh a’

' system weuld epera;b:e” in ;gract:.,e_ea,
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Essentia.lly the ‘same procedure d.escr:.bed ab@ve fer the three

'level que.ntizers was useé. te analyze multlple level quantlzers, the

result fr two _dlfferent eases are shm 1n Flgs. h‘ TA and ’-l» TB

Again the results J:@f o ana 'a:i;git‘al ‘simulgtion are in rg‘e@af

‘agreememt, : Altho the tizer producing_ ivhe results ef Fig. h TA .

‘con‘hams ‘15 levels 5 ezﬂy 7 of these actua.l ""'hew in the flgure.__ :

§ maturally levels n@’c sh',vvumfj[can be ma&e tq

can be maé.e to ﬁlsa.ppear if elther ‘the :.nput ma $

,perud are changed in the pre;per way. I'b Was sh by ‘both_; metl s of
smula.tion tha.t sma.ll chc,nges in erbher the b values er the 5 values
.1Y .,i?ﬂ'_ ~

‘»fluence the trusient perfemance of the system 5 ba’c. ef acmrse 5

of the q};utizer due te neise er other caases “can” s:.gm.fi

‘»'steaﬂ;y sta:be response mll always lie within -5 5 a.s long as a limit
' e::ycle 1s not prodaced.

As expected, it was observed 'l:hat the system re;ponse appears te
vlmz::-re ana, more resemble the respse of a system without quantizatmn
as .‘bhe mnnber of levels :Lx;crease‘_s.* However, it appears that meny -
systems could be designed to hacve-giﬁite setisfactory performence with
anly_a'few lew%els"offqﬁaz;tiza;’lﬁi; -this will be 'P;I‘.aced in quantitati‘ve’
 terms in Chapter 5 where the design of a three level quantizer is.
censiderem o ' |

In all of the snalog simulation runs, the results obsérved ﬁere,'_

- either predicteble by digital simulation or definitely caused by

system maslfunction, drift, or noise, Drift fin._the”decoder ‘a.f;é.:in»’ch_ve

-network preceding Amplifier T were the most troublesame effécts.
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Although it was not difficult to control these by frequent checks and
adjustments during the experimental work, careful redesign would be

required in both of these areas in commercial equipment.
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CHAPTER 5

DESIGN OF DIGITAL CONTROL SYSTEMS BY DIGITAL
STMULATION

5.1 General

This chap’;er presents design methods which hé,ve evolved fram the
analysis ‘cechniques of Chapters 3 and bﬂ Flrst the des:.gn graphs f@r
& three level quantizer useé. in o speclfic seeé. esrder system are yre-vv
seza‘ted aad thelr sa.lient features explameé.. E’L‘he methed of cgnstruc«
tmg aes:.ga graphs applicable to any seconﬁ order system, is then pre~
sented., Finajly, mere detai’led censi&eration is given to systems

P@SS&SSI wersheet.

5.2 Desimm of s Three level Quamtizer for o Second Order

» ‘j in Figa 30 5, Interest in the three lﬁvel )
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operate the system in response to a fairly wide range of 1nput ma,g-:
nitudes and that noise may be present toe pertur’b the output, appll-.
cation of the Qulescent Plant Rule lea,é,s te the concluswn that the

error 'will be llmlted to a band of - & about ’she des:Lred value in

steady sta‘tee On ‘c.he other hané., there are bos to hw small & aa

be reﬁuce@. bef-re limit cycle esczllatioas oceur, One exam@le ef
this was: ;presenteé, 111 Chs.pber 3By but ‘& much more ecm;@lete presentatma

_jof the 1nfluenee cf & om system perfemance is. shmm in Figv 5., L

,k 1 w:.th the %mrieus cutatmmal rules helpmg to reduee the e: |
pta;bmg leado Th,e i‘ellmng several pemts shonld be @bsemreé ceﬁa
_ceming F‘ﬁ.g° 5,
1. ..Thﬁe yaraiaeter b of the quanulzer has the same efi‘ect
’v the output o:E‘ the p.lant as does the ga,m, Oa:ﬁ_' the
vplan,t Xy thus 5. bo’ch pa;cameters ‘may be combined, inte a

sin :; quent:.‘sy Kb,

2. ;The_‘fa@t that the plant itself is linesr allows a single

‘ s’et of 'uﬁive‘rlsal b-e- :ff‘,jjies n@rmallzesi in terms of Kb
to be yle*tted in E:_g 5.1 rather 'tha.n havmg to make a.
new curye .f,er __eaehjja.;pe of Md , (See Sectmn 5. T fer a
‘ me éeﬁeile& exylmatien) 3

5 'Be;een&ing cm. the value @f n@mallzeﬁ dead zone; @ _ -'% 5

~and the value of normalized input mltude {r ﬁ - ‘-.= ‘lﬁ"S .

the system response will fall into ome of four regioms:

no response, limit eyele oseiliations, overshoot; or mo
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overshoot. (Thesubregmns set off by the dashed lines
will be discussed starting in Section 5.3).
Although 'both the 'li:mifb cycle ag well a5 the overshoot

bmé.aries a.re ‘a fune i@n of mput ma@itu&.e s little

'advazztage can be ta.ken of thm fact unless the sys’oem '

'is to be use@. m’sh & very marrow range of inp agnitﬁdesv __

;In aé.ditmn, 'bhe eversh@ot boundaries are scmévhat 1®wer .

 for small in;puts, bﬂ‘b again this is a rather sws»cial ca.sea
“Fer mest prae’c:.cal purposes sy Fig. 5. l shows that a mmlmvm

vvalue ef a =10 is reqmrea tezavolé overshe@t a;a_ g

minimum value of B, =.515 is required to avoid hmit cycle

i

- Osclllatlons,

There appears to be appmximate]y & fTactor of twe te ‘be

‘ gaueé. in the minimum vaiue of 6 by allowing cvershoe%
, Howev’er, in ma:ay ea,ses thls advantage can not be explaiteé.

,because the long settlmg time proémced by some mputs are

objectionable, ,Thgre, is & band of values of | r § a.leag the'
riéht sié.e"of 'ﬁhe' overshoot regions for which long s_et‘hlmg

tlmes are. pre@.uce& For example, with 8 = .58 and | r | n

!between 1. 3 ané, the overshoot boundary at l.hes the mnimum

value of settling time (to m'bhm 5°/o of the final value)
is 8.6 seconds. Moreover, narrowing the input range by
8llowing the left beage of the range to approach the over-
shoot boundary increases the minimmn settling time until in-

finite settling time is reached at the boundary itself.
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Iﬁitial]_.y; 1t will be assumed that the géssihnitj of long
settling times or just the fact that an cvershéét, is "iaiesént
rules out co_nsideration of the "'dve:_rjshoot’ case. Hdﬁeve_’r,"
system design with overshoot allowed will be cons:-lderea
in Section 59 | . |

6. Since Fig, 5.1 is nomallzed. in terms of Kb, it- 1s seen
‘that asay :m;uner:.cal value ef 8 ma.y be selected prevlé.ed tha.t _
it is used with the proper value of ‘Kb‘ (Here 8, = 1
1?(5 Kb) lead.s_ to mo overshoot :Lnd.epend.ent of input mai-
’cué.e) It is thus seen that high static aceuracy may be
obtained by us:.ng a small value ef Kb. :Hmer,_ sett_;_l.mg
-time is again me:é’e'ased bu’t not to "bh'e extéﬁf it 1sin
sauie instances When overshoet is allmaed. |

An analog computer verificatlon of the lcaca‘cioa of seme @f the

b@nn&aries sh@m on Fig. 5 1 wa.s a‘ctempted. The results are mdicateé.

on the flggrebyr mea,gs of the circled points at 5, 0.6 a.nd v*s.lues of
\]‘r ! ~ near 6‘6 0. 9%, 1% and 1.75. Bach circle ‘encloses 'bwo=in*l;s
"although they usually are toe close to be resolved on the figure. |

One @eln'b 1nda.cates the positlon of the 1eft edge of the bem lary and

’che other indlc:ates the r:.ght edge as detemined by analeg sim_
Again n@te ’c.he cl@se check 'between the results of dlg:.tal ané. anal
s:.mulatlem Ineiéeatally, ‘the cem@lete anal@g record :f‘or the t
'_poixzts near l rl =1, 75 are sh ‘on Fig k. 5, ' -

F:Lg. 5.;@2 shows ‘bhe relationshiy between settling time a.nd -'1npu'b_

: .;u ftude f@r the smallest value of & consis‘cent mth no. eversheat _
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o 4 8 12 1 20
* NORMALIZED INPUT MAGNITUDE, Irl,

Fig. 5.2. Settling Time Design Curve for the System of Fig. 3.5
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for any member of the ensemble of 1nputs up to the value of l r |
seleeteé. from the gra.ph. :Nete that this figure is also n@rmallzed in
umts of Kbm Ha.king use of F:Lgs. 5,1 and 5¢2 it is pessible t@ eg=-
tablish 8 quantizer é.esxgn Whlch satlsfles a set @f speciflcati.@ns

settlmg tlme aﬁd ma.x:.mm static errorn For example, f-aasume ‘sha‘t 'the

e fmatlbn regaires a system" :'_cy of a.t lea,st .2k unlt and the :

. se'i:.tling time sh@uld be ma meare than Y seconds f@r an exwemble @f
inputs of magnltude a-grea’cer» than 5 0 um.ts. Seleet a v"a.lﬁe ’cf

"-aay ‘vspeclfmatien and. imtially

B = b in @rﬁer t@ sa’sisfy t]ae &

‘assume ‘the' smailest’»value of Kb whwh weulé‘.’ ever be recgulred in this
system, l.e., Kb =& = -.-211-, ‘l‘he n@malu,zeé. deaé. zone. amplitude and
nemalizeé. inpu'b itude then bec@mes é =1 and |r [ S= '}T = 125
'Frcm Fig° 5.1 it is seen that the omginal assxmptien of Kb féls :
Justlfied in order to preven’c overshoet. Going to F:Lg. 5.2, it is

seen that | r [ o= 1-2-5 lealelf 'b@ ‘& sety; 'bzme of 13 6 see .

;"fhusg i’c :m seen tha.t a quantlzer d.es:tgn havmg Kb = .2& w:.}.l

sa,’clsfy 'bhe @rig"';_f s;peclflcatls, As a, verificatian @f this de~
sign, the system was simujlateei using the analog cpwber me’cheé. des-
cribed, m Cbaptar b ané Ap@ené.:.x B. A eopy of the five channel record.—

ing ca’btamed is shem in. Fig. 5v 3. "Note that the sett,ling time @f

d,s As m go a,greement with the value abta.lned frem the

@esi @a}?ﬁ

_.tha’c the curves ana.log smulatlen are aceurately

vemfled by the pomts &etemined from dlg:l.ta,l s:.mula‘ticm, As exlg
@teé, 8, swaﬁy state erreor exlsts i:a the @utpu't but th;v.s is m’chln

s
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Of course, there will be 'situations for which the specifications

accv.racy a.nd settllng time can not ‘be sa ;‘;s:f‘ied simul’c‘l & sly

.When thls oceurs se cmmprcmlse m'ast be ma.de. Either the speeifl-
catlons musi:s 'ba mlaxeél or seme change 1 m‘ust be made wi'thin the system,
e.ga & quantlzer with an ad.dltlonal se't Of levels may saﬁ:mfy the
specﬁ:.catmn Another poss:t,bility ’cha’c becomes more attractlve for
larger va_.lues, of | r | , 18 to allow overshoot. This possibility will
be explored further in Section 5. 9. o

5.3 Use of Compr utatlonal Rules in Developn.ng Bes:Lgn Grag_‘_

The fesults presented in Seacuon 5.2 and especially those of
;.‘F::.g° 5 l could have been th@med by vgmg ﬂ‘he barrage technmue of
compu‘c:l. a multitud.e ef pomts in the: reglons of interest and. ‘chen .
«rylng "bo finél. some systematlc behavler in the results. er .course
th,,_;s w«xgﬂ.ﬁ@'udom s but as vas mem:.one@- bef@re, the cputatioﬁal .
rulas wevifé employed- ‘co make the proced.ure more sysﬁemata.c and to reﬂuee .
‘the nw&ber of C:@mputer runs needed. fEhe r&am@nmg used to develop the
_vamous boundiames ansﬁ._ reg‘;ﬁns; on Fig. 5.1 will n;{nw_be_ﬁ presented.
Inttially 3 will be ‘assuned that Kb = 1, but the normslization of
‘hoth & aml[ T [ will be discussed later The 358:1911. of B;g_.B_espense is
the siﬁplé st region to cons’id,é’r ’bu’é the reasoning used is similar to
that employed on the other regions. Analys:Ls of this region proceeds
ag i‘allows |

1. Ifx ( 0) = 0 and the plant was initially qu:.escen’c the

Qulescent Ple.nt Rule, Eg, 3. 39, ya.elds

15.:3»! r(xT) | . (5.1)
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as the condition for the pla.nt to remain qu.:.escen’se

2. -Thus, Eq. (5.1) descrlbes a rega.on in whieh an m:.tial_;
quiesgent pl_ant wj;bh\xl(o)-:-—- 0 will remain quiescent.
Tl_lis region‘isjeélléd ‘the Region of He Regyonse on.

v 5 1, ; B : ‘

3. Kote that the conclus:Lon in 2 above holds not only for
step 1nputs but for a.ny functmn whose values are deflned
at the sempllng points. | | |

5 lt le:l.t Cycle Region

 As may. be seen. from Fig. 5.1 the L:.mit Cycle Reglon is divideé.
inte a nmnber of smaller reg:,ons,_ These mll be. diseussed separately
begmmng w:.’sh Regmn A,
| 1 In the d:.scussmn of the Fmal Value Rule, Seectien 3.5.3,
it was fom,zd that the output in steady staté 5 xl(cg ),
for the system under c@nsi&eration will be a.n integer,
which is a spec1al case since the steady state output of
syst.ems of this type will be quantized but not necessarily
,quantlzed to an 1n't;eger value. (However, the following
reasonmg can also be used in the case of nemnteger
values) | |
2. If0<r< 1 end 8<1 (where r represents the ma@itué.e :
end sign of a step ;nput) , the ‘only steady state values of

which will satisfy the Quiescent Plant Rule s Bg. 3.39,

x5
areOér+1. (If -1 < r <0, xlcanonlybe or-l)

5 With xl(oo ) =1, the Quiescent Plant Rule will not be
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satisfied during anj sempling period fér which
8 < |r(r)-1] (for 0< r <1) - (5.2)
at the begmnlng of the samplmg period a.nd 1f the
in_@ut is & step the fact that Eq (5. 2) is not
_,S&tlsflea. for k .0 means that it m.ll mot be
satlsfled for a,ny smnplmg ;permd..
b ‘.For' x (c:a) = ml the equatlon corres;pona.lng to Eq. (5.2)
v g
8 < |r(kT) +1] (for-l1<r <'0). (5.3)
5, -Equatwns (5.2) and (5.3) may be cembmed 1nto the
follm equatioxa which covers the range -1 < r < 13
< | el 2| )
6 v ‘W:Lth pie (oo) =0 and a step 1npu£, reasoxaing sm:.lar to
@ha,t in 3 leads to
5 < [r| (5.5)
as tbe 'c‘cnd,itiojn' f}@r_which_ the sy’s__’s‘em can never be
.jqu’iescent,‘ - N
7- The above d:.scussn.on leads one to the cenclus:.on tha,t any
input m.thm the regi@n defined by Egs. (5.11-) and ( 5 5)
c:azmo’c lead, to a qu:.escent system. Since Bertr 23 has
shom that qua.ntlzatlon cannot cause a @revmusly stable

sampledadata system te be uns uable, then the sbove must be

Th,e defmltw:a of sta‘blll’cy usec}. here is that the output mus’e be

boumieci for 8 "bou;nded mpu’c
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a l:.mlt cyele region. This region hé.’s, been J,a.b’eled'”A on

Fig. 5.1. (Note that 8 < 1 for the entire Region A; thus,

the assumption in 2 above is justified).

Reasoning similar to that used om Region A m_ll now be applied

to Region B.

1

8

2.

1;9‘

‘not be satisfied if

Assml<irl<e,5<1 and x,(0) = 0.
From the Quiescen‘c P,snant Rule ’ Eq (5 39) , the ;plant may
hece qmescent 1f

| | r(xT) - x e | <8 (5.6)

f‘crk>km

,Becalllng that xl(cn) must be an integer for this

partlcular system a:ad using. the assmnp’cions of 1 it is
found that x (co} = l} xl(ao) 2 or in same cases both

are the only values of xl(w) whlch satisfy Eq,,, (5 6)..

(xl(@) -l and xl(m) = -2 for negative in;puts)

‘ Assmnmg xl(ee) is +1 or «»l, the Q,uiescen.t Plant Rule mll

ao< | x4 (5:7)

Assuming xi(_ee) is 42 or -2, the. Quiescent Plant Rule

will not be satisfied if

8< ER -2

~(5.8)
Fram 3 the ylant can only be quleseent if xl(oo) =1 or 7
=-2 but even if th:.s is 'brue the ;plant w:.ll not be qulescent

if both Eqs (5 7:» and (5,8) are satlsfled.,

Fi‘herefere, Iz‘.qso (5.7) amd (5 8) d,efine a region (Regi B



- 70"-

on Fig, 5.1) where the glant is never quiescen’a Since ‘che

‘vns e:f' lmm‘c ,cy ‘ve es’cillatmm Although _'only a

'tultively clear tha’c the en'blre regi is one of ln#it cycle oscllla.tien,
'bhe best that the writer has been able to de thus far is to make the
best use poss:.ble of the Input Slgnal Rnge Rule and the Dea.é. Zone
Range Rule to systema’clcal.‘ly show that every pcint in ’chese regmns

is one of lmu:b cyele oscllla:t;ion., On the ether hand, onge it has been
shown that the au’cline of these regn.ons 1s cerrect and that a sizable
port_mn of the« area aro*imd thelr bound.arles lea.a. to l:.mi’c ‘ Cycle
oscillatlons it is ima‘cerlal for most engineering purposes if the
reglons contained & few heles in Wh:.cb. the condlt:.ons f@r llmit c:y'cle
escillations are aot satlsf:.ed,

5¢ 5 Ho Overshoot Re ﬁ;@ﬁ

L:Lke the L:Imit Cycle Regmn, the No Qvershoot Region is dlvideé.
mtc a mnnber ef smaller regls Whn.ch Wlll be discussed separately,
Flrs’c cons:.der Reglon I.

| 1. v‘From Ta‘ble 3.2 at t = L seeond, x ‘l(T)‘ - 368, This value
Will be ebtamed f@r the system under consn.d.eratioa ir-

resgective of the magnitude of r as long as xl(@) =



2.

5
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the input does not £all in the Region of No Response, and
r is positive. (For r negative, -xl(T) =~ .368).
Since |

e(kT+)

r - xl(kT); A (5.9)
r - . 368 r > 0 (5.10)

e(T+)

and

e(T+) r + .368 r < (5.11)
The output cﬁ‘ the quantizer at t =1 Seconé. will be zero
as long as & > |e(T+)|. Substituting Egs. (5.10) and |
(5.11) into this imequality and writing the result as a
single inequality, -ﬁhieh is good for all values of r, the
following explfé_s:"_si’on: results: |

8. > |» l - 368 | , | (5.12)

Starting with a quiescent plant and allowing a single

pulse enesampliagperl long to came from the quantlzer,

. % . L PR ‘
it is found that xl monotonically approaches Xy =1

(%, = -1 for negative pulse). In this case, Bg. (5.9)

yields the following monctonic behavior for the system

error:

(k) —=r -1 r >0 (5.13)
or | , : |
e(kP+) —>r + 1 r <L 0 (5.1k)

As long as 8 satisfies the equatiom

see Eq. (6.32).



(any r) (5. 15)__'.

'@btameé. frmi,b 4 M 5) 'and (5‘5 l!;)‘_fané. the requirement

'that § > le 1T+ I '{leaé.s to zere quantizer ett}gt, the ,

“ou-tput of the g
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after the second sampling period:

s>|lrl -2  eann (5.17)

5. Eqs, (5. ’12), (5.16), ana.‘ (5.17) define a regien (II on Fig,
5 l) for ‘Whlch % monotonica;l.ly approaches Xl 2 (or
%y = =Q), therefore it alse is par‘c of ‘the No Overshoot
Reglo'a "

The same type ef argmnent usea to detemine Regmns I and II 'was

used t@ d,etemine all of the other regmns (III,V. I‘V V_ etc. ) *whlch

make up th,e ,;E{e Gversheet Region,v Now Reg:.en I required a. pulse ef
: length T te briﬁg the system to the Sueaéy state value ef' l ané’. Reglon
: 'II requa,red a pu‘lse of length aT to brlng the system to the ste state“

value of 24 By the same reasonmg it'is found that a pulse 3T ‘f

reqmred 'to bring the system %o the steady sta’ce value of 3 in Regi
. III, d “l:he values for Regiens IV V, VI etc. follow m the same way,_

5 6 Overshoo‘t Reg:z.o

- Like the other mager regls the- Q\rershoo‘c Reglon is also braken
into smaller . regz.pz;e: These will be con51dereé'. separately begmning
with Reglon ‘a. -

1. Age,i‘nﬂas'suming that' x*() = 0- then at t =1 'se’c‘eﬁd,'-

| % (‘I‘) . 368 depend.mg only on the 51gn of r as long
as ¥ does not fall into the reglon of no response.
:2; Ue.lng reasqnlng similar to that used,prev:.eusly_lt is
found that . B |
5 < g {ze| - .38 | | (5.18)

is the condition for the gquentizer output to eontinue to
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;maintain its maxmm (or minimum) output d.urlu the sec@néi
-.,.sampling}peried. |

!\/ -
V\’)—-_
R
N R
N

Ty

8

"I

A

@

N

e@t be quiescent with Xl

| ";‘value af X1(® ) : ‘1 because i'b ha,s :alreaéy been pmved that
Reglon B in Fn.g. 5. l, Which is a subregion of this, is one
of llmit cycle @scilla’ciozas‘ _ However 5 systematic use o:f'

' the )ead Z@z:e Bange Ruie an& the Input Range Rule reveals

_that Region a. m. it entire’by :.s a.n cversh regn.on., ’ leta:.ls

etca have the same pr@perties as tha.’c of Regi a, i, €, they can
either be overshoot or lmit cyele reglems but a.ctual calcula.tions re-

veal that they are wersh@@t regi@ns emly
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5.7 The Significance of Kb as & Normalizing Parameter :

For the systems discussed here, the plant itself always is assumed .
to be linear. Thus, the value of the system output at any time and for
thaﬁ matter the 'sfa,lue of all of the-pla.gt state varisbles at any time is
linearly related to :t‘he: size of the quantity Kb. Thus, if Fig. 5.1 is
consi_de:;ed t_e be er,Kb = 1 for the mament‘ and £hen iaquiry is mé.é.e (oy
reviewing the arguments of Sectione 503 through 506) as to vhat happens
to the regions in the figure as Kb is increased (or_deereé.‘s_ed.) it is
seen that the Kb ‘_a‘,_‘ct\s- as a‘magnii'i‘eation' ‘.favctor ﬁhic’h_ is applied to
beth axee. ’;{;’hus » one can obtain a uniirersal bor n‘ermalized se’e of‘
curves by plottmg 8, = % and ] | LK%J imstead of & and ] r |
themselves 3 hich is wha'b was done in Fig. 5. l°

5.8 _;ppllcatlon, ‘co Obher Systems

The general method described in this section can be used to d.evelop
quan’clzer des:.gn curves for other systems, Ivloreover » depending on the |
system specli‘ieatlons s 1t may not always be necessary to make the curvesl
as &etallea as that shc‘wn in Flg. 5 .l., For example 5 :Lf the é.esign
spec:.ficatlens requlre no. overshoot '3 enly the boundary of the no over-
_shoot regien neea.s te be d.ra.wn, th:.s saves a censiderable ‘amount Qf |

work a.nd e@nputlng t:.me

5 9 _lst.em Des:Lgn uné.er the Gondltien that Oversheet is
| Allowed o | “
In ord,er te ebtaln maxlmum steady sts.te accuracy W:Lth minimum
se‘htlmg tlme 5 t is temptmg to try t@ eperate the sys*bem in the over-

sh@ct r;‘egio’m S@me ef th.e consequences o:E' this mll now be B.J.scussed
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Fa.gure 5. 4% shaws some ef ’che structure eccﬁrring in and around th,e first
overshoot reglom Bas:.cally 1’0 is an enlargement of Regmns a, I, II
and IIT of Flga 5 L with the settling tlmes to’ mthln S /0 of the flna.l
vva‘lue indicatea on each of the su‘b:::"egio:ns° Hote ’ohat very long settlmg
tlmes are proa,uced if the system op‘..ratlng ;pomt on F:Lgo 5 )3 happens ‘bo
lie :s.nsm,e bu’c very clese 'te the rlght s:tde ef the oversh@ot boundary,
ATable 5,1 'mhich waé preyared i‘r@n Figs. 5 2 a&d 5 ’4,, presen‘as a |
emnpamson of the settlmg times @btame& mth ana without overshoot s |
i.e. ’ & ) and 8 =" LO respectwely, Tha.,s exam:ple uses the same
system accuracy, § = oeh as ‘W&S used in the exam:ale g:rven in Sectlon
5 2. For’ mpu’cs mthm eertam r’v'es the se’ctlmg ‘l;ime m’ch wershaot
is equal to or less than th.at m‘l;h no wershoot 5 and im other ra:nges |
'bhe settliug time is sllghtly longer mth over;he@t° and, in other
‘ ‘ranges it is eonsiderabiy 1.onger *m.th oversheot These results are
typleal @f tknse obtalneé, for all o.f the oversheot regions, However s
Vas mger mputs are c:ozzsﬁered it appears tha:t a greater yercentage o:f‘

t:.mes in the over—

the t@tal range oi‘ mputs leaei ’co shorter sett ,_;;

sh@@'t case. For exampie 2 mth mputs in ’che r'e 2‘, 5& to 3¢. G mth

8 = ,2h ané; aga,m cmz;@arizzg the results fer é = .,6 wi‘bh those fer
&n- = L0, appr@xlmately 7@9/0 of the cases result ina shorter settlmg

time for the eversheot case and ” approximtely 6°/c of the :.n;puts

have settlmg tlmes mt’h oversheat ‘whlch are mere tha;n 292 sﬁcds
longer thazz Wl‘th@u‘i' c:zverwoote M@reover, in 'bhose 1n ca.nces Where the
very long settling 'b::.mes @\,CM 3 the eu’cpu’c is a}}roxmately Wlthln -=5

fer th.e en*ire la:bter pcrtwn @f the se’c‘tlmg permd.o Thus P in ma,ny
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desn.gns it may be des:.rable te allow evershoet in ord.er to d.ecrease the
average settllng tzme ‘of the system 1n resse to an ensemble of inputs

a.nd aceept the few cases where the settlmg t:,mes are long
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| CHAPTER 6
CLOSED FORM SOLUTIONS
6.1 Gemeral
The ‘dé%réloment‘ of same closed form solutions 'fef quanti-zed_
.systems mll now be Presenteé., C‘l@sed fom selutions B which are'k

unlversally appllcable to all input types ’ multiple level quantizers,

A'etc. ’ are d.esireé. bu:t 3 at the present time ¥ thelr éleveloment

: l. ;They premé.e general yhysical msight inte the eperation
B Of qua.ntlzed systems, ‘

- .Zn thcase aases where available closeé. fom selutlons are

Uexact or Where_«,_,a.pjprte solu'bmnsf are satlsfactery, I

sys*bem design er analysis ca.n__:be 'c

't:_me,, (Appro't :.mate solutlons s ulél be“f"par’cicularly

valuable in yrel"" x5 '&esi and feasiblllt,y s’cudies)

3 In th@se cases_ Where th, E ,.ximatetcluseé. form solutmns; oo

are net go@é enough as finalv resu,l‘bs 5 they c:a.n pr@va.é.e a8

sta:ctlng poin’c :E’or m@re accurate mmemeal metheés.‘ _

6. 2.‘.1= cend.l_ ions for Ellmmation of Iﬁmi'h 1

The closed. f@m selu’cn.en for the first oré.er sy‘stem shown in
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F:Lg 61, witha. stvepA, input, mll now be aevé_lépéd.‘ It is se’eﬁ frém
Fig. 6. 1' 'i-,h'at if e(kT+) a, N(kT+) = b, At t =0 let e(o+) = 5
then n(0+) =b a.nd it will ctmue that ey thr succeedlng sampling
tervals until the encl ef the samplmg interval, . at Whieh e(nT+)< a. -
| -‘ﬂaus, the system ewi;put, xl(t), i’or 0 <t = nff.‘ ma,y be obtalned by |

»anmng a. pu.lse o:_t’ length nT a.nd am;gll’cude b to exlst a.t the 1nput t@

the plazz;.t, In thls ca.se the input t@ the :plant is v
2(8) = !}m -t - )] (61)

Taking the Laplaee tra.nsfem of Eq, (6 1) i

therefore;

end
(t) = Kb{ [u(t) - u(t - m:‘)] + T u(t - n‘.’t‘% + xl(e) (6. h)

'where x (0) is the mltia,l value of +the otrtyut,

jm?u’c mnt to zero, E Now the wera.ll ‘system input_r(t‘) is ce' ’cant

The resul’cs for e(0+) = -6 throughout thls chap’cer follow in a
smm:.lar vay ’co these :f'er e(0+) % _
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system ha_,é reached steady state. Note that under these con&itions N
(6.4) is valid for all t = 0, and from Eq. (6.4) the steady state ‘

~ value of the output, xl(qb )5 is

(o) = Kout + x,(0) | o (6.5)
The stea.dy sta,te system error, e(oo) s becomes

e(®) = A - KomT - 1(@) | | (6.6)
where A is the ampl:.t‘ude jo;ff the :s’_ce;) :‘Ln;gm‘c°

Case II: The situstion vere e(nT+) < -5 will be known 83

Case IL. (By defi:aitlon 1t is :Lmss:Lble f@r e(nT+) > &) Thén
X, (t) -b for o <t < (n + l)T and the :anu‘b to the plant :E‘or
@é (n + 1)T beccmes |

x(t) = b[u(t) - u(t - nT] - b{;(t - .nT) - uE: - (a+ 1){]} (6.7)

. ,Proeeedmg in the same vay as previously it is found that

l(t) Kb{ El(t) au(t - nT) + u(t -8 + 1 T)J} ,
+K‘bT{E2u(t -»n'i’) - u(t -=n+l'.t‘?] ~u(t »n+lT)+xl(0)

- ) (6 8)
bwhlch is val:.d forO < ¢ < n-x-lT.
| From Bq. (6.8)
ETIN =B 2@-1) +x00) - (6.9)
and -
x (""""‘”nﬂ-:‘-*z; 7) = Kb T(n - 1) + x;(0) (6.10)

The output the err@r, and; hence the inyut to the plant are the seme

for the (n -1) and the (n + l) samplmg instances 5 but the response of
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jan integra:bor plazat is detemineé @nly by its mput and the imtia,l con-‘

(6 n)_

S@lving the lef’c’»portwn _mf"’s_‘,. 1s mequali'by for &



KR K_E?E:_E,  (6.18)
From the right portion of Eq. (6.17),
" h < KbT (6,19)
but h = 0; therefore,
o'f‘< h < KbT | (6.20)
From Eqso (6 18) and (6 20) the values of & whlch will }_srevent llmit

S KbT de;pendlng on t‘he

cycle osc:.lla‘blens range :ﬁ'rc:m % > 6 to 5.
va.lues of A a.nd x (0) wiuch in turn control the locatlon of x (nT)
_.mthm the band -‘é about A at t =l This ma;y be seen on Fig., 6. 2
Where the con&itlon S > cerresponds to a value of A a.aé. (0) Which

leads to xl(nT)—A, and the c@.:.,tlon 5 > KL corresyonﬂs to values ef v

2 )
A a.ni. #,(0) wateh lead, to'x (n‘l") = A - %ﬁ or xl(nT) A+ %30 If the
system 15 “to be éesigneci tc ~operate 'With a range of values @f A and
x1(0) 8t 1east as. ide as 25 = KT, then the eoné.ition 5 > K-gﬂ must

'be malntaineé.o Slnee the great mag@rity of the cases ef in‘ceres’c iﬁ“

prac’tlce 5 _result in r_'es in e:.ther A or Xl(.) ef at least KbT, the :
fellomng mll ‘be adopteéi as a system des:.gn cri‘beriono
KbT

8 = == ,55(6":25‘31)
or
T < £ (6.22)

M@remrer, avvalue ef 2} satisfying Eq‘, (6 2.1} or a 'value of T sa’cisfymg
(C 22) alsa assures that the system W:Lll not go in.to a lima.t cyele

after a mclse dlsturbanee ’because a nelse isturbance ean merely be
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censié.ere@i to establish & new value of (0), and Egs. (6. 21) and (6 22)
were. é.eriveé. without restrictions on xl(o)

6.2.2 System Time Respomse

L

Befine the system respense time t, as the time mqu;iredffér, the
output to reach 95%/o of the final value. Assuming that it is mecsssary

" to have the final value equsl to the desired velue, A, the value of the
output When the time response is measured becames %,(t,) = 058 Frem

Eq. (6.4) with x,(0) = O, it is found that | |

o, =R | ~ (6.23)

T
or |

.‘S_ampling at T iatervals ca.us“es the above 'e.’q’ﬁatiané, to’be approximate in
' seme mstances 3 this is eensié.ered further m the next paragraph. Af'berﬂ
'substi’cuting Eq, (6 2&) into Eq, (6. 21) the following equa;{:icm is’ @b-

: _tame«i

- ﬁf

..er

8%
.u'(SA

Fr the Quiescent Plant Rule 8 is the se,uu n steady state errer for

P <

‘(6. ,26).

this: system, Eq. (6 26) then beecmes

T <2105¢%, | (6;2‘7‘)

is the maxmwn :f.‘racti stea.d.y state errer. Equations

]
M@ |

where f =



- 87 -

(6.24) and (6.27) are the des_ign equations for a single integrator
system using a three level guasntizer.
If it is desired that t, as caleulated fram Eq. (6.23) be the exact
‘time're.apéﬁse' for a particular A, it is necessary. ttv n, éetemineé.
from Eqs (6. 5 ) by let’cing xl(ce) =A s xl(t) =0, be an integer.. Th:\.s

equatlen is

n = -Kf—;@ « (6.28)

If n as ealculated from Eg. (6. 28) is not an integer , the system res-
ponse will be that for the,_-n,ext _highest integer. To find the velues of

A and tr'mich‘]écrre‘spcﬁé;s to the new value of n, it is merely“neces’,éé.ry"
to substitute the new value of u into Egq. .1(6628) and solve for the ,n,ev
value of A By using the new value of A in Eq. (6. 23) ‘the true value

of t can be é.etermmed Variatiens ef thls prcced.ure may be required

depending on which system parameters are part of the speci:t‘lcatien and

e

3 allewed by

(6 25 ) is not used the system ‘output may not reach A in whlch ‘case’

the .sett,l;g time @5 calculated from Bg. (6.23) will be,,tee_,.l“‘

wing exetiple demonstrates the use of the above

equations.

Gfiv‘e:i:v The follemng specifications are placed ¢ th.e system
showa in Flg, 6. 1° < .0y K = 2, r =01 second and t;he system
is ﬁo o;perate with am ensemble oi' mputs up to A 2 without going mto
" limit eyele esgillation. F:Lni ‘the garame’cers 2 b 8 of the system.

},;S{trbiong Frcm Eq, (6 27), T < @. 008’42 seconé. am‘i frem Eq., (6, 2#) 5
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Kb = 19. Since f = ( 0’4)(2) 0. 08. Checking the value of‘n

{l>

'b‘y usmg Eq. (6.28), it is foun.d that n = 12.5.  Thus ;*""the aetua;lwsy*s"ée‘m’.
response 'W’ill _ hav‘e ‘n'= 13 which would then make the se’c’éling' time
slightly larger than'tﬁe specified v‘alu’e.‘ If ﬁeees-sary,' ' a*eorréctibi; :
can be made. by selectiu n = 13 btrt keeping the same nT produc‘b thus-,

: = G 0“09 secon& In

the new val'ae t:?}f ’,I' bec@mes T
thls case all the @ther system. fparameters will remain unchanged exeept
that B can now be slightly smallen Fr Eq, (6 25) the new 8 is founa'_
to be & > Oa 0768

» d ‘erder system wi’ch a step
'mpu‘c, shm im, Figo 6,1L wlll now be developed wnder the restriction
,_thau the system cutpnt aoes m‘c overshoot, Sz.m:.lar to what was done
in Sectloa 6,2, at t =0 let e(o+) 8; then, H(m) =D and it will
ecntmue that 'way unt:.l th.e end’ of the samplmg mtervai, n, durmg
mich e(t) < a The outpﬂt xl(t), for 0 £t <nfTis obtained by
considering a pulse of length nT azai amplltude b to exist at the input

t@ the ;plan‘b, Thus,

x. (‘c) = b[ufs) - u(s - nmj_'_g  (6.29)
‘I‘aklng the Laplacse 'brazasfarm ’ H
xj(e) - Blo e e’ (6..308)

Theref@re, , !
| 1.(8) = 6(s) X (S) + 2O« b1 - ¢ Sﬂ) 2 (6.30p)

s 8(s +a) s ST s
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4 xl‘( )

=gt

=% [#(t) - e u(t - n'r)]

(6.31) -
For t 2 uT, Eq. (6.31) yields -

'-’a’c -
,ana;'i;; s‘l;eaé.y statg’ »-t‘_,*-:’
1() = Kb"’f’"'T +.X 1(0) | | (6.33) |

'F@r t = nf, Eq‘. (6 31) yields

o eat ,
xl(t)__, %@, [t B;];+ ea ] + xl(G) (6 3’-!-)

: _Assmﬂe that it is necessary te é.esign the system in such E: way that

»"the eutput xl(t) does not wersh@et its steady sta.te value for an;y

value of A or 'l(@) In this ea.se a ty@lcal system respense will be as
sh@'&m in F;Lg. 6. 5‘0 o oo \

» Examiﬁa,ticn of Fig, 6. 5 reveals t;hat»v

._-5:*_5 = X_:L(;)-_ " , o (6:35)

: Impliea 121 'bhis mequaﬁ.:.ty is the requlrement that x, (t) = 0

t 2 ‘nT.
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a:éé the two extreme conditions which satisfy this assumption. The re-
quirement of Eg. (6 36) arises from the fact that xl(t ) =A-23at
som_e't}ime‘ within 'the inﬁérva.l n- 1 T <t < nT , depeﬁding -b{n the- ‘va_,lue
of A and xl() However, to include all possible values of A and
xl(O) the extreme condition on t is used, i.'e_‘.’ 6 =(n -l)T : ‘(-‘g}e-l;e '
thé.’b A in Fig. 6.5 controls the position of the de‘ad. zone ﬁth reSéect
to the respbnse curve). Solve Eq (6.36) for A; substitute into By,
(6.35); and solve t