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It has long been recognized that widebanding techniques are
particularly suited for the estimation of channel parameters when multi-
,V;@kh,p:ggenﬁsgajproblem. Vplume,IIchonSidgrs the usé,of widebanding
techniques for'thisjpurpose:and considers the thimumggpen.lg9p‘sysnem
to compensate for multipath effects. The results of this study are
related to previous studies in this area.

The principal inﬂestigater'wishes'to‘ackQQqudge,the many
,ffuitfﬁl discussions with the project mopnitor, Mr. R, B. Russell, as
well as his asspciages; Many of the ideas conveyed hgxein;fparticné

larly in Volume III, are outgrowths of these discussions.
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ABSTRACT

Most of the work which has been done with binary communication
systems up until now has assumed operation in a symmetric mode. This
work is concerned with the problem of evaluating various combinations
of modulation and detection in both symmetric and non-symmetric modes
of operation. - |

The most frequently used criterion for describing performance
in a binary system is total probability of error. A discussion of‘this
and other criteria such as realizable rate and minimum energy per bit
factors is given. A new criterion called information efficiency is
defined which is based on realizable information rate 6n a per symbol
basis, The primary advantage of this criterion is tha; it gives a
truer indication eof performance than probabiliﬁy of error in the case
of unsymmetric operation.

Several types of conventional binary systems are analyzed and
compared under the conditions that additive gaussian white noise is ﬁhe
only perturbing inflg,ence° Systems considered include amplitude shift
keying or a carrier on-off type of modulation with linear envelope
detection and with synchronous detection, phase shift keying of a phase
reversal type of’modulaﬁion with both synchronous and phase comparison
detection schemes. Performance curves showing information efficiency
and probability of error as functions of signal-to-noise ratio are given.

A similar type of analysis is given for a group of matched filter
systéms which includes both coherent and non-coherent matched filter

detection of amplitude and frequency shift keyed signals in the face of
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gaussian white nbise and the coherent matched filter detection of phase
shift keye&'sigﬁals, Also included are some results ;oncerning the use
of‘difféfentially coherent detection of phase shift keyed signals.

The response of various systems to variations in decision
thresholds is examined and it is shdén that phase shift keyed systems
aré'suéeri@r in this respect.

The optimum detection of smplitude shift keyed signals reguires
- a variagle threshqld level for different conditioens at the &etectof
input. The case of fixed threshold systems is examined and it is shown
théﬁ a fixed threshold limits the maximum attainable performance of the
system ;nd that there is a distinct trade-eff‘betwéen this maximum
' possible performance at high signal-to-noise ratios and good performance
(i,em, near thimum) at low signal-to~noisé ratios. |

The problem of Rayleigh fading is discussed and indications of
fading on the performance of'the varipus'systems,is given.

- Finally, all of the systems‘discussea are compared on the same

basis by using a time bandwidth preduct whiéh allows thg signal-to-noise
ratios on which the conventional system anaiysis is based 1o be
converted o an energy per symbol to noise gpectral density ratio,

which is the basis for matched filter analysis.
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Chapter I
Introductory Remarks

1.1 Introduction

The purpose of this chapter is to outline the problems considered
and the results obtained in the following seven chapters, and to relate .

them to previous work in the same ares.

1.2 Efficiency in a Communication System

In order to examine the relative merits of different communica-
tion systems, it becomes necessary to form some basis for comparison, |
The criterion by which a system is judged will depend on the: purpose
and manner in which the system is operated. ~ For éxample ;. if one wishes
to compare an analog system using amplitude modulation with oné using
frequency modulation for the transmission of _speéch, the natural
criterion to use is signal-to-noise ratio since this quénti’cy may be |
related to a human being's ability to correctly detect what is being ;
transmitted, With the advent of modern communication theory as postu-
lated by SMonl and others 5 the analog communication system is giving
way to the more efficient digital or pulse code modulation techniques. .
In such systems, analog information is sampled and gquantized, and the
transformed information is transmitted in digital form.  In the work
whieh follows, all information will be reduced to binary form before
_transmi_s‘s’ian and later decoded at the receiver. Thus it is of concern
to describe the performance of thé binary link in this process.

Development of a criterion for such a link is the primary object .

of Chapter II. Several well known eriteria are examined for merit and
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& new one called information efficiency is preéented. Information
efficiency is a guantity which is related to realizable rate on a per
symbol basis and is a measure of howr efficiently éach transmitted symbol
is being used. Information efficiency is shown to be a truer criterion_
of goodness than probability of error in the case of a non-symmetric
system, and is the primary basis on which system pefformance is judged

in later chapters.

1.3 The Types of Modulation Conside_red

In this section the three types of modulated signal which are

considered are defined.

I Amplitude Shift Keying (ASK)

In this type of modulation, a carrier signal is used in an off-
on menner. Thus if & mark is to be transmitted, an rf pulse having a
beud length of T seconds will be transniitted 5 aﬁd if a space is to be
sent, then no signal will be sent fof T seconds v(see Fig. 1.1). For a

signal of this type, the average signal power is one-half the power when

| mark | space | mark |  mark | space |

A TYPICAL ASK SIGNAL

Eigure 1.1



_3_

' 2

a mark is trensmitted and equal to © /4 (mote: this is based on the
assumption that a mark and a space are equally .Pr_ebable). - The normal-
-ized correlation coefficient betwesn a mark and a space (pl.) is zero,

2
_and the ‘average energy. per baud is E= _e_EE .

11 Pusse Shirt Keying (FSK)
For this typs of signal, the informstion comtent of the trans-
mitted waveform lies in the phase. Thus a chain of rf pulses (of baud .'
length T) are transmitted, ‘axiifi each pulse has a phase of either 0% or
- 180°. If the phase is 0°, & space has been transmitted and if it is
1800, then s mark was sent ("se“e Fig. 162)3 ; ‘J‘Z‘he average signal pover is .

& /z and is indepéndent of the probasbility of transmitting ‘either a

I space [ mark l space | . Bpace | mark ]

A TYPICAL PSK SIGNAL

Figure 1.2

el
mark or a space. The average energy per baud is E = ZT Pp = -1.
v,".BIQ’se ‘that this signal is equivalent to an amplitude mo&glated,ﬁsignal

with a suppressed carrier.



III Frequercy Shift Keying (FSK) !

In this case, rf pulses of differing frequeneies are transmitted

_to represent e mark and a space (see Fig. 1.3). . For such ‘a waveform the .

| mark | space | ' mark |  space space |

A 'J.’YPI ‘-'f'

FSK SI&HAL

Finre 1 3

average signal power is ez/z and .the.._e,vei'e energy per. ba,ud, is 9—;2
(‘pOth of these quantities are independent of the probabilities of -
_ transmitting & merk or a space). . The : nomallzedcross f.;@:;errelati@ﬁ
';c_geiffic_ieﬁt between & mark and a_space is a function of the separation
_between the two freguencies used for a mark and a space. Since the |
fre,éuency’ fs‘"epa,itaj;giqns ‘used in”pré,‘ctic_al ESK_‘syatems‘ are large , it is
_reasonable to assume that p,q = 0.2 This assumption. is used in ‘the
work which follews. "

'.“1 l; _The Performance of Binary Symmetriec Systems.
in the" Vaee @f Gaassian White Hoise o

-In chapters III ana Iv several types @f binary cemuniea’cien
. _'S,ystems‘are:f analyzed. .The systems. considered in Chapter III are of the

" more gonventionsl type where the anslysis is based on receiver input

‘signal-to-noise ratios. Included sre an ASK system with linear envelope

/
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detection, an ASK system using synchronous detection, a PSK system
employing synchronous detection, and avESK system using phase comparison
detection. The analysis of thgsefsystems fer’pr@bability ofverrsr,is_
bﬁsed heavily on the vgrk;ef B;ig:’é3 which deseribes the statistical
nature of a sine wave plus geussian noise. Both of the PSK systems
discussed have been snalyzed for meb_;ability éff error by G:a'hn«‘b”s V,’,,,‘rhe
results of Chapter ITI carry the analysis of these systems on to the’
concept of information efficiency.

Chapter IV treats six'matehed filter systems. These systems have
‘been analyzed and campared'en'a‘probabili&y of”errer‘basis by several
people, one of the earliest beingvﬁeiger6jin 1953.  Chapter IV carries
the snalysis of these systems one step further, th#t is; the results are
presented in terms of information efficiency. The analysisvused is also
the basis for further work in Chapters V, VI and VII where various
systems are considered in various non-symmetric modes of operation. The
systems discussed in Chapter IV are: ASK systems using matched filters
with both coherent and non-coherent detection, a PSK system with
coherent matched filter detection (this is the optimum binary system
for a system perturbed by gaussisn noise), a differential phase coherent
system, and FSK systems with both coherent and non-ccherent matched

filter detection.

1.5 Threshold Sensitivity in a Binary System

The results of Chapter V are new, and deseribe the effects of
improper thresheld settings in the decision process of various binary
systems. Although it has been well established that the optimum mode of

operation for a binary system is a symmetric one, the probability of
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buildiﬁg s system and actually operating it in é symmetric fashion is
very small, Thus, due to practical considerabtions, all systems will
actually operate in a non-symmetric manner.

The analysis of Chapter V examines the effects of this dissym-
metry. Threshold sensitivity curves showing the degradation of
performance due to the use of improper threshold levels are shown,

and comparisons are made by means of a threshold sensitivity factor.

1,6 Fixed Threshold Systems and Fading

For many of the systems considered a proper threshold level is
not a function of signal strength, however, in all of the ABK systens
considered this is not the case. Ghapter VI dealé with this class of
systems and their performance in the case of varying signai strength
and fixed threshold. The results show a significant trade-off between
maximum sttainable performance and the quality of low-level performance.

7 The situation described above is apt to arise due te the presence
of fading in the channel., A simple model for Reyleigh fading is assumed
and the performsnce of various systems in the presence of fading is

indicated.

1.7 Cbmparison of Systems and Gon@lﬁsiens

Chapter VII gives a comparison of all of the systems discussed.
Although the various matched filter systems have been compared before
on a prébability of error basis, the results of Chapter VII bring _
together the convenﬁional_systems of Chapter IIT with the matched filter
systems of Chapter IV. This is done by converting the signal-to-noise

ratios of Chapter III to energy-to-noise ratios as used in Chapter IV.
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This is done by means of & time-bandwidth product as described in
Chepter II. The comparisons are based on information efficiency.
In eddition, Chapter VII gives comparisons of fading performsnce
- Finally, Chapter VIII gives some conclusions regarding the work

of Chapters I throug]

VII and suggestions for the continuation of this

regearch.
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Chapter II
Binary Communication Links

2.1 Introduction

In this chapter, a communication system is defined in terms of a
binary channel., While the channel is the heart of the system, it does
not include the coding and decoding processes necessary to convert input
infermation to & binary form at the transmitter and reconvert the binary
information to the desired form at the receiver output. There is a
discussion of several criteria of goodness for binary channels including
probability of error, information efficiency, rate and Sanders 7
B factors or the minimum energy per bit eriterion. A discussion of
time-bandwidth product and its f‘uné‘bion in comparing matched filtér

systems with more conventional types is given.

2.2. The General Binary Channel

In the analysis which follows, the term "channel"” will refer to
an entire binary communicabtion link less the input coding and oubtput
decoding devices (see Fig. 2.1). The binary channel may be subdivided
into a modulator and transmitter, a transmission path wherein gé,ussian '
white noise is added to the transmitted sigrial and fading taekes place
due to multipath conditions, a receiver and demodulator, and a decision
device (see Fig. 2.2).

‘I“he binary channel described above maj' be characterized mathemat-
ically by a flow disgram of the type shown :‘i.n‘Fig. 2.3, where

P( 01:) = the probability of & space beiﬁg sent’

P{ 1,) = the probability of a mark being sent
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Figure 2.2
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P(Ot) P( er)‘- _
input from datput to
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P(lt) , ‘ %)i-v - __P(lr)

FLOW DIAGRAM FOR A
BINARY CHANNEL
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REVERSE FLOW DIAGRAM FOR A
BINARY CHANNEL

Figure 2.4
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P( r) = the probability of a space being received
P( lr) = the probability of & merk being received
no= P( lr‘t) = the probability of a transmitted space being
received as a mark
v = P(0,|1.) = the probebility of a transmitted mark being
received as a space.
The chennel may alse be characterized by the reverse flow diagram shown

in Fig. 2.4, where the transitional probabilities are,

1
y F(Ly)

P(o,f0.) = (2-1)

P(@t]lr) = (2-2)

1

1+ B(T,)

(1, |1) = 1 0w , (2-k)

1+ i%; (T,

Thus a binary communication system may be theught of as a binary
channel whose characteristics (i.e. ‘, the transitional ﬁrebabilitiés) are
determined by the eho_ice of modulation and detectien employed a,né.by the
perturbing influwences which are present. Note that the channel, ,_é,s
defined above, does not imelude any error deteeting and/or eerrecting |

coding or decoding processes.
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2.3 Criteria for the Comparison of Binary Systems

In order to cémpa_rg various 'binary‘{systems , it is first vnecessaf.ry ‘_
to detemine a qriterien of g@,o_gss, upon whic;p tq base v-tl;e ,eomﬁé:ison._
There are severalz ’possible choices ané_noone of if_,hem is ideal for all
. purposes, What fpllows is a discussion of 'fourbcl,rviteria,for bir‘iiary
channels, giving Eath the advantages a,:;d disadvantages of each &%‘iterion,

and their relation to each other.

I Probability of Error.

. Probability of error is the simplest and most freguently %J.sed
" eriterion to describe a binary channel. ;The total probability of error
is

P, = P(O)R(1 [0,) + P(1 )P0 JL). o o ' (2-5)

A symmetric system is defined as one in which ‘the transiti@hal.
‘probebilities of error are equal. Since |
P(@t) +;P(1t) =;;’ K | ‘ (2-6)_
it follows that .

=0 l1) = B o). (=D

| Althaugh P, ‘r;eipresentsi.haw ‘often a mistake” may be ,expe'cted‘;eﬁ the
_ _avei’age, it does notb give a.n indication af“ the actual infér’:’natioﬁ rate
which can be reslized in terms of error-free information transferred
from transmitter 'ihput; ‘to‘ rec;ei{rer‘ eaf&pxiv'b.l"b Such an mﬁica’ci@n may be
obtained by comput.ing the iﬁf@i@ati@n lés‘s;in, the 'cha.meiﬁ, or »the_ eéuivéf.
cation,apa.subtragtiﬁg.1t ff@n the input infarmaéieﬁ rate as diéeﬁssea |
below, Eeither is P_ a direct measure of how ef’fic\:l:eﬁ.t__é. éys‘bém ig in

terms of vini‘ermatiem' transferred ;careé ‘to that possible with an ideal
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system (i.e., one in which no errors occur), since information rates for -
both cases mist Tixst be caloulated using the trensitional probabilities
| of error. - A
Onme the other hand, the transitionsl probab {11%1es of exrer mist
be caleulated regardless of whether P or information rate is desived.
P, is the most easily calculated of all the criteria being considered |

‘end this simplicity is a very desirable characteristic in itself,

II I@matieﬁ. Efficiency

While P_ specifies the average errer rate for a system, it wowld
be desirsble to specify system perfommance in terms of reslizsble Tate.
Since *'i"‘f@mﬁ"-‘?" trepsfer is the fundamental purpose of a communication
system, the rate at ?’hieh this trensfer takes place is the truest
criterion of the system's effectiveness. .Iamaﬁién efficiency is
based on such & quantity.
 The rste (on & per syubol basis) at which informstion cen be

‘trensferred by a digital communicstion system is given by

Rete/symbol = H(x) - H(x|y), e
where H(x) is the'.eﬁ%mpy of , or uncertainty associated with, the
.source feeding the channel and H(x!y) is the equivoeation or the loss
of in‘f@mati@n d"&e te using a chael Where emrs : mcuro

Informstion effiefency (n) is defiied es

= HER) 200, | | (@)

1 is & normalized ra’ce on a per 8?#1591 b'asis.‘ It gives the percentage

 of source informstion (per symbol) which is correctly transferred by o



-1k -

digital ‘eonmunica‘bien link, and thus gives an idea of how efficiently .
‘each transmitted symbol is being used..
For the ‘binary chsnnel described in Section 2.2,
Hx) = - [P(G_b) log‘z P(0,) + P(1,) log, P(1, )] (2-10)
. and ' .
P(l )
Hxly) - 20w 208, (14 2% 5 7—7)

+plog l ﬁ(t) :l

. ( ) (2-11)
: P(O .
+ P(1 )[(l-v) log2 (1 + .i.&; ﬁ__).

1oy 7O
+Vlogz l-!-»v ﬁ—T :l

As may easily be s’éen ; the 'je,,_'wxpref]s"s"ien_ for information efficiency in the’
. general case is rather m:wielé.y to hanéle. 3 If the "simylifyint assump-

 tdon that P(O ) = P(1, ) = 1/3 is made, then H(x) end. E(xly) redu@e %o

S =1. . : (z-12)

g(xly)_ ,.. 1/2 [(l-p.) log, <l ‘f TT-LJ >

4 (l-»v) log, <1 + T.E; )

+ v log, <l + %E ] .

- (2f13)

A model of information efficlency in suth e channel is shown in Fig. 2.5. .



* INFORMATION EFFICIENCY IN A BINARY CHANNEL ~

FIGURE 2.5 -
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For the remainder of the work which follows, this assumption of symmetry
gt the input will be used.
8till further simplification results if the chanmnel is

constrained to be symmetric. Under these circumstances,

H(x) = 1, : (2-1k)
and

Hx|y) = - [Pe log, P, + (1-P,) log, (1-Pe)], (2-15)

Thus in the symmetric case, the information efficiency of a system is
related to Pé in a straightforward manner. |

There are two principal advantages in using information effi-
‘ciency as a criterion of performence for binary ghannels. The first has
already been stated and is, that systeﬁ effectiveness is measured in
terms of infdrmation rate instead ofberror rate.

The second advantage becemes evideﬂtiwhen a system is operating
in a non-symmetric mede. Two systems'can operate with two different
sets of transitional probabilities of error such that Pe is thevsame in
both cases, but the?iﬁformaﬁion efficiencies for the two cases may be
quite different. For example, suppose that P(1_l0,) = 0.05, |
P(@rllt) = 0.35 and é(ot) = 0.50, P_ = 0.20 and 1 = 32.38htv\Anether
system operating iﬁ:the symmetric mode with P; = P(orllt) = P(lrlot).=
0.20 would have 7 =>27;807, Therefore, although Pe would indicate that
the systems are eqﬁivalenﬁ, there is mere than a 16 per cent difference
in their capabilities in terms of the maximum rate that can be realized
with each system. Since rate is the ultimate goal of a communication
system, n is a superior criterion of performsnce for the non-symmetric

4

channel.
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A significant result here is that if P, is held-constant in a
binary channel, the maximum information efficiency, aﬁdbhénce the
maximum rate, is realized aﬁ the peiﬁt of greatest dissymmetry. This
may be easgily seen in Fig. 2.5. If Pe_ié conétrained'to be a constant,
then all possiblé operating points for the channel lie on & line perpen-
dicular to the line p = v, From the concave shape of the surface, iﬁ»
can be seen that the points of meximum information efficiency fall -
where p= O or v= 0, ° , o

For the above reasons, it is felt that in general, n is a ?etter
index of perfofmané;.than Pe,' The concept of information effiéiency may
be applied to all digitel systems and is not restricted to the binary‘
case. Since it is easy to relate P_ and n for the'symmeﬁrievease, the -
‘system performance curves of Chapters III, IV and VII show both q and P,
for the equivalent symmetrical system. \ v

It.shoul@_be'notedvhere-that,in order to»realize»the rates:
diseussedfabove, it would be necegsary to employ sn opbimum coding
_scheme¢8 _Since,the.prdb}em of optimum codes has not in géneral,been
solved, ﬁhe analysis which follows will not include coding and decoding

operations (see Fig. 2.1).

IIT —Bate

Wﬁile'information efficieney is actually a normalized rate, iﬁ is
rate on a per symbol rather than a time baéis, To obtain the infa:ma-
tion ratef(B):on a time basis, the s&mbalvrate}mjmast be intio@mce&

where m is the number of symbols transmitted per second. Thus

¢ om L . e
R=m l@@vbits/sec@nd, (2 16)
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“(note: in all of the work which follows, it will be assameé.thaﬁ_iﬁfér-'
ﬁation rates will be measured 'in bits). | |

: ;Althoﬁgh,. 11;_ would be ._qmi_te 'v desirable to 'as_e,.infoxv'@atiion rate’
_"_‘(bits /sec) in comparing various systems, there are several drawbacks.
In the first place syml rate m is directly proparbianal to. bandwiﬂth
.end as will be shown later in this chapter, .b;a;j@dyid‘,;h{ comparisons are.

Another factor is that meximum rates do not necessarily ceincide

with minimm probsbility of error. In fact, if Tate in bits/sec is
_p}eﬁ?é&ga&Ea fnﬁnti@ﬁ_§f~bandniﬁ;h{w £er'aa,ASKisyétempempl@yiﬁg,
‘s‘fyﬁehrdndas detéctian » the. cm'v*a shown ':ln Fig.’ 2.6 isf@btained. , ﬂaximum :
vra.te oceurs as W appreachas infinity where the probability ef ‘error is
in the neighborhood of 0.5.

bii;s 4

R -
sec

1.15

s
!
ol

7

W-cps

RATE AS A FB'NCTI'N @F BANDWIDTH FOR AN ASK SYSTEM

Figure 2‘6 ,

- Anobher consideration 'he‘re*‘is ‘that of intersymbol influe‘rice aﬁdi

‘multipath, th of these fact@rs place upper limits on system sym‘bol

rates . 9 1‘
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Thus there are several practical reasons for not asingﬁinforma-
tion rate (bits/sec) for a eriterion even though it is the principal

‘objective sought in & communication system.,. .

IV B Factors

The last eriterion to be examined is the so-called B factor as
define& by Saruie\rs..'7 Thé.purpose]of a B factor is to give the reguired -
- energy per bit that a given system requires for a given noise level and.

is a function of 5. Thus
i, 5,

=
==

R . m‘q

=

x 100. A (2-17)

It shQuld,be noted that since B is formulated on the basis of rate, the
same restrictiohs apply to its use as noted above in the discussion of .
rate, |

A modified g factor (ﬁ’):may'be,definéd,enJa‘per symbol basis and

thereby remove some of the difficulbies encountered above.

g = —2 x 100 |  (2-18)

Note that in order to determine values of B' for some systems it is
riecessary to define a TW produet for the system; this is;diSqngseé

below.

2.4 TW Product

_Basically there are twe types of binary channels which will be
cpnsidgiéd in the analysis Whi@h“f@iIOWSef Tbe,first}ea&egpry’¢pmprisgs.
the more conventional typevqf‘Systgms,Sughias carrier on-off systems

~which employ synchronous detection or envelope detection and phase .
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reversal ;syjstem,s‘with che'i'eﬁt detection, where the analysis is based on -
the signal-te—noise ratio at the Teceiver input, The secend t;vpe of -
’system analyzed is’ that which. employs ma.tched filters or. eerrela’cien
bechniques in the receiver. In ‘these ,Sya’.&ems 5 perfem&nce ;is‘,,:depenaen’c '
on the input ratio of energy per bamd to the moise spectral demsity. In
“order to drew valid comparisons between these two types of systems, it is
first necessary to be asble %o convert sigral-to-noise ratios imto -
,eﬁ?rgy-;’ﬁs@“-_nqis'es , rat‘ms and vice vérsa-;»_

ai,g_,x;lalﬁto’-noisé: ratio for a receiver input signal perturbed

by ‘additive geussian white noise is

=l

: ZNO R ' S

T

where
8 = the aversge signal power

. E{ the zwise spectral density defined on & double sided basis

W the dwidth of ‘the Anput signsl in gp‘_‘s’.ﬁ
I:f‘ E is the energy con’kained in ‘éach baud and '.E‘ is -bhe ‘duration

,of each baud , then

E/T

-k
QW TW

%

(2-20)

In ér&ér to 'B@mp;é,m; -systems it 1s necessary to define a TW
. product for each type of modulation. It }Sh@szlidﬂﬁe.; noted that for any
waveforn of finite duration, the bandwidth is infinite in an exact
sensé. It theref@rebecemesne@easary %o define an erbitrary bandwidth
. in order o get a finite TW product, e pruc'ks for ASK and PSK

systems ave derived in Appendix I. A T product for FSK systems' s not

defined due to the difficulty of essigning bandwidth t.q an FSK signal.
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Chapter III

The Performance of Conventional Systems

in the Symmetric Mode

3,1 Int:foducticn,

In this chepter an anaslysis is made of ‘l:he: more conventional
types of binary systems when perturbed by gaussian White noise and .
- operating in the symmetric mode. Included are: ASK syétems employing
envelope detection, ASK systems using synchronous d.e.tectien R PSKsystems
with coherent _d,ete.c'b‘ibn gnd PSK ‘systems using phase e‘empai‘is‘oﬁ, dej;;ec;
tion. FSK systems employing frequency diseriminators are discussed but .
not analyzed for reasons given later. All of these systems. are : analyz_'ed
on a signal-to-noise ratio basis and the results include plots of n and .

Pe’ as functions of signal-to-noise ratioe.

3.;.2[ ASK VSys{;ems’

Analyzed here are two systems .employi,ng ‘amplitude »shiffc;l;eyi;ng‘;’ or

a cagrrier on-off type of deulation as deseribed in Chapter I.

I Linear Envelope Detection with Threshold Decision

This is the simplest to instmmentatepf all the various binary
systems cénsidered, This system consists of a receiver front end snd IF
‘ stage which feeds into a linear envelope detector. The oubput of the
detector is applied "'{';9 g decision deviee Which_ samples the output and
renders a decision on the basis of the voltage at the time of sampling.
-A bloek diagram of this sys-hém is shown in Fig. 3.1.

In analyzing this system and the others which follow, only the

detection and decision processes will be considered. Although the
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receiver will necessarily have a front end and IF stage which are noisy
and therefore degrade the system's performance, this same situation will
occur in all of the systems analyzed and therefore is of no consequence
in comparing systems.

If the input to the linear envelope detector, x(t), is compesed
of an ASK signal as described in Chapter I plus gaussian white noisé,
then the output of the detector, y(t),.may be described by one of the

probability density functions3 given below,

yZ
. B KNOW
p(y(0) = z% e ;o y>0 (3-1)
o
F(YIO) = 0, y<0
and _{hf_ . _i.J
NW NW :
o S
p(yll) = 55 ¢ ° 1 (Z8), y>o0 (3-2)
(= o
p(y[1) = o, y <0.

Where, »
8= Thé average signal power at the detector input. (Note tﬁéﬁ
since it has been assumed that a mark and a space are
equally probable, S is equal to half of thé signal power
at the detector input when a mark is being transmitted.)
NO = The spectral density of the gaussian white noise at the
detector input defined on a double sided basis,

W = the bandwidth of the signal at the detector input.

The input signsl-to-noise ratio is

O o)
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A sketch of these density functions is shown in Fig. 3.2,'p(y|0)
is the Rayleigh density function and p(y|l) is a modified Rayleigh

density function.

A p(y|0)
p(y|1)

OUTPUT DENSITY FUNCTIONS FOR ENVELOPE DETECTOR

Figare 3.2

The purpose of the decision device shown in Fig. 3.1 is to
announce whether & mark or a space has been received on the basis of a
present voltage level y = & (see Fig. 3.2). If the decision level (8)

is known, the transitional probabilities of error may be computed and

are
o)
R0 1) = [pvlvey (3-4)
0 .
R(1,l0,) = [slylo)ay. | (3-5)

3]
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For the system to operate in the éymmetrié mode, the transitional

probabilities of error must be equal and,

B 5} ® . ] ' , o
2, = [sylvay = [a(vloay. B O ¥

& '

This equation may be reduced by a substitution of variables to

7, - [« o |fige] o= e

where

A= 82/4 NW. o ‘ © (3-Ta)

Te‘comjﬁfé Pé,nthe integral eqaati@n‘(3-7) mast fifst be solved for A,
‘given the iﬁpnt signal-to-noise ratio, and thanvPe computed.

1 It is significant to note that in ordgr,to éétermine Pe for the
symmetrié system, it is anly neceésary to know the signal-to-neise ratio
(see Eq. 3-7). If, however, the actual decision level (8) for symmetric
operafion at a given signal-to-noise levél is desired, it is necessary
to know the getual noise power as well‘as the signal-to-noise ratio (see
Eq. 3-Ta). That is A is a function of signal-te-noise ratio only
whereas 6.13 a function of both A and the noise power (EHéW),

The gbove results illustrate two important sharactgristics}égmmen
to all ASK systems, The first is that the optimum decision level is
éepénaent‘enbthe signal—to-néiserratié and need net always be the same
as will be the case in some systems which are discussed later. ihe

second is that not only the signal-to-noise ratié but the actual values
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of the signal and noise powers must be known to determine this optimum
level.
The integral equation 3-7 can mot be evaluated in closed form.

It may, however, be converted to a double sumation as shown below

~ (note: it was assumed here that N W = 1), )
oo (o]
LI i & (3-9)
=T [y [, mi(men)!d =0
n=1 m=0
aﬁjd: '
P o=t i | (3-9)

e

A second approsch is to solve the intaéréi equation 3-T ﬁsihg numerical
tecigués' and a &igital e’ser‘*.. The later solution was used here
and P_ and n '»:exje computed as functions of input signal-to-noise ratio.
‘Thege results are shown in Fig. 3.3. Discussion of results will be held
'té i’a.zmi‘nimum in this chapter since all the results are compared and

commented on in Chspter VII.

iT Synchronous Detection with Tbre,sheld Decision
~In this case, the output of the IF stage ‘and a coherent reference
‘signal are applied to a multiplier as shown in Fig. 3.h4. The product is

then put through a low-pass filter fpme-'ssed by the decision device.

#It should be noted here that most of the computations in this and
following chspters have been carried out using a digital eomputer. An
approximation for the errer function was obtained from Hastingsll and
the integrations were performed by means of Simpson's rule. The zero®R
- order Bessel function with imeginary argument was approximated by a-
truncated series for arguments less than 10 and by the following approx
imation for arguments greater than 10, - v
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If the amplitude of the input signal is e when a mark is trans-
mitted , then the input to the low-pass filter looks like e ces2wct which
has a d-c component of ©/2 = 4/8.

The output of the filter is gaussian and may be described by one

of the following density functions,

-(y-/B)? |
p(y|1) = ,ﬂ',:} ¢ Nl (3-10)
3
- N W
p(y|0) = € , (3-11)

1.
,/ﬁNOW
depending on whether a mark or & space has been transmitted. A sketeh

of these density functions is shown in Fig. 3.5. As in the case of the

plylo)
p(l’ll)

A

p(yl1)

|

!

|

|

5 g v
OUTPUT DENSITY FUNCTIONS FOR A SYNCHRONOUS DETECTOR

Figure 3.5
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linear envelope detector, the decision is based on a preset voltage

level (8). The transitional probabilities of error are,

5]
70, l1,) = [e(vlnay (3-12)
P(1[0) = f »(y|0)ay. (3-13)

&

For operation in the symmetric mode, O = ‘/g/z and Pe reduces to

P, = 1/2 [1'- erf»( /1% >} . | (3-14)

v This system displays tl}e two characteristies of ASK systems
previously mentioned. Although Pe is d.épendent on signal-to-noise ratio
for optimum (i.e., symmetric) operation, the actual signal power mst be
| known in order to set the proper decision level.
Pe’ and 7 as functions of signal-to-noise ratio for thié systenm
are shown in Fig. 3.3. It can be seen that synchronous detection is
always better than envelope debection, but the d.ifference becomes negli-

gible ss signal-to-noise ratio increases.

3.3 PSK Systems

In this section, two systems employing PSK or phase reversal

modulation as described in Chapter I are analyzed.

I _Synchronous ,Detection and. Thresho_ld. Deeision

In this system the phase of the incoming signal is compared with
that of a coherent reference signal by means of a phase detector. A
voltage which is proportional to the phase difference be_t.ween the two

signals is then fed to a decision device (see Fig. 3.6).
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If the input to the phase detector is a PSK signal, as ;déscribed
in Chapter I, plus gaussian white noise, then the phé,se ..»at-the output of -
the detector. ‘(<I>)- may be described by ’integrating ‘the joint »proba,bili‘by
density funetien for envelope and phase of a sine vaire ‘plus gaussian

noise to obtain the following probability density function,

== -cos D€ ZN W sos? QQ (J_ cos & >:I (3-15)':
p(@[‘l_‘),‘ - "z!;? e,- ﬁ%ﬁ [1 : \/E;% ‘eos & e GGSZQ (\/- cos ¢ >] (3-16)

‘where -

.8
”p(éla)»=t§;:éf'aﬂéw |

. X .2/ | S ’ '
O L e

,and.

Eﬁ?_ﬁ = the signal-to-noise ratio at the detector .output.
ABgh ' ,

- A sketch of “these density functions is shown in Fig. 3}.7“
The decision in this case is baS’ed ‘on whethér ¢ lies in the space -
out or mark eut regions which are d.etemined by the values of 6 a.nd a
(see Fig. 3.7).
The transitional probabilities of error are
5, |

R0l = f p(eln)ee - (3-18)
-3 ' . _

- B X ' : '
P(1 lo,) = f p(efo)ar + f p(elo)ae. | (3-19)

- . 5+
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Figure 3.7

For operation in the symmetric mode, 8_ = -"/2 and &, = "/2.

fI‘his is a result of the fact that
p(®]1) = p(®+x]0). ~ (3-20)

The density function shown in Fig. 3.7 will change with signal-to-noise
ratio but Eq. 3-20 will always hold and therefore the optimum values for
8, and 5. will not vary with signal strength, noise power or signal-to-
noise ratio. -This is in sharp contrast to the case in an ASK system.
The relation shown in Eq. 3-20 also means that one need only know one
density function in order to determine system performance (see Eq. 3-21

below).
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The probability of error in the symmetric case then reduces to

| iy o
P = fp(@ll)dd) - (3-21)
_n/z ‘
n 2 |
P o=1- fp(@‘())d@, o - (3-22)
- 1/2 o

which reduces to

P, = 1/2[1 - erf \%, >] . ‘ (3-23)

Pe and 7 é,s functions of signal-to-noise ratie for this system
are shown in Fig. 3.3. It can be seen from the eurves »of Fig. 3.3 that
this system is 3db better than an ASK system employing synchronous
detection. "I‘his is true for all éignal-t@-n@ise ratios and may be veri-

fied by comparing Eq. 3-14 and Eq. 3-23.

I Phase Comparison and Threshold Deecision v q

In this system, the output of the IF stage is split and one part {\W '
" applied to a delay line having a delay egual to one b:\ud length. The
other part of the IF output (91) is applied to a phase detector which
uses the output of the delay line (62) as a reference (see Fig. 3.8).
The eutrut af the phase' déte"c'-:tor‘ is processed by the deéisién device
which determines whether or not aL phase refrersal has taken place.
If the input to the system is the same as for thé- case just
treated above ,.then the probability density function for ¢ may be

obtained by convolving p(2|0) (Eq. 3-15) with itself.
k1 o

2(®) = [ sloloyp(est|o)ar.
AN
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A_ closed form solutieri for the above is not available; howeve‘r, C. R.
‘Cahns has numerically evaluated the density funetion of @& and its
miated distribution funetion for signal—to-noi:se ratios of from -10db
to +19 db.

The analysis here is similar to that used in the previous case
and -only one density funetion is needed. The decision levels for the

system to be symmetric are ¥ Ir/2 , and the probability of error is,

‘ _ Tl
P =1- fpa(Q)d@.

X /2‘
Cahnh has worked out this case and Pe reduces to

.8
2NV

| P o=1/2¢

As in the case of coherent deteetion, the optimum decision levels
are independent. of signal power and signal-to-noise ratioc.

P, and‘ 7 as functionsi of signal-to-noise ratio for this system
are shown in Fig. 3.3. The performance of this system is very close to
that of a PSK systém with synchronous deﬁeetion for high signal-to-noise.
ratios; however, at signal-to-noise ratios below 2db, the performance of
this 'system falls below that of an ASK synchronous detection scheme.

For very small signal-to-noise rafias, it ié similar to envelope detec-
tion in performance. This system has the substantial advantage of not

requiring a reference signal at the receiver,

3,k FSK Systems
At the present time there is no ansalysis for a frequency diseri-

minator which is suitable for a wide range of input signal-to-noise
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ratios. There is an analysis for the high signal—te-—nbise ratio case',
but this is rather restric’sive. The principal probiem lies in specify;
ing probability der;sity functions at the output of a non-linear device
With a gaussisn input. For this reason, the performance of systemé
employing frequency discriminators is not included here. This comment

also applies to the detection of PSK signals by related methods.

1z
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Chapter IV

- The Performance of Matched Filter Systems

" in the Symmetric Mode

L,1 Introduction

In this chspter an analysis is made of verious binary systems
employing mé.tchéd filters o (or the equivalent cross-correlation tech-
nigues) in their detection processes, and opera.tiﬁg in the face 63
.gauss'ian'vhite noise. The snalysis is restricted at present to
eperation in the symmetriec mode. The systems discussed are as follows:
ASK systems with matched filter coherent and non-coherent detection,
PSK systems with mé,tched filter coherent detection, a differentiallf
-coherent detection scheme, and FSK systems with matched filter coherent
and non-coherent detection. Becamse of the nature of & matched filter
system » the anslysis which felllows is done on an input energy per ‘ba,ud
to noise spectral density vra;’sio, basis rather thanv the éignal-to-noise
ratio used in Chapter III. In Chapter VII a comparison between all
systems will be maé.e by using a TW preduct to convert signal-to-noise
ratie to energy—te-isé ratio é,s discussed in section 2.h4. »Result{s
include plots of 7 and P_ as functions of E/l\Ta and,..plots- of B* as a

f‘ane_ti@n of Pe .

L.2 ASK Systems

In this section two ASK systems using matched filters im their
detec;ﬁien processes are analyzed. primery difference between the
" two is in how the output of the matched filter is treated., In the

coherent case, the oubtput is sampled at precisely the correct time
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(i.e., the time when the output signal is a maximum). In the non-
coherent case the optimum received results in using a linear enyelope
detector before sampliﬁg takes place.13 The ASK modulation is as

; described in Chapter I.

I Coherent Detection

In this system, the receiver frént end and IF stage feeds into a
matched filter as shown in Fig. L4.1l. The output of the matched filter
is then sampled at a time when the signal-to-noise ratio should be
maximum and a decision rendered on the basis of y's(t)°

The signal-to—noisé ratio at the sampler‘outpuﬁ is gé if a mark

1z where E' is the energy per baud when a mark is

has been transﬁitted,
sent and is twice the average energy per baud (E) since the probability
of transmitting a mark is the same as for a space. If a mark is sent in
the absence of any noise, then the output of the,sample; is 2E. The
variance at the filter output is N E regardless of whether a mark or a

space was transmitted. Since the filter is_linear, the density

functions describing yg(t) are gaussian. They are

: 2
»(ylo) = w]%eE ¢ oF | v (k-1)
L (bz-BEzz \/
plyl1) = "z_ﬁ‘;?oi‘" ZNoE (4-2)

A sketch of these density funetions is shown in Fig. L.2. The
decision device renders its decision on the basis of a preset voltage

level 8. The transitional probabilities of error are
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Ro.l1,) = [prlnay | (4-3)
#(1lo,) = [ pvlo)ay. (h-k)
o]
4 p(y|o)
| »(y[1)

p(y|0)

Y.

ZE ¥

OUTPUT DENSITY FUNCTIONS FOR AN ASK
COHERENT MATCHED FILTER SYSTEM

Figure Lk.2

For optimum operation the system will be constrained to be symmetrical

‘and B = BE. This follows from the fact that
p(y[1) = p(y-2E[0). | | ~ (k-5)
Thus, Pe reduces to

P_=1/2 [1 - erf (j‘o >:] S (4-6)
L

v



f -2 -

Tt should be noted that the two chavacteristic traits of an ASK.
'system, discussed in Chapter III, are again present. That is, ealcula-
‘ ting the optimum performance ‘of the system depends only on E/I\Tc,, bt}t in
_order to set a proper threshold level, the ‘signal strength nrust be |

ienown. |

Curves of 7 and P_ are shown for this system in Fig. 4.3 and a |

plet of B* versus P_ is given in Fig. b, A full diecussion of the
results ebtained in this chapter will be given in Chapter VII.
It 'sheuld,be noted here that for a ecoherent matched filter system -

operating in the symmetric mode, the probability of error i_s]fB

= 1/2 [l - erf (’/ﬁ—- (1-p,5) ):I | (4-7)

where
= the normalized correlation coefficient between the

P12
transmitted signals used for a mark and a space.
‘This general result may be applied here where Py = 0,to gef Eq. k-6 s
as well as in two of the cases which fellow,. However, since ‘the results
obtained here will be used later in the analysis of these same systems
operating in a nen-symmetrie mvodev,‘ a specific derivation will be given

for each of these systems as well. -

‘II Non-C@herent htection

Fer this system, suffic:Lent phase infomation is not available
vand the optimum system results in a matched filter followed by a linearAv

envelope detector (see Fig. 4.5).

The signal-to-noise ratio at the matched filter output is sgain

2E

T The output of the linear envelope detector may then be deseribed
o : o o _
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by the two density functions given below,

2
_1__5"1%55

p(ylo) = o, <0
| yé_ _E > |
p(y|1) = 55 ¢ <N°E Yo /1, < i > y 20 (4-9)
o o 7’
o(y|1) = o, v < 0.

These are similar to those obtained in Chapter II (see Fig. 3.2). If
the decision device operates on the basis of a threshold (8), then the

conditional probabilities of error are,

B
o i) = [prlay (4-10)
5 |
P(1.lo.) = f p(y|o)ay. | (4-11)
5 |

For operation in the symmetric mode,

5 [ 2+1+E2] © z
"IN E y . INE ' :
f,z—NYEe o IO<N—L;)>dy= fﬁ"zofe o® ay. - (4-12)
0 S

By substituting varisbles and integrating the right hslf of the above

equation,

A _[X . _Pz.] .
| N /_* E -A |
Pe = f € o .IO <2 ﬁ; X > x = € ', ()'l"13)
0 ) |
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where )
52

A= W - (4-132)
As in the case of a linear envelope detector alone, Pe muét be deter-
mined by first solving Eq. h-l3'for X and then computing Pe' As in all
ASKfsystems it is nécessary to know both the signal and the noise as
well as their ratio in order to operate the receiver in an optimum
fashion. The performance of this system is shown in Fig. 4.3 and 4.4
where 7 and P_ versus E/N, and B' versus P, ere given. From Fig. k.3
it can be seen that the performance of this system is very close to that

of the coherent system above for high values of E/No but falls off

rapidly as /N, decreases.

4,3 PSK Systems

Here, PSK coherent matched filter detection is analyzed. The PSK
waveform is as described in Chepter I and the normalized correlation
between a mark and a space is -1. This is of speéial interest since
this represents the best possible binary system with respéct to proba-
bility of error,l3 The non-coherent detection of PSK signals is not
analyzed since the envelopes of the mark and space waveforms at the out-
put of the matched filter are indistinguishable from one another and
hence this system will not work. This fact also follows from the fact
that a linear envelope detector destroys the phase of the signal wherein
its information content lies. Resulis for a differentially coherent

detection scheme are also given.
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v I Coherent Detection

' The block diagram of the coherent PSK receiver is identical to
that éf the coherent ASK receiver shown in Fig. L.1. In this case the
energy per baud is the same regardleés of whether a mark or a space hsas
been sent and is equal to the average energy per baud. The signal-to-
noise ratio at the filtervontput is E/Nb and the output is gaussian
gsince the filter isvlinear. The output mey be described by the two

following density functions,

1 - 2EQE¢Z ) (ll--lll-)

( O) = = - €
(vl iz
Byl = —E=e oL (1)

A sketch of these two density functions is shown in Fig. 4.6. The

transitional probabilities of error are,

5 .
P(0_|1,) = f p(y|1)ay | | (4-16)
P(1.[0,) = f p(ylo)ay . | (4-17)

- B

By reasons of symmetry, the optimum value of & is zero and Pe reduces to

P =1/2 [1 - erf(\/%—ﬁ_:ﬂ . » : (4-18)
g%

Note that this result may also be obtained from Eq. 4-7 when Pip = -1

as is»the case heré.
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A p(yl0)
p(y|1)

OUTPUT DENSITY FUNCTIONS FOR A PSK
' MATCHED FILTER SYSTEM

Figure 4.6

Again, as was the case for conventional PSK s&stems, the om&imum
decision level is not é funetion of signal or noisé-strength.‘ The
performance curves for this system are shown 1n_Fig; 4.3 and k. h. The
ﬁerfofmanee of this system is better than that of any other. Comparison
of Eq. 4-18 and 4-6 show that this_syStem‘is always 3db better than an

ASK system using a coberent matched filter.

IT Differentially Goheren$ Betecti0n

In this system, the reference signal at the‘receiver‘isrprovided.
by the previous baud by means of a delay. line. The setup is similar to

that used for phase comparison detection (see Fig. 3.8)‘exeept that the



- 50 -

two signals .arev_multipiie'el and inteérated as in a correlation receiver

(see Fig.. ’4,_"_?). The probability of error for this system in a symmetrie

input

. DPecislon
signal

Device

> X | Integrator >

Belay
T sec

PSK DIFFERENTTALLY GOEEREI’E DETECTION -

Figure k7

~mode has been derived by Lawto‘nm .and is

_Em. o |
P =1/2€" Mo | S (4-19)

This type of operation has been equiwialently realized in the kineplex

15

system ~ and as may be seen from Fig. 4.3 the operation of this system

‘ Vgp'pmaches., that of the ideal system for high values of E/Na;

,h.h; ﬁsx Systeﬁs.

| | In this secti@n two FSK matcheé, filter systems will be ‘enalyzed, -
They are the coherent. case where the preper sampling times are known and
the non-coherent case where ,envelepe 'dete,ct;l.en is used, . In both 'cg.;se;s ’
the FSK waveform is as ‘described in Chapter A:I."_

I_Coherent Detection

Since ’chere are two distinct wavefcmns which are not correlated '

(1. e. 5 912 = 0) it 1s necessary to use a bank of two matched fllters in



parallel (see Fig. 4.8). The filter dutputs are sempled at times of
maximum.expécted signal-to-noise ratio at their outﬁuts. Thé sampled .
outputs are then subtracted and fed to a decision device. The decision
is rendered on the basis of a preset threshold d.

'The signal-to-noise ratio at each matched filter output (after
proper sampling) is either E/N, or 0 depending whether a mark or a
space,vas'transmitteda Since the filters are linear and the input is

‘gaussian, the output may be‘described by the density functions below,

- (y1-E)? v
R L - )
: -1 v
p(yIIO) =\/*2Wlofﬁfe 2NoE (,)4-—21)‘
y 2
o= e -
. @E |
B(7,11) = ¢§;ﬁ;ﬁ'€ | o (k-21)
| LCR:) L
. 1 2N
»(y,10) = JE?E;E € . (4-23)

Since y, and y_ are gaussian and uncorrelsted (see Appendix II) they are
independent and therefore Yy = Yo=Yy ié a géassian random variable.

The density functiens_f&r‘yd‘axe,

(y4+B)2
T THGE :
I | y
v?(yde) = h@KeE'e v o ()
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(yd'E)E
| T THNGE
L, / (4-25)

These closely resemble in shape the output density functions for the

coherent PSK receiver shown in Fig. b.6.

The transitional probabilities of error are,

3
P(0,]1,) = f p(y,l1)dyy - (4-26)
| | ° Vs
p(1,00,) = [ alyylo)ay, - o (hea)

5

The optimum decision level is O sinee the two density'functions
are symmetric gbout the origin° For this case P reduces to
. E . ‘WE"""’_’
VA Jwa] *tfﬁ/""
anf (1)
Note thatvagain this same result follows from Eq. 4-7.
Performance curves for this system are shown in Fig. 4.3 and b.b.
Note that the results here are identical to those:for an ASK system

using coherent matched filter detection (plo = 0).

IT Non-Coherent Detection
In this case, the samplers at the matched filter outputs are

 replaced by linear envelope detectors (see Fig. 4.9). The detector
outputs may be described by the following demsity functiens.3

y12+E2

vy, - ¥
oy, f1) = gme D 1 [Nﬂ (4-29)
O ) .
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2
g - ! ,
1 T ENE : _
p(y,[0) = WE ¢ o S | (4-30)
2
;2o
oy, 1) =g e 2o | (k-31)
o .
y P4E? |
p_(_yOIO) = ﬁ e Fo I, [Eﬂ . ' | (L4-32)

Since y, and y/ are independent, their joint density functions
1 o : ?

v 2+y12+E2
Jo1  ~ > oNB RAT ’
oy . |
oy v 1) = 2k e & 1 [—] (4-33)
170 & NOZEB of N,
v, Pay, PaE? .
v () el ,
O k .
o(y. iy |0) = Sk ¢ T\ EGE 1[—-—], (h-34)
1Ye NOZEZ . 3] No |

A sketch of these is shown in Fig. 4.10. The transitional probabilities

of error are.

palop) = [ oty v, lo)aray, (-35)
merk -
®o,l1) = [ e margm . o (k36)

space
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If & = O, then

o« o

,. Vs T T, %],
P, = ff I:I_Z-E—ée o Ie‘[N—':l dyodyl | (4-37)

P A i 4 B o -
- f . T IO[N_'—E] a5, | (4-38)
s | |

6

which reduces to”,

P o=1/2¢ Eﬁr‘,; . | . (4-39)

Pérf@rmé,nee-_curves for this system ave shown in Fig. bl&.3 and b.b. The |
performence of this system falls 3db below the ',differ‘en'bia‘l]_.y ._cohere.nt'
PSK sys’ﬁe‘m__(f;see Eq. 4-19 and k-39). At high Efw,, mis;sysfcem'
approaches the -coherent ASK and FSK 'ma:behéd, ‘f_il'lﬁei‘ systems in

performance.
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Chapter V
,

The Effects of ’.'vapréper ’T]ﬁitesheld 'S,_e"l:-.'bings, ‘

5,1 . Introé_;ﬁctien

In this chapter,. the systems analyzed in Chapter ITI and IVa.re
"eﬁ:amin‘ed for sensitivity to threshold v;axigti@ns,  These systems v;qurat,e;
in en optimm manner only when a proper .aéeis’i@n level or threshold is
used, . What follows is an analysis ef what happens _whe‘ri non-optimum
thresholds occur. The sensitivity to. thre__sholé, is shown by méan_é, of -
~plots of M/Mopy 88 & function of 8. A threshold semsitivity factor o

is ’defir;'ed: and the different. systems are compared.

5.8 A Threshold Sensitivity Factor -

| In ‘Ordjej}r to show the effect of improper threshold f»seﬁtﬂimg‘s} _"ibn a-
binary communication system, the vini‘ema;ﬁ;idn. efficiency for the system
with various decisien levels is compared with the information efficiency
when the optimum threshold is -tr;séd. The re_sultsv,;are_ -plots of 'q/'q op'l:.
versus ®'as shown in Fig. 5.1 through 5.8. From these plots sn idea of -
a giw}en system's vsjgﬂsit_iirity to thre}shq]‘.d‘ variation may be’ ebtained.f
_However, it would be desirable to compare the sensitivities of various
systems The range of 8 1s not the same for all systems, and even the
units '_'éf 5 may differ (e.g.; volts for an ASK system with synchronous -
é.et.e.’ction‘ and radia,ns _‘for a PSK system with,.synehronpus'j detection).
_ Therefore, different sensitivity curves can not be simply ‘superimposed
, én_, one another. One solution is to define a sensitivity faetor 'whicﬁ

describes the sharpness, or lack thereof, of the pesks on the f/nopy
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curves in a manner similar to the way Q describes ‘the sensgitivity of an
RIC cireuit.

A factor which does this is &, vhich is defined as follows,
e = -g— | ‘ (S'l)
8

where

distance between the points on the threshold sensitivity

Q
]

curve where Ti/nopt = 0.95.
~ 85 = the separation between detector outputs (or conversely
decision device inputé) fcir a mark and space if no
noise is present. |
‘Thusa is like 1/Q for an RLC circuit in that the broader the pesk, the 3
higher o will be and the less sensitive the system is to threshold
variatioﬁq |
- In order to mske comparisomns meaningful, identical input condi-
tions are assumed for each class of system. Although there are many
posseible vchqi»ces , the assumptions made for COnvént.;onal systems analyze_d
on a signal-to-noise ratio are that the input noise _pcwef is two watbs
on a. one ohm bs‘.s'i_s' (i.e., N W = 1)* and that the input energy-to-noise
bré.t'io is 10db. These aé’sumptions will be used in the remainder Qf this

chapter.

% _ ' : _
Although these assumptions are somewhat large for practical systems,
the relative merits of each system should not change with the use of
smaller values for Np and NOW.,
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5.3 . ASK Systems

This category consists of the four ASK systems analyzed in
sections 3.2 and )+2 They are analyzed with regard to threshoid

‘sensitivity as follows.

I ‘l Lin;gar Enye_lop'e. De‘gec.tion

For this system, theg_‘trans,itionalvp:rebabilitie_s of error as givenv

in Chapter III and modified by the assumptions stated in section 5.2 are,

=
]

P(lrle‘t) = f % ‘e- <% >d.y . | (5-2)

<
0

- 2(0,.|1,) =f Ze N o .‘Ié.(y \/2_-5>dy . (5-3)
The right part of the first equatien can be integrated and p reduces to
-
wee T o (5-4)
The opbimum value of & eccuré when the transitional probabilities of
error are equsl and is 5.01. If & is varied from 3.5 %o 7.0, the
threshold _sensiftivit;y curve shown in_Fig; 5.1 is obtained.
. If a space is transmitted and no noise is present, the detector
. output will be O. If a mark is transmitted nhde'r the same circumstances,
_the detector output will be 8.87T (vno,t’e.: for an ASK system S is the
average power at the detector input 'and'one-haflf‘ of the_,]inpu"o _power when
_& mark is transmitted). Therefore 8, = 8f87 , and from Fig. 5.1,
¢ = 2.15 so that a = 0,243 for 'this system at the specified operating

~ point.
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Another method of'eira;luating threshold sensitivity of a system
vhich should be mentioned is the derivative of n with respect to 8. For
the general binary channel,

: -dp 1-p-v : : ,
- <a%> 082 <l ¥ a(Tey) > - (5-5)
| + )6 1+ 1-p-v -
ad €2 A v(Tp-v) /°

For an ASK system with envelope detection as discussed above, this

= L

becomes o
, _ ¥ ' | ke
e o ¥ o, (28, () ()] 00
where 2
e}
(£ ew)
f L e (Q,;— t I, <y dy
©= —F - - (5-7)
l-¢ T ' |
52
@ . e__—.E- » »
) 5 . ( v + 20 | ;
1 -f % %_ >Io <y\/§(_)—> ay . : (5-8)
5 _

As may easily be seen, the above result is rather unwieldy, and since
the integrations must be done numerieally in either case, it is just as
simple to calculate a threshold sensitiviﬁy curve and evaluate @ which

gives a better picture of the situation regarding threshold sensitivity.
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In this ecase the transitional probabilities of error under the

conditions imposed in sectioﬁ 5.2 are from Chapter III,

o

1 -y2
u=-\]?— f € dy
8 .
3 2
R
Ja
-00

These may also be given in terms

= 1/2 [L-erf(8)],

"

w=1/2 [l+ere(-3)],

<
]

1/2 [1-erf(|26-8)],

v = 1/2 [l+erf(8-(20)],

"

The

of the error function
0<d¥d< =
-2 < 3<0
-°°<5sf2_o

/0 <8< e,

and are v

(5-9)

(5-10)

(5-11)
(5-12)
(5-13)

(5-1k)

threshold sensitivity curve for this case is shown in Fig.

5.2. The optimum value of 8 is 5, 0 = 1.32, 55 = 20 and @ = 0.295

for the specified operating point.

IIT Matched Filter Coherent Detection

Here the analysis resembles that for synchronous detection. . The

transitional probabilities of error at the assumed operating point are

from section 4.2,

il

€ dy

L r . (-20)2
A —— U/\e' L ¢) dy
-l

3]
0)%3

(5-15)

(5-16)
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which reduce to

w=1/2 [L-ers( 6/@)],\ <8<w (5-17)
\ = 12 [Leert(-O4i0)], -m<B<O . (5-18)
v=1/2 [1fe1f(-5/\/1l_f))],,-@% 5<20 - (5-19)
v = 1/2 [1+erf(3/Vk0 -/10)], 20 <8< . - (5-20)

The threshold sensitivity curve for this system is shown in

Fig., 5.3. The optimum value of ® is 10, ¢ = 4.6, 8, = 20 and @ = 0.230.

IVV Matched Filter Non-Coherent Detection

The analysis in this case is very similar to that of the straight
envelope detector abeve. The transitional probebilities of error for
such a system at the eperating point speeified in section 5.2 are (see

Chapter IV),

iy (), . %
Bo= fgi m dy=e EE (5‘21)
g . .
2
r (kew)
y - &=+ 10
v = f%—é € 40 Io('y’)dy . ' (5-22)
0

The threshold sensitivity curve for this case is shown in Fig.

5.4. The optimum velue of & is 12,03, ¢ = 3.4, 8, = 20 and & = 0.170.
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5.4 PSK Systems

Considered here are the three PSK systems discussed in Chepters

I1I and TV.

-1 BSynchronous Detection

The transitienal probilities of error for this case are given

by Eq. 3-17 and 3-18, and are specified in terms of p(¢|1l) and p(¢]0).

Since p(®]0) = p(®+x|1), the transitional probsbilities can both be

specified in terms of p(2]0) as follows below. .

B= P-(lr‘t.) =1 - 2(o_[o,)

5, |
=1- | ple|o)as
e

and
%

v.=,P.('ll)= | p(e]|1)ae
/e

by letting & = x - ©

‘ n-8;
T v= -'f' p(x-0|1)ae
x=-8_

- but

p(x-6]|1) = p(x+0]1) = p(0]0)

(5-23)

(5-24)

(5-25)

(5-26)

(5-27)

since the density function is an even function of 0, and v reduces to

7-8_
v= f p(e]o)ae .

- 5+

(5-28)
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If the assumption that &, = -3 = O is made, then

p:l—Zf- p(a]oyae | o (5-29)
5 | | o
3 - |
v=2 f p(2[o)ae . . (5-30)
v-0

Using the above assumption and those of section 5.2, the transi-

‘tional probabilities of error become,

: .
5 =10 2 | |
w=1- EEE—- + /%g e'lO\/pcos ® elo cos @ ¢ (/20 cos ©)as (5-31)
0 | |

-10 P X % |
va B, \F,_E_ ¢ [[cos 0 € %G (/36 cos ) . (5-32)
x5

A threshold sensitivity curve for this case is shown in Fig. 5.5,

aopt = 1/2, 0 = 1.92, 5 = = and @ = 0.612.

IT Phase Comparison Detection

The situation with a phase comparison detector is similar to the
synchronous case discussed above. Accordingly the transitional proba-

bilities of error are

. |
w=1-2 [ pyo)0 | o (5-39)
0 . .
) | |
v=z [py(00 . . (5-34)

7=-3
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As above it is assumed that O, = -8_ = 5. The density funetion pa(¢)

must be obtained by convelving p(tDl 0) with itself, which has been done
by Cahn.”’ Using Cshn's results and numerically integrating, the
threshold sensitivity curve shown in Fig. 5.6 is obtained. The optimum

threshold occurs when 8 = #/2, g = 1.48, ‘65 = %, and & = 9.h72.

ITT Matched Filter Coherent Detection

This case is similar to fhe ASK systems using synchronous
detection or coherent matehed filter technigues. The transitional

probebilities of error at the specified operating point are from

Chapter IV,
o +lo)
‘/-2;—“ 5f ¢ ay (5-35)
8 _(_z:_l_oﬁ
ﬁ%{ [ ¢ ay (5-36)
which reduce to
b= 1/2 [eers(3/ {20 + [5)], 0<o<n (5-37)
é= 1/2 [L+erz({5 - 8/}30)]1, © < 8<10 | (5-38)
v = 1/2 [1-erf(|5 - 5/,0)1, 10 < 5‘~'<l°é (5-39)
v = 1/2 [1+erf(8//20 + /5)1, © < 8 < 10. (5-40)

The threshold sensitivity curve is plotted for ® varying from -10 to +10

in Fig. 5.7. The optimum threshold is zero, g = 6.k, 88 =

= 0.320.

20, and
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5.5 FSK Systems

Analyzed here are the two matched filter systems discussed in

section 4.3,

I MF Coherent Detection

Here again the detector outputs are gaussian, and from Eq;_h—26 '

and 4-27,
(yd+lo)2
1 v
Bo= '-—O'— € dyd
T
]
’ 2
V= L fe ' ° dyd
V 4Oz <

for the specified operating point, These reduce to,

u=1/2 [1-erf(3/2/10 + 2.5)], 10<8<o
n=1/2 [1+erf(z.5-5/2Vl_0)]} © < 8 < 10
v = 1/2 [1-erf(%/2/10 -2.5)], 10<8<w®
v = 1/2 [l+erf(2.5-5/2/10)], ©< <10 ,

A threshold sensitivity curve is shown in Fig. 5.8. ©

5, = 20, and & = 0.240.

II MF Non—Coherent,DetectiOn'

In this case, the transitlonal probabilities of error from

Chapter IV and lettlng E= 10 and.No = 1 are
(yb 7y +100)

Yy, - ,
TN 20
f f 100 © To(y1)8y,3y)

mark

 (5-41)

(5-42)

(5-43)
(5-k4)
(5-45)
(5-46)

4.8,

(5-47)
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2,2, '
_ e (y‘3 Yy +100)
N 0’1l 20 - ' (e
L ve= f f 0 € 000 I (y)dy dyy - (5-48)

In order *bo rela'l:e the a,bove ‘equations to a decision level or threshold

the mark and - space regions must be. dei’ined s which is done in Fig. 5.9.

v I3 =9 * 5

! _ | Yo |
MARK AND SPACE REGIONS FOR AN FSK SYSTEM

Figure 59 ,

Unfortunately 5 the integration of Eq. 5-&7‘ and 5-—&8 ‘does not i'educe’ to.

single lntegrals in'a simple fa.sh:.on except for the syxmnetric case where
5= 0. Thus in order to compute a threshold semsitivity curve, it would
be necessary +o compute pv and v v‘ﬁumeric;ally, which'ha’g not been done in

this case., -

5 6 A _C.omparison. of Systems

| Table 5;1 shows 88 , o and o for gll of the v;conventi‘ona,l systems
analyzed above., From_this_— table it can be seen that a PSK ‘system
employing synchronous detection has by far the highest value of & am’éng
a1l systems considered. From Fig. 3.3 it can be seen that for a signal-

to-noise ratio of 10db, the information efficiency for this system
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‘ASKkLinear Envelope Detection 8.87 | 2.15 | 0.242

ASK-Synchronous Detection 547 | 1.32 | 0.295
":?SK-Synchfqneus Detection 3.1 [ 1,92 | 0.612

| PSKJPhase,éemparison Detection ‘3;lh 1.48 | 0.&72_~

A GOMPARISON OF THRESHOLD SENSITIVITY
IN CONVENTIONAL SYSTEMS

‘Table 5.1

,approaches 100 per cent. The probability density functions which.
describe the detector output are g function of signal-to-noise ratio
and for S/N = l@ib@most of the area under them is concentrated about -

0 and tx (see Fig. 5.10).

IP(GAIO)
p(e|1)

JT DENSITY FUNCTIONS FOR A PSK SYSTEM

Figure 5.10

® Y
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_ Thus rather sgubstantial Variaﬁiensv .in' 8 can be ”_’c_eler'_a'be‘deithout
appreciably affecting the values of p and v, and hence 7. Ifa lover |
signal-to-noise ratio is ‘chosen, the ,_de‘ﬁsity functiens aremere 1like
those indicated in Fig.: 3.7,, and _va:qi,affbions‘ in 8 are more influential
_on the fvé,lﬁe‘s,[@f_f;z‘,. v end n,  This is shown in Fig. 5.11, where
threshold semsitivity curves f?r o PSK synchronous detection system are |
shown for "s;i;#ée-mi‘s?e ‘_;ra;tic?;s of. dband 1b.,. _ The segond curve is.
‘the same curve as Fig. 5. 5. Fi- ) this figure it can be seen that the
thresheld sensitivity fac’cer f@r smh 8 system is enhanced by @eratiu .
it at & ,higher sial-tc‘-noise ra‘bm (e.g. 5 a - @ = 0. 612 at S/N 10db
versus o = 0.207 at s/m ea‘b) Note that in this system, as, .~.:_:n:
' regarﬂ.less ‘of S/N , and therefore a changes only with . This is not
thg.;case- with most -other v_'s‘yst_.emg Whefr.e B is a function of tsigt;al
strength as b’éjiscuss'ed ,:be,lcw'.»u' o - |

The system ‘having 'bb.e next best threshold sensitivity is a. Pst

system using phase cemparison d,etection. Although the perfomance ‘of

‘_jthis system is not q;aite as g@cﬂ as tt of the synehren@us deteatienf
“scheme discussed above, it does have the rather: Su'b’stt.i:al' adventage
_of mot requiring s coherent referenc;e ‘signal at the :recéivér,. 'A‘s = in
fl;l}ll.:ev..jeja,s_‘,‘ef_la,vef', &5 s =T ‘and. is indepeen‘b of the input sial a.nd
:noise[_szﬁoné.ﬁitipns. Thus for the sanie’ ressons stated ab@ve, 'bhis system’ s'
':'. pexformance “in the face of. th;:_ej_s,_l_ll,d ,-V,ari;atipns will be ‘better as the |
input signal-to-nolse ratio is increased. |
The next best system is ASK-synchronous detection which has an.

‘@ of ahut one-half that of the PSK-synchronous detection scheme

@iscussed sbove, - It is interesting to coimpare the threshold semsitiyity
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of this system with different i’nput conditions. Fig. 5.12 shows
'bhreshqld".'s_ensiﬁivi;by_ curves for this system with an ir;put'_ndoisé power
of 2 watts in both cases and input signal powers of 2 and 20 watts (on
& 1 ohm basis) respectively. In this case, B, changes with input Sl
" power and :aec,rea;ses", as the ‘iﬁput signalhte;néise‘f ratio increases, and.
the system becomes more :s‘en,s_,itijre %o threshold variations, i

‘The most sensitive, and hence the Lesist desirable, systemf(ih_
terms of threshold variations) is an A_SK,—-lineaQr' envelope detection
scheme., |

The matched filter system's results are shown in Table 5.2.. The '

systew | % | 4 a

ASK-MF-Coherent Detection | 20,00 | k.60 | 0.230

ASK-MF-Non-Coherent Detection | 20,00 3.h0 0.170

 PSK-MF-Coherent Detection 20.00 | 6.40 | 0.320

- FSK-MF-Coherent Detection 20.00 .80 0.240

/
/
A COMPARISON OF THRESHOLD SENSITIVITY '

- IN MATCHED FILTER SYSTEMS

. Table 5.2 .

best system in terms of threshold semsitivity is the PSK-MF coherent
detection scheme, As in _thé case of ASK synchronous detection discussed
‘above, B _ is.a function of the input cbﬁaition‘s - This will be ti'ue ; in
fact, for all of the matched filter systems considered., The. ASK-MF
coherent detection gscheme and the FSK-MF céherent det:ectien.s_chgme ‘a,re
almost ident.ica;l in’ performance, and agein the poorest scheme involves

linear envelope detection (i.e., ASK-Nen-Coherent Detection).

-
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Chapter VI

The Effects of Sigral Power Variation

and its Relation to Fading

6.1 Introduction

In this chaétezr , the effects of varying signal strength while.
maintaining a fixed thresheld level arve examiméti, This is especially
interesting in the case of ASK gystems, since opbtimum thresholds are é._
fonetion of mg@a‘l strength, The resulis of this analysis end those of
Chapters IIT and IV are theﬁ applied to the case of Raleigh Fading“
Fading performance is indicated by curves showing the minimum informs-
tion efficlency which msy be ee:m@@tgci for a s@@@iﬁ@a perecentage of the
opevating time. The sensitivity of a given system to fading is alse

exemined and a f’adimg' performemece factor ls discussed.

6.2 The ASK System with a Fixed Threshold

Since the &e@iﬁién threshold in an ASK system iz a function of
both inpub signal snd noise power, a detector with a fixed threshold
will be optimum &t only one point, while all of the PSK and FBK systems
that have been analyzed have thresholds which are in&eﬁendent of input
signal and noise @maﬁiti@nsf FPor this resson it is intersesting to
examine the clags of ASK systems with fixed thresholds. What f@llwsl’ is
an analysis of sub-opbimum operaticn of the four ASK detectors that were
discussed in Chapters III and IV. In order %o reduce the number of
variables, it has been assumed thatb N@W = 1 and hence, S/N = 8/2 -fér the
conventional systems and that N@ = 1 for the msbched filter systems.

Although these values are not typleal of those encountered in physical
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systems, the relative merits of the various systems will remain the seme

for other system parameters.

I _Synchronous Detection

- In the case where synchronous detection is ﬁsed, the transitional
_ probabilities of error (if KQW = 1) are from Chapter III,

1 co -yz _ | 6 .
= ﬁ" €’ dy , (6-1)
) . )

ve _;; ' -[y-JZ(S/N)] ’ - (6-2)
In order for the system to operate in an optimum manner; the deeision
level must be set at &= {8/2. If the input signal-to-noise ratio is
0db, then 8

opt

= 0.707. If the input signal-to-noise ratio is now
varied from ~20db to +20db with the threshold fixed , then the informa-

tion efficiency varies as is shown in Fig, 6.1. It can be seen that th;
maximum informetieon efficiency which may be obtained under these circum-
stances is about 68 per cent. The reason for t;his is thab once the
value of & and NOW are fixed, the probability of a tré,nsr&itted space
being received as s mark 'beéomes a constant regardless of the input
signal-to-noise ratio. From Fig. 2.5 it can be seen that if p is held
constent, the maximum obtainable informastion efficieney occurs when

v = 0.or 1 and may be considerably less than 100 per cent. This is in
distinct comtrast to the behavior of the symmetrie systems of Chapters
III and IV where there is no limit (under 100 pér cent) to the attain-
able information efficiency , given a sufficiently high signal-to-noise

ratio.
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| Th,,i:s., seme system has ’béeﬁ analyze&-withﬂ’v_che threshold set for
optimum operation et -10db and +10db and the Tesults are shown in Fig.
6.1. From this figure it can be seen that for a fixed threshold, the
higher the signal-to-noise ratio for which 3 yielbétsr optinmin-éﬁe‘i’é_.fion ,
‘the ‘highér the informstion efficiency, which can be obtained from the.
| ‘system, will become. At ‘the seame time ;- the performence below optimum
gignal-to-noise ratio becomes ‘poerér; ‘ F@jr example, if the ,tﬁhresh@ié :is :
set for optimm operation st S/N'= 10db (i.e., 8= 5), then an informa-
- tion efficiency of sbout 99.5 per cent can beﬁ,obta’.inee‘i for sign;al—'ho’-
noise ratios greater than er equal to +12db, but: the performance of the -
fixed threshold system is about 12db belew that ‘of an optimzm system at _
7 =1 per cent, If on the:. other hand the system is set for optimum
operatlon at 8 /N 0db, then an mfematien efficiency of only a,bmrh
68 per cent can be obtained, but the fixed threshold system performance;
»is‘*enly‘abcut 1db 'Bel-ow that of" an“*opti’mum systenm at q'z 1 par:*centr
If 5 is optimum for 8/N = -10db, the maximom information efficieney
enly approaches hz per . cent but the system perfomance :Ls vir'bually +the
‘same ‘as that. Qf'the,@pbimum system below -10db.. '

. From the above it is 'c:klea.rtt"-if ‘an.ASK,";‘S}’nchroﬂqﬁs «é.et_fec:bior-’.is‘_
to be ;.c_‘:straineé. to. fixeﬁ:thréshol&;‘fop”erati@a', chooging the most suit-
“able value for d involves a distinct trade-off between meximam
.attainable information efficiency at high si-te-n@ise ra.tios anét
non-optimum performance at lower signal~te-neise ratios. - That is, if a

- fized threshold detector is to beif_‘uséé.»;;ov,‘er ‘s, wide rénge of signal

d

strengths ;; one must choose between g’f’perfermanée. at high sig _’

noise ratios with its correspondingly poor performance st low signal
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levels , and the opposite case where low levél'perfozmancé ‘is nearly .
‘optimm but high level performance is severely limited.

II 'Lmear Envele “t’e"‘cti@n

ﬂehapterx;mx;
T

For optimum operation of this system at -10db, 0db, and +10db, the
~ values of ® are 1.2L, L.hh, and 2.68. For eachef thege ‘values of 8,

7 s & Punction of signal-to-noise is plotted in Fig. 6.2. The

general pattern of operation is ‘the- same ‘a8 for the ‘synehronous detector

and the same comments as above apply.

fonal" stféba!b;ﬁlitie‘s;‘:off? error for this

- (6-5)

ye= e 2 ay . o (6-6)
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The optimum values of 8 for E/N, = -10db, 0db, and +10db are 0.05, 0.5,
and 5 respectively. 7 as & function of E/N, is plotted for each of
‘these values in Fig, 6.3. Again the general pattern @f,;'t?pﬁrﬁﬁti 18

similar ‘te the Pirst ‘case above:

IV Matched Filter Non-Coherent Detection

In this‘case p and v are from Chapter IV,

2 _
o= @’5 /.2 . . (6"’7)

5 2 _

ro- ( 12_ + B > ' )

V= fy-‘f@ | Iy fEE)dy . | (6-8)
0 |

The values for:&c:»pt ,

2.32, and 5.00. The performance curves for these values are ghown in

at B/N o = ~10db, 0db, and +10db are 1.75,

Fig. 6.4. The comments of case T above again apply.

6.

o Fadin

In the previous section, seversl ASK systems with fixed threshold
-and variable input signal strengths are analyzed. - The question vhich -
‘naturally folleows is why examine such a case 11:1 the first place, -The
‘primsry resson is the problem of fading. - Due to the effects of multi-
path, the ‘signal gtrength at the receiver will be a random variable -
‘which essentially fades with time. A great deal of work has been done

in this areaz’ 1

3 and it is not intended here to analyze the causes of
fading. Instead, a relatively simple fading model will be assmnéd and
performaﬁce the various systems, which have alréady been considered,

will be exemined in the light of this fading model.
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~ The fading model which will be used here is that receiver input
signal strength is & random varisble, characterized by a Rayleigh
probability density function.z o
The lappro'ach to fading which is used bela& consists of plotting
the miniﬁﬁm infergaatien efficiency which can be expected from a system
where fading is pfeseﬁt versus the percentage of the time for which this
minimum value holds, given the average signal strength. Normalized
‘plets of r‘min/n are also computed and show a system's sensitivity to
| fading. _
| If the average signal power at the receiver input is S, then

X = ,/5 is the signsl strength which is Rayleigh distributed and,

|
[Z)

_'p(X3=f§-e B, x>0 - (69)

[35)

p(x) = 0 o, x<0
‘where
62 = variance of X.

Transforming Eq. 6-9 by letting S = 2 ,

1 /o :
p(8) = 5 e’S/S , '8>0 : (6-10)
P(S) = 0 ’ 5<0 )

where

S = the average signal power over a long period‘of time . ¥

*Note that S is average signal power but may be computed by simply aver-
aging the signal power when a mark is transmitted with the signal power
when a space is transmitted. S is the average of S where variations in
8 oeccur duwe to the presence of fading in the chamnel, and is an average

teken over & period of time greatly exceeding two baud lengths.
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Thus if signel strength is considered to be Rayleigh distributed, then
the gverage signa}. power is exponentially distributed as shown by
. qu 6"1@0 . .
The percentage of the time (X) when S exceeds a given value 4 is

given by

e

X = f‘_p(S)é‘S ‘ ' - | | (6-11)
Y

which reduces to
X= e"g/g . , | (6-12)

Thus for a given value of § and S, a minimum value of information effi-
ciency (ﬂmin) can be determined since in all of the cases Whicia ha.ve
been discussed 1 is a monotonically increasing function of signal-to- -
noise ratie. Therefore plots of Tpin 28 & function of X can be made.
In order teo reduce the number éf varisbles present, snd mske comparisons
on a common basis, it has been assmd‘ that NOW = 1 and that §/2 = +10db.
Fig. 6.5 shows plots of Nnsn 88 & function of X for the systems ‘
discussed in Chapter III. Fig. 6.6 shows n . /7 as a function of X for
these same systems. Fig. 6.7 and 6.8 show fading performance curves for
& Pixed threshold ASK system with syﬁchronous detection, and linear
envelope detection respectively.

In the case of matched filter systems, signal strength is pr.-
tional to VE and a similsr enalysis can be carried out. It is assumed
here thet N = 1 and that E = +10db. Fig. 6.9 and 6.10 show féding

performance curves and fad:mg sensitivity curves for the systems of
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Chapter IV. Fig. 6.11 and 6.12 show fading perfoi'mance curves for the

two matched filter fixed threshold systems discussed in section 6.2

6.4 A Pading Performance Factor

£

In comparing various systems with respect to their perfoma.nce
in the face of' gaussian white noise and Rayleigh fading, the situation
sometimes is made more difficult by two of the curves créssing. Fbr
example, in Fig. 6.7, fading performance curves for a fixed threshold -
ASK system employing synchronous detection are shown. The curves for a
10db thresheold and a 0db threshold ecross and the questio‘ﬁ a.J‘:'isesv as to
which system is better and by how much. One method of answering this
question is by computing a fading performance factor (A), where A is
the area under a fading i:erformance curve from a suitable value of

X = X' up to X = 100 (see Fig. 6.13).

nmin“

ares = A

NN

o %,

Xt 100

A FADING PERFORMANCE FACTCR

Figure 6.13

‘The reason for selecting X' other than zero is that in many cases, pin

. goes to = as X goes to zero and the ii;telgrafsion becomes difficult.
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For the example above, \X:' = 15 is & suitable value and A = 38.7

for the ideal system, A= 33.9 for an optimum threshold at 10db, |
‘A= 30,1 for an :hm;m-threshald at 0db, and A= 25,3 for an optimum
threshold at -106db. | Thus s figuare of mérit may be placed on va:ious
systens which is useful in comparing va_.risjsyé’dems-.‘, It should be

noted that A will be used for comparative purposes only and the actpal
ma.gniﬁu is of no consequence. In the next chapter, all éf the systems
analyzed sbove are put on a common basis (i.e., E/N o) and fading

performance curves and faetors given.
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Chapter VII
A Comparison of Binary Systems

7.1 Introduction

In this chapter, the results of Chapters III, IV, V and VI are
‘correlated and the various binary systems which have been discussed are .
compared with each other. The performance curves for the. conventional
'sys‘_te'ms:pf‘ Ghapter IIT are converted to an energy-to-noise ratio basgis
by means of a TW product, and compared with the matched filter systems .
of Chapter IV. Finally, a 'c'amparisofn, is made of all systems in the -
‘presence of fading. This is done first with optimum systems end then .
‘the class ‘of fixed threshold ASK systems is compared with other PSK and.

FSK systems.

7.2__A Comperison of Symetric Systems Perturbed by Geussisn White Noise
_In this section, all of the systems analyzed in Chaptei’s,;lll and
IV will e ,eompé.rgd,, In order to make such a comparison it isi’ne'éessaryi .
- to convert the signal-to-noise ratios of Chapter II to eguivalent enmergy-
ﬁ@-ﬁeiz;e* ratios or vice versa. This ean be done'bj using a TW product

as discussed in section 2.4. The relation is given by Eq. 2-20,

_E 1
§° W, oW

(2-20)

=

Since no TW product has been determined for an FSK system, a conversion

of:% 't@_i—?— has been made. The TW product for an ASK snd ‘a PSK system as
o . . .

derived in Appendix I are both the same and equal to two. ' Therefore for

either a PSK or an ASK systenm,
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&l
i
=

=Him
.

(7-1)

Using this result the total probability of error for the various systems

considered becomes:

. ASK-Linear Envelope Detector

] 2N, IBE _ M
'Pe" ‘/we Io <:ﬁ; x‘> dx = €
0

,ASKFSynchronous Detection

o e ()

PSK-Synchronous Detection -

oo o ()

PSK~-Phase. Comparison Detection
- B

P, = 1/2 ¢ T,
ASK~-MF-Coherent Detection

i 1/2 [1-'&1‘1" (JEE >]

ASK-MF-Non-Coherent Detection

)\‘-[X-!-""'E‘J X

N, | z E -\

Pe.= fe °v<Io<ﬁ;X>d.X=€
0

(7-2)

(7-3)

(7-4)

(7-5)

(7-6)

(7-7)



- 105

PSK-MF-Coherent Detection-

P, =1/2 [1.-er:ﬂ~' ( /%)J

- PSK-Differentially Coherent Detection .

2N

Py 1/2 € ~°

_PSKinﬂ?-Geherent Detection

p=afe 1ot ([E)]

FKS-MF-Non-Coherent Detection »

E

P =1/z € O

(7-8)

(7-9)

( 7—1)

(7?11)

A plot of 7 versus 'E/HQ for all of these systems is shown in Fig. T.l.

' There are several -poiﬁts.whiéh should be made here. The first is

that several of the systems eonsidéred' sre equivalent to each other.

Thus a PSK system i«ith synehronocus detection is equivalent to an ASK

matehed Filter system with coherent detection and an FSK matched filter

system uéi coherent detection, The second group of equivalent systems

consists of an FSK matched filter system with non-coherent detection and

a PSK system using phase comparison detection.

Another fact which should be noted is that regardless of the

energy-to-noise ratio there are fixed differences between some of the

systems or groups of systems. For example, a PSK matched filter system'

with coherent detection (the ideal binary system) is always 3db better

than the next group of systems which includes PSK synchronous detection
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and matched filter coherent detection of both an ASK and FSK signal. An
ASK system with synchronous detection is another 3db worse, or 6db below
the performance. of an ideal system. A PSK differehtially coherent
detector is always 3db better than the PSK phase comparison, FSK non-
coherent ma#ched filter group. There is also a 3db difference between
an ASK system with a matched filter and linear envelope detector and one
having just a linéar>enye1@@e detector alone. '

-Other items'éf interest include the conyergence of various
systems and/or groups of systems at hlgh energy-te-noise ratios. Thus
the PSK differentially coherent &etection system approaches the ideal
' system at high values of E/Noo The PSK synchrem@u; detectlon, ASK
‘matched filter coherent detection, and the FSK matched filter coherent
detection group, the'ASK metched filter system with non-coherent detee-
tion, and the PSK phase comparison group all have converging performance
curves at high:eneigyata-noise ratios. In a similar manner, the
performance curves far ASK systems empleying synchronoas detection and
- linear envelope deteetion coﬁverge at high energy—to-moise ratios._‘Thus
what is left at high energy-to-noise ratios are three groups of systems
led by the ideal syéfem and followed by a second group 3db down from the
ideal and a third group 6db below the ideal system.

It is interesting to note that the ideal system requires a
-eoherent reference signal at the receiver_whereas the differentially
coherent PSK system does not. Thus for high values of E/Novthe differ-
entially coherent system sppears to effér a substantial adventage OQer
other systems. Of the systems in the second group, ﬁhase comparison

detection is quite attractive for the same reason. However, at low
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values of E/ﬂo all of the non-coherent systems fare considerably worée
than even the poorest of the coherent ‘systemsv.

Fig. 7.2 shows the B' curves for the systems discussed above.
The B' curve for an ASK system employing synchronous detection is almost
exactly the same as that of the ASK-MF-Coherent Detection group and only
one curve is given. As, above, the PSK-MF system has the lowest B' and
“ is therefore the best system. Note that in general, B' decreases as Py
increases up to a P_ of 0.1 to" 0.}}. Thus it would appear that the best
performance oceuz'\s at a Pe in this range; however, as in the case of
rate versus bandwidth (Fig. 2.6) the increased performance requires

sophisticated coding technigues.

7.3 A Comparison of Symmetric Sysﬁems in the Presence of Fé,ding

| In order to compare the fading >perfomance of the symmetric
systems of Chapters III and IV, a set of curves giving Mpin o5 &
function of X has been drawn (see Fig. 7.3) from the common base (/)
efficiency curves shown in Fig. 7.1 (note: = 10db). Table 7.l shows
the value of A for all of the systems shown on the basis of X' = 20, -
With a A of 35.1, the PSK-MF systeﬁi represents the best performance for
the fading model which has been chosen. The next best system is the
- P3K-Differentially Coherént system, The next best systems are the group
which includes ASK and FSK coherent matched filter d.etectionb and PSK
synchronous detection. Following this group is ASK non-coherent matched
filter detectipn and then ASK synchronous detection. The PSK phase
comparison, FSK non-coherent metched filter group has s somewhat lower
and finally, ASK envelope detection represents the worst case. As.

before, the differentially coherent system appeé.rs guite attractive.
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System ‘ - A
ASK-Linesr Envelope Deteetion. _ ' 21.0
ASK-Synchronous Detection 24,8
PsK-Pha‘,‘se" Comparison Detection 24.0
PSK-MF-Non-Coherent Detection 24.0
ASK-MF-Non-Coherent Detection | - 26.3
ASK-MF-Coherent Detection | 29.5
FSK-MF-Coherent tec‘bion » - 29.5
PSK-Synchronous Detection | 29.5
PSK-MF-Coherent Detection 35.1
PSK-Differentially Coherent Detection | 30.6

A COMPARISON- OF ‘SYSTEMS
IN THE PRESENCE OF FADING

Table 7.1
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Chapter VIIT

Conclusions and Suggestions

‘for Farther Resgearch

8.1 Introduction

The purpose of this chgpter is to present some conelusions
regarding the results which have been obtained and to suggest some lines

for the continustion of research.

8.2 Conclusions

In examining the results which have been obtained, it appéars
that the concept Q:t‘ information efficiency has proved to be a satis-
factory one. ‘Aside from having the "gdvantages mentiened. in Chspter II,
it is ‘c;énvenientsince the equivalent Pe for a synmetxl'icr system is easily
plotted on the same graph as 1.

It is felt that the results of Chapter V are of special
importance since they describe ‘the performance c;fsab-ep’cimum systems.
This category includes any physical realizatien of the systems which
have been discussed since the -prebability' of realizing a system with
exactly the proper threéheld is essentially ZeTro.,

The results of analyzing an ASK fixed threshold class of systems
are importent in that they clearly shew“ thet difficulty involved with
using such a system. From the curveisv' ‘ShGW.'ﬁ it is clear that if a high
.level of performance is desired for high signal strengbths then one must
be prepared to sacrifice low signal performance. -

In regard to the results conéeming fading performance, it should

be noted that the character of the fading model is of a fairly simple ‘
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'simpi‘e :natur‘eg. A re-_so‘phisticated model might' include a '.ranciom ‘phése«-
| aspect as well as Ba,yleigh amplitude verigtion. - |
‘l‘he cariss of c@nventional systems- with matehed filter -
sys’sems by the use of a TW- pruet appears te be quite’ satisfactory,
By usiu this procedare, it is. p@ssible %o evaluate all. aystems on a
vcemmon basis, T .
ot all the systems exemined, PSK with ciif:t‘erentially coherent

- detection appears to be one of the most abtractive. - For reasanably high,;
'sal-to-n.ise ratios, this system approaches the performance -of the -
= id;e‘a‘;ln matched filter system vhile at the ‘same time having. _the,.rather?:

- substantial advantage of requiring no coherent reference gignal at the

' rea'eifré'xv'.; A 'frealiza;‘bion of this schemé may be found in the Kineplex-
sysﬁzem,;‘ls |

~

e

aggestions for Further Research .

There are several directions in which the ‘gtudy of binary systems .
‘could continue. The first and one of the most important is in.the area.
_ ofanalyzingsystems in the presence of fading. Turin® has ‘perfornéd
-such an analysis ‘using a fading model which includes a random phase as
well as ‘s Rayleigh smplitude varistion. He has anslyzed an FSK system
‘under these conditions and it woula. be of interest to extend this %o .
. other systems: 7
Another area for study would be the effect of using redundant. .
codes on’ overall performence. In the’ ‘englysis which has been done here,
'_ ‘the use of such ‘codes has not been considered. Still f‘urthersophisti- :
‘cation would be obtained if' the sampling and quentization ‘Progesses as.

‘well as the recovery processes were included.
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- Finally, it would be of interest to investigete the effects of
 perturbing various systeus with celored noise. This problem Was

investigated to some extent and the conclusions ave that in the cage

“of ‘conventionsl systems; it is the vsriance of ‘the noise and not its -

celerwhich is ‘of ‘importance. - However, in the eagé of a matched ‘Iﬁiltez'.- :
‘System, the ideal receiver requires the’ use 'of ‘& prevhitener snd a study
" of ‘the effects of using such a device on oversll performsnce should be -

- of interest.
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APPENDIX I
TW Products for ASK and PSK Signals

The ASK signal described in Chapter I may be characterized by a h
carriér, of frequency a)é which is amplitude modulated by a random coin

flip wave which takes on values of O or 1l with equal Bi‘obability. The

spect;‘gl d.ensity for such a wave is of the form < _s_ij_r%_:_:_, 2 J(see
Fig. I1.1), - o
A Sxx(o.))
-k

8x <-6n <bn -2¢x ' 2z Lbx 6x G ©
i T - ° T ‘

T T T T ' T

SPECTRAL DENSITY OF A RANDOM COIN FLIP WAVE

Figure I.1

The modulation process translates this spectrum about * o, (see
Fig. I.2). Now if the bandwidth of the ASK signal is defined as‘ the
distance between zeros and centeréé. é,bout @, then TW = 2.

The TW product for a PSK signal as described in chaptef T is
also equal tq 2. This fqlléws as a result of the fact that the PSK
signal is also a supbressed:earrierjASK.signal and has essentially |
the same spectrum as discussed above (only the carrier cémponent is

missing).
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APPENDIX II
On the Statistieal Independence of Sample Points..

The outputs of the two matched filters which are part of the FSK

detector shown in Fig. 4.8 may be described by

T ‘
Yo = fy(t) s_(t)dt | | (1I-1)
0 ' ‘ |
T » '
¥y = f ¥(t) 8,(¢)at. A ¢ )
0

where Sl(t) and So(t) are the mark and space waveforms unperturbed by
noise. Both y, and yi will be gaussian (see Eq. 4-20--23) and hence it
1is only necessary to show them to be uncorrelated .in order to establish
-independence. This may be dqne as follows.

Elyy,] = E[ ‘/] y(t)Si('t)Y(T)éo(f)dde] | (1,1-3)

Assume

y(t) = 8,(8) + n(t) - R ¢ - 2

where n(t) iS’gauésian white noise.
E *Jf<sl(t)+n(t)> <Sl('r)+n(1')> Sl(t)so(r)dtdr] (1I-5)

i Eff @‘*‘)SﬂT)So“)*n,(t)%(T>Sl(t)so<f).

i

Elyov; 1.

(11-6)

+n(T)s§(t)so(T)m(t)n(r)sl(t)so(ﬂ) dtdf]
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Now P10 has been assumed to be zero and therefore the first term in
Eq. II-6 drops out. Reversing the order of the\expectation and integra-

tion, Eq. II-6 becomes

AR I ENCIHOINOING}
Bn()55(8)8()] X

+E[n(t)n(T)Sl(t)So(T)]] atdr.

If the noise is assumed to have a mean value of zero, then the first and
second terms of the integrand in Eq. II-T7 drop out since S0 and,sl are
constanﬁs in terms of teking the expectation, The last remaining term

reduces to
E(ygy1) = ﬂ Nos(t-r)sl(t)fso(r)dw (11-8)

-x f 5, (£)55(t)at. (I1-9)

But since p,, = O, E(ybyl) = 0. Thus the conditions of establishing
that the variables are uncorrelated and gaussian have been met and they

are independent.



ERRATA

Contract AF33(616) - 8283 Vol. I TR-EE62-4
Page'
9 ’“coherent reference signal" should read

60

70,72,79

92
112 line 7
112 line 15

"oaussisn white noise"

" 2
f% e—<%>dy , (5-2)
o)

ebeisss of Fig. 5.5, 5.6, 5.11 should reed
"0,%/p,x" instead of "O,=,2x"

X = e%/éﬁ (6-12)

"eonvenientsince" should read
"eonvenient since"

“that difficulty” should read
"the difficulty”
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