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ABSTRACT

Diep, Vinh Quang Ph.D., Purdue University, May 2015. “Transistor-Like” Spin
Nano-Switches: Physics and Applications. Major Professor: Professor Supriyo
Datta.

Progress in the last two decades has effectively integrated spintronics and nano-

magnetics into a single field, creating a new class of spin-based devices that are now

being widely used in magnetic memory devices. However, it is not clear if these

advances could also be used to build logic devices.

The objective of this thesis is three-fold:

The first is to describe a general paradigm for combining Read and Write units

used in memory devices into transistor like nano-switches having input-output isola-

tion and gain. Such switches could be used to build logic circuits without the need

of any external circuits or amplification.

The second is to describe an experimentally benchmarked simulation model for

designing a concrete implementation of a transistor-like switch based on: Giant Spin

Hall Effect(Write), Magnetic Tunnel Junction (Read) and magnetic coupling for iso-

lation. It turns out that the model can also be used to analyze/design stray fields

in perpendicular magnetic tunnel junction (pMTJ), an important problem in scaled

pMTJ devices.

The third is to discuss the novel features and possible new class of circuits of

spin nano-switches. We will first describe a spin switch nano-oscillator based on the

standard principle of incorporating feedback into a device with gain. We then discuss

how spin nano-switches can be used to implement different types of neural networks

such as second generation, third generation and deep belief neural networks.
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1. INTRODUCTION

Complementary metal-oxide semiconductor (CMOS) has been very successful from

scaling of its dimension over the years, resulting in the performance improvement

of the device. However, it has been well accepted that one of the main problems

of CMOS logic devices is the heat dissipated [1, 2]. This has led to an intensive

search for alternative switches that could potentially provide improvement or add new

functionalities to CMOS devices. The industry sponsored Nanoelectronic Research

Initiative (NRI) has pioneered the efforts for realizing a better (logic) switch and

analyzing different beyond-CMOS devices [3].

On the other hand, there has been great progress in the field of spintronic and

nanomagnetic in the past three decades. In particular, there has been great un-

derstanding in Reading information from a magnet and Writing information into a

magnet. The question is: can this understanding be used to build logic devices?

Note that a logic device is different from a memory device in the sense that it could

drive another one and this requires gain, directionality and input-output isolation.

Therefore, the next question is that: how spintronic and nanomagetic based devices

could be integrated into transistor-like switches that can perform logic applications

without the need of any amplification circuits?

To build logic devices based on spins and magnets, we have two broad options:

� design the devices where gain is provided by CMOS or

� design the devices that have gain.

In this thesis, we will discuss the latter option.

For conventional Boolean logic applications, we should mention that spintronic-

based devices basing on established technology, at the moment, are inferior to CMOS

transistors [4–7] in terms of energy and delay. However, this could be changed as new
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materials and phenomena are discovered (see for example [8–13]) to improve Read

and Write mechanisms in magnet-based switches. Until then, in this thesis, we want

to establish that spintronic-based switches could still look attractive because of their

features (non-volatility, reconfigurability and compactness) that could be very useful

in new circuits such as hardware implementation of neural networks.

1.1 This thesis

The outline of the thesis is summarized as in the following:

� In Chapter 2, we argue that key properties of logic devices are input-output

isolation and gain. For that reason, a simple combination of Read and Write

devices will not make a logic switch. We then introduce one way to integrate

(spintronic and nanomagnetic based) Read and Write devices to build the so-

called transistor-like spin switch. This work was published in a book chapter [7].

� In Chapter 3, we focus on magnetic coupling (dipolar and/or exchange in-

teraction) which is a way to achieve input-output isolation in transistor-like

switches. In particular, we describe in detail the modeling/understanding of the

exchange and dipolar coupling between either in-plane or perpendicular mag-

netic anisotropy magnets. The results are benchmarked against experiments

and are in preparation for publication.

� It turns out that dipolar coupling plays an important role in analyzing/de-

signing perpendicular magnetic tunnel junctions (pMTJ) which are important

devices for memory applications. Therefore, in Chapter 4, we describe in de-

tail the modeling of dipolar fields in pMTJ and the results are benchmarked

against micro-magnetic simulations as well as experimental data. The work is

in preparation for publication.

� Since devices with gain and directionality can be used to build oscillators, in

Chapter 5, we describe a spin switch oscillator based on the standard principle of
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incorporating feedback into a device with gain. Unlike the present-day state-of-

the-art spin transfer nano oscillators (STNO) based on the delicate balancing

of magnetic fields and spin currents, this spin switch oscillator (SSO) should

exhibit high tunable output power without the need of external magnetic fields.

On the other hand, the SSO is an initial step towards the implementation

of spiking neurons or the third generation of neural network. This work was

published in a conference [14].

� In Chapter 6, we explore the non-Boolean logic applications of transistor-like

spin switches. In particular, it describes the possibility of hardware implemen-

tation of neural networks using a spin switch as its basic building block (neurons

and synapses). Here, we will show that a single spin switch neuron is capable

of performing summation, multiplication and activation function, which nor-

mally require extra circuitry in other hardware implementations. The weights

of the neurons are conveniently adjusted through analog voltages that can be

stored in a non-volatile manner. Furthermore, the SS neurons can have many

fan-outs (synapses) which enable the realization of the neural networks. The SS

neural network can be constructed with purely passive interconnects without

intervening clocks or amplifiers. This work was published in a journal [15].

� Chapter 7 is a vision for the future work where we discuss the possible extensions

of spin based neural network discussed in Chapter 6. We discuss the implemen-

tation of stochastic neuron, by a single transistor-like spin nano switch, for

possible use in deep belief networks used for data mining and machine learning

applications. To our knowledge, this is the first proposal for a hardware imple-

mentation of such a neuron within a single device. We specifically demonstrate

the operation of a spin based Bayesian neural network designed for inference

problems by using a standard simulation model based on coupled Landau-

Lifshitz-Gilbert (LLG) equations, one for each magnet in the network. This

work is in preparation for publication.
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Overall, in the last three chapters, this thesis tries to establish that a single transistor-

like spin nano-switch could be used to implement different types of neural networks:

second generation (Chapter 6), third generation or spiking neuron (Chapter 5) and

deep belief network (Chapter 7).
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2. “TRANSISTOR-LIKE” SPIN NANO-SWITCHES:

THE PHYSICS

Most of the material in this chapter have been extracted from the fol-

lowing book chapter: ‘What Constitutes a Nanoswitch? A Perspective’,

Supriyo Datta, Vinh Diep and Behtash Behin-Aein. Emerging Nanoelec-

tronic Devices, Editors: An Chen, James Hutchby, Victor Zhirnov and

George Bourianoff, John Wiley & Sons (2015).

Our objective in this chapter is to discuss the possibility of constructing transistor-

like switches based on spintronic and nanomagnetic based devices. To do so, we

first would like to review the complementary metal oxide semiconductor (CMOS)

transistors which are widely used as logic devices and identify key properties allowing

CMOS inverter to perform logic applications without the need of any amplification

circuits, namely: input-output isolation and gain. We then argue that CMOS can

also be viewed as Read and Write processes understood in memory devices.

Next we will discuss how Read (R) and Write (W) units widely used in magnetic

memory devices can be integrated into a single device having input-output isolation.

We will show that a simple combination of MTJ devices could achieve input-output

isolation (for example by using the dipolar coupling between magnets) but it is not

enough because of no gain. The Giant Spin Hall Effect (GSHE) discovered recently

[16] could be used to implement the Write unit and provide gain, leading to the spin

switch devices introduced by Datta et al. [17].

2.1 CMOS in the view of input-output isolation and gain

Fig.2.1(a) shows a schematic structure of a CMOS inverter and its input-output

relation. The inverter is made of two types of transistors: a NMOS and a PMOS
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(a)

(b)

Fig. 2.1. (a) CMOS inverter and its input-output relation. (b) The
input-output relation can be separated into Write and Read processes.
Reprinted by permission from John Wiley and Sons [7], copyright 2015.

which are represented by resistors R1 and R2 respectively. When Vin is high, the

NMOS is ON (R1 is low) and the PMOS is OFF (R2 is high) , which results in a low

output voltage since Vout is now connected to the ground. On the other hand, when

Vin is low, R1 is high, R2 is low and the output voltage will be close to the VDD. The

input-output characteristic of the CMOS inverter is shown in Fig.2.1(a).

Now, we would like to argue that the above operation of a CMOS can also be

broken into two processes: a Write and a Read process indicated in Fig.2.1(b).
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In the Write process, input voltage Vin will determine the state of the inverter by

controlling the resistances R1 and R2 as mentioned above. Instead of working with

R1 and R2, we can then define the state of the inverter as:

S = log
(R2

R1

)
Therefore, we can say that, in the Write process, Vin will set the state S of the

inverter.

In the Read process, the output voltage can be easily obtained when R1 and R2

are known:

Vout = VDD
R1

R1 +R2

Again, instead of working with R1 and R2, we can plot the dependence of output

voltage on the state S as shown in Fig.2.1(b).

Some of the key properties:

� Input-output isolation: the read and write processes do not interfere with each

other. Namely, the state S of CMOS is entirely controlled by the Vin and not

by the VDD. On the other hand, Vout does depend only on VDD.

� Input-output asymmetry or gain = ∆Vout/∆Vin > 1, namely the swing of output

voltage can be greater than the swing of input voltage required to switch the

Fig. 2.2. CMOS inverter in the view of Read and Write units. Reprinted
by permission from John Wiley and Sons [7], copyright 2015.
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inverter. In other words, input Vin is much more efficient in controlling the state

S than the output is. This makes CMOS very different from often discussed

nanoscale devices whose gains are usually � 1.

For the above reasons, CMOS inverter operation can be schematically viewed as read

and write processes shown in Fig.2.2. The input voltage Vin will write the information

onto the state S of the inverter. Depending on the internal state (read process) S, the

supply voltage VDD of the inverter will produce the output voltage Vout. The center

dot of the schematic figure represents the fact that, Write is isolated from the Read

process.

If the CMOS inverter can be viewed as Write and Read processes, then what is the

possibility of designing transistor-like devices based on Read and Write units widely

used in magnetic memory devices such as MTJ?

2.2 Magnetic Tunneling Junction (MTJ) based logic devices

MTJ has been an important and widely used device for Reading and Writing

information in magnetic devices (see for example [18]). So far we have argued that

CMOS inverter can also be viewed as an integrated Read and Write unit. If so, the

immediate question is that: can we build a switch based on MTJ devices having

‘transistor-like’ characteristic? Before answering the question, let us remind how

Read and Write are operated in an MTJ-based device. Fig.2.3 shows the basic Write

and Read operations in a MTJ. For Writing, a charge current Iin passing through the

fixed layer M̂ will result in a spin current acting on the free layer m̂ magnet. If the

spin current is above a critical value, it can switch the free magnet m̂ via the so-called

spin transfer torque mechanism [19–22]. Reading the direction (information) of the

free layer can be achieved via the tunneling magneto-resistance (TMR) effect [23–25]

where the resistance R of the MTJ is determined depending on the relative orientation

between the fixed and the free layers. Likewise, Reading the information in the free

magnet m̂ can be translated into the output current Iout:
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Iout =
V

R +RL

(2.1)

where V is the supply voltage and RL is a fixed load resistance.

A W-R unit with input-output isolation: We can now design a switching

having input-output isolation by simply combining a Read and Write MTJ unit.

Before going to the details, we note that our MTJ is a current switching device and

information is stored in the direction of m̂. Therefore, we would like to design a switch

that takes the input current Iin, determines the state m̂ of the magnet (information)

and produces an output current Iout depending on the state of m̂:

Iin → m̂→ Iout (2.2)

Fig.2.4 shows one example of a conceptual switch based on MTJ devices having

input-output isolation. The switch composes of two isolated MTJ devices serving as

Write and Read units. The free layer magnets (m̂) in each MTJ couple to each other

via magnetic coupling (dipolar or exchange) in such a way that whenever the free

Fig. 2.3. Write and Read operations in a MTJ device. Reprinted by
permission from John Wiley and Sons [7], copyright 2015.
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Fig. 2.4. Magnetic coupling (dashed line) between m̂ and m̂ can be
used to achieve input-output isolation between Write and Read units.
Reprinted by permission from John Wiley and Sons [7], copyright 2015.

magnet in the Write unit is switched, the other one in the Read unit will follow. This

switch satisfies the fact that the Write and Read are electrically isolated, hence the

input-output isolation is achieved.

Will the device show gain? The problem is that, output current of the device

in Fig.2.4 is not enough to drive the next stage. At first, it seems trivial to say

that one can increase the output current simply by increasing the output voltage in

Eq.(2.1). However, if we apply a large voltage to the Read unit, the charge current

at the Read MTJ also gives rise to a large spin current and switches the free magnet

at Read. As a result, the magnet m̂, which is supposed to be controlled entirely by

the input current in the Write unit, now can also be controlled by the Read current.

This violates the input-output isolation criteria hence this is not acceptable for logic

devices.

Therefore, we would like to design a switch so that the state of the device is greatly

controlled by the Writing and not by the Reading process. The spin switch proposed

in 2012 [17] is one example where it showed that Giant Spin Hall Effect (GSHE) [16]
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material could be used to design the Write units so that overall W-R device could

have gain.

2.3 A Write-Read unit with gain

Now we would like to discuss one example of W-R unit shown in Fig.2.5 that

exhibits gain. Unlike the previous structure in Fig.2.4, GSHE material is used to

implement the Write unit. Why does the device shown in Fig.2.5 show gain and allow

the use of relatively low voltage to switch the next unit? To answer this question, we

need to understand why GSHE does offer gain.

In GSHE materials [13, 26] such as Ta, Tungsten, Platinum... an input charge

current Iin flowing in the GSHE will result in a spin current:

~Is = θH
As
A
Iinẑ = βIinẑ (2.3)

where A and As are the areas of charge current and spin current (or areas of magnet

m̂′) respectively. θH is the Hall angle. The above equation can be derived from (see

appendix A.1 for the derivation):

Js = θHJc

(
1− sech(t/λsf )

)
≈ θHJc (2.4)

with the assumption that the spin flip scattering length λsf is much smaller than the

thickness t of the material. The equation implies that a charge current density Jc

will give rise to a spin current density Js in the GSHE material. On top of that, spin

current Is = JsAs can exceed the charge current Ic = JcA if one could design As > A.

Gain of the device: by definition, is related to the fact that the swing of output

current can be greater than the swing of input current. For our device shown in

Fig.2.5, we are going to show that gain of the device is ultimately related to the gain

(β) in the spin current of the GSHE material (Eq.(2.3)). First, the output charge

current is proportional to the applied voltage V as in Eq.(2.1). Second, from Eq.(2.3),

the spin current is Is,out = βIout where the β factor could be designed to be > 1. This
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(a)

(b)

Fig. 2.5. (a) Input-output isolation and gain device: a GSHE for Write and
a MTJ device for Read. The magnets in Write and Read are coupled via
the magnetic coupling (dipolar coupling). (b) Input-output characteristic.
Reprinted by permission from John Wiley and Sons [7], copyright 2015.

natural amplification β factor allows one to use relatively low voltage to switch the

next unit.
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Fig.2.5(b) shows the input-output characteristic of a SS obtained from solving

coupled Landau-Lifshitz-Gilbert (LLG) equations for a system of two dipolar coupled

magnets W/R interacting with spin current. The details of the simulation can be

found in [17]. When the voltage V → 0, the input-output characteristic is symmetric

about the origin but it shifts to the left as V increases. This can be understood by

the fact that voltage V will also result in a spin current Is in the Read unit and this

bias spin current causes the asymmetric input-output. The gain of the device can be

defined as [7]:

Gain ≡ ∆ Iout
∆ Iin

≈ V G/2

1 +RLG

β

2Isc
(2.5)

where G = GAP + GP is the total conductance of the MTJ and Isc is the critical

spin current required to switch the W magnet. As one can see, with a relative small

voltage V , the device still has gain > 1 since the GSHE allows us to have large β.

Concatenability: Although the device in Fig.2.5(a) satisfies the requirements of

input-output isolation and gain, it is not ‘concatenable’. The output current Iout of

the device is always positive for a positive voltage V . However, the input current to

the next unit requires both negative and positive currents shown in Fig.2.5(b). There

are two broad options that one can modify the device to be concatenated:

� modify the Write unit so that it can only take input positive currents to switch

magnet, or

� modify the Read unit so that it produces both positive and negative output

currents.

Fig.2.6(a) shows one possible design proposed in Ref. [17] addressing the concaten-

ability issue based on the latter option. It is called spin switch and it modifies the

Read unit so that the output current Iout can have both positive and negative values.

The Read unit now has two MTJ stacks supplied by two equal but opposite voltages,

and the fixed magnets in the MTJ are arranged in the opposite directions (M̂ and
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(a)

(b) (c)

Fig. 2.6. The Spin Switch, a transistor-like device having input-output
isolation, gain and concatenability. It consists of: GSHE for Write, dual
MTJ for Read and magnetic coupling for input-output isolation. (b) The
symbolic representation of a spin switch and (c) its input-output char-
acteristic. Reprinted with permission from [17]. Copyright 2012, AIP
Publishing LLC.
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Fig. 2.7. Spin switch ring oscillator: a proof of input-output isolation and
gain. Adapted from [17].

−M̂) so that the resistances of two MTJ are not the same for a given direction of the

free magnet m̂. For this setup, the output current can be easily derived as [17]:

Iout =
V GPmz

1 +RLG
(2.6)

where P = ∆G/G is the polarization of the MTJ. Therefore, when mz of the Read

magnet changes its sign, so does the output current.

Ring oscillator: So far, our spin switches are designed to have transistor-like

characteristics such as input-output isolation, gain and concatenability. One way

to test its transistor-like properties is to build ring oscillators without any external

circuits. For example, one can connect three spin switch devices (labeled 1, 2 and 3)

as shown in Fig.2.7 to form the ring oscillator. From the Eq.(2.1), one can see that

the output current of one SS will be proportional to the mR
z at the R unit of that SS.

Therefore, with above threshold voltages V , unit 1 wants mW
z (2) of Write magnet in

unit 2 to be parallel to mR
z (1) of R magnet in the unit 1. Since mW

z (2) = −mR
z (2)

due to the magnetic coupling, the final result is that mR
z (2) wants to be anti-parallel

to mR
z (1) of the unit 1. Similarly, mR

z (3) wants to be anti-parallel to mR
z (2) of the

unit 2 and so on. The net result is that there is no stable configuration in the ring

oscillator and this is confirmed by the simulations shown in Fig.2.7.
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The ring oscillator example concludes that our spin switch devices have transistor

like characteristics such as input-output isolation, gain and concatenability.

2.4 Summary

In this chapter, we have discussed one possibility of constructing transistor-like

switches having input-output isolation and gain based on spintronic and nanomag-

netic based devices. We first review the complementary metal oxide semiconductor

(CMOS) transistors which are widely used as logic devices, and argue that CMOS

can also be viewed as Read and Write processes understood in memory devices. In

addition, the input-output isolation and gain are key points allowing CMOS inverter

to perform logic applications without the need of any amplification circuits.

Next we discuss how Read (TMR effect) unit and Write (spin transfer torque

mechanism) unit widely used in magnetic memory devices (MTJ) can be integrated

into a single device having input-output isolation (for example by using the dipolar

coupling between magnets). However, we argue that a simple combination of R and

W would not provide gain and suggest that Giant Spin Hall Effect (GSHE) could be

one of the solutions for gain.

Finally, we would like to mention that, by no means, the GSHE material and MTJ

device are the only possibilities of integrating Write and Read units into transistor-

like devices having input-output isolation and gain. Examples include all spin logic

[27,28] and m-logic devices [29]. On top of that, new materials and phenomena have

been discovered such as topological insulators [8–10], voltage controlled magnetic

anisotropy [12, 30], multiferroic [31]... which could be used to implement Read and

Write units in the transistor-like spin switch devices.

The matlab codes used to generate the figures can be found at:

https://drive.google.com/open?id=0B9ggzdMPBfz4VDdld0xPc19ldm8&authuser=

0

https://drive.google.com/open?id=0B9ggzdMPBfz4VDdld0xPc19ldm8&authuser=0
https://drive.google.com/open?id=0B9ggzdMPBfz4VDdld0xPc19ldm8&authuser=0
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3. MAGNETIC COUPLING AS A WAY OF

INPUT-OUTPUT ISOLATION

The contents of this chapter would be submitted for review, ‘Stability

conditions for spin current interacting with magnetic coupled magnets’,

V. Diep, F. Rafatul, C. C. Lin, A. Verma, J. Appenzeller , Z. Chen and

S. Datta.

3.1 Motivation and key results

In Chapter 2, we mentioned that one of the key properties of the transistor-like

devices is the input-output isolation. In magnetic based devices, this could be archived

via the dipolar coupling as in SS [17] or by exchange coupling between magnets [29].

Magnetic coupling between magnets has been investigated in various contexts such

as: Magnetic Quantum Cellular Automata, Nanomagnetic Logic (see for example

[32–36]), in spring magnetic exchange coupling [37–40]. Recently, dipolar coupling

between magnets has been used as a mechanism for transmitting information from

the input to the output while maintaining complete electrical isolation between them.

This is a very new concept which is only beginning to be tested experimentally.

Examples include: spin hall effect clocking of nanomagnetic logics [41] or the dipolar

coupling in spin switch (SS) devices [17] which are transistor like devices having

input-output isolation and gain.

Here the concept of magnetic coupling used for input-output isolation is new in

the sense that it is a system of coupled magnets interacting with spin current.

Therefore, our objective in this chapter is to present a numerical and analytical macro-

spin model (at zero temperature) for a system of Read (R) and Write (W) magnets

having magnetic interaction (dipolar and/or exchange interaction) and both of them
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could interact with spin current ~Is. The magnets could be either in-plane magnets as

in Fig.3.1(a) or perpendicular magnetic anisotropy (PMA) magnets as in Fig.3.1(b).

We first establish our results for dipolar coupled in-plane magnets and then for PMA

magnets. Next we discuss exchange interaction in our model. One of the important

points is that the magnetic coupling in our model can be easily coupled to spin

transport to study the dynamics of the system.

While our numerical model is general, our analytical model mainly focuses on the

stability of the system for coupled magnets stacked vertically (along their smallest

thicknesses) and the stability criteria are obtained directly from the LLG equations

through a Jacobian analysis. Our key analytical results are the expressions for:

1. The stability condition of magnetic coupled Read and Write magnets without

spin current and

2. The required critical spin current to make coupled magnets unstable. The latter

is essentially an extension of Sun’s criteria [21] for coupled magnets.

(a) (b)

Fig. 3.1. Stability consideration of a system of two Read and Write mag-
nets coupled via dipolar and/or exchange coupling and the Write could

interact with spin current ~Is. The Read and Write magnets could be
either: a) in-plane magnets with z, x and y being the easy, hard and out-
of-plane axes respectively or b) perpendicular magnetic anisotropy (PMA)
magnets with y, z, x being the easy and in-plane axes respectively.
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In general, our analytical results are benchmarked against the LLG numerical simu-

lations for both in-plane and PMA magnets. In addition, for in-plane magnets, the

switching criteria due to dipolar coupling are also in agreement with our experiments.

For systems of spin current interacting with coupled magnets as in Fig.3.1(a), we

use the standard coupled Landau-Lifshitz-Gilbert (LLG) equations to describe the

dynamics of the system:

(1 + α2
W )

dm̂W

dt
= −γm̂W × ~HW (m̂W , m̂R)− αWγm̂W × m̂W × ~HW (m̂W , m̂R)

− m̂W × m̂W ×
Îs

qMW
s VW

+ αW m̂W ×
Îs

qMW
s VW

(3.1)

(1 + α2
R)
dm̂R

dt
= −γm̂R × ~HR(m̂W , m̂R)− αRγm̂R × m̂R × ~HR(m̂W , m̂R)

where ~HW (m̂W , m̂R) and ~HR(m̂W , m̂R) are the total fields (internal and dipolar fields)

at W and R magnets respectively. In the next sections, we are trying to establish:

� General model to evaluate the magnetic coupling between W and R magnets.

� Identify the key parameters governing the magnetic coupling between magnets

and derive the analytical expressions for the stability of the system. The sta-

bility criteria are obtained directly from the LLG equations through a Jacobian

analysis.

We will argue that the dipolar and exchange interactions can be treated on an equal

footing. Therefore, from now on, we mainly present our analytical results for the

dipolar coupling between magnets.
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Key results for in-plane coupled magnets

For dipolar coupled magnets, we will argue that the key parameters describing

in-plane coupled W/R magnets stacking vertically are the following:

HW =


0 0 0

0 −HW
d 0

0 0 HW
c



mW
x

mW
y

mW
z

+
VR
VW

MR
s


Dxx 0 0

0 Dyy Dyz

0 Dyz Dzz



mR
x

mR
y

mR
z

 (3.2)

HR =


0 0 0

0 −HR
d 0

0 0 HR
c



mR
x

mR
y

mR
z

+MW
s


Dxx 0 0

0 Dyy Dyz

0 Dyz Dzz



mW
x

mW
y

mW
z

 (3.3)

where VR and VW are the volumes of Read and Write magnets respectively. Hd

and Hc are the demagnetization and coercive fields respectively of the magnets. Dij

represents the strength of the dipolar field at Read magnet in the j direction due to

the Write magnet pointing in the i direction. For the analytical results, we further

assume that the demagnetization field is the dominant field, e.g. Hd � DijMs, Hc,

compared to the dipolar and switching fields of the magnets. Therefore, we can

approximate Dyy = 0 in the calculation. On top of that, basing on LLG simulations,

we will argue that Dyz has a minor role in determining the stability and hence we

can approximate Dyz = 0. This can be justified by noting that the dynamics of the

system are basic in-plane mW,R
y ≈ 0 due to a very large Hd terms.

By analyzing the eigenvalues of Jacobian at fix points of the coupled LLG equa-

tions (Eq.(3.1)), we derive the general stability criteria of the system (appendix

C). In particular, we derive the Routh’s table for the system and in general, one

can numerically evaluate the signs of elements of the first column of Routh’s ta-

ble to determine the stability of {mW
z ,m

R
z } state. In some cases, however, if we

assume the damping coefficients (αR = αW = α � 1) and demagnetization fields

HR
d = HW

d = Hd � DijMs, H
R
c , H

W
c , the stability conditions (in terms of the nor-

malized fields hW,Rd = HW,R
d /HR

c , hc = 1, hWc = HW
c /H

R
c , dij = DijM

W
s /HR

c , and

Vrw = MR
s VR/M

W
s VW ) are:
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� Stability of dipolar coupled magnets without spin current (~is = 0): the state

{mW
z ,m

R
z } is unstable when either RT ip31 < 0 or RT ip51 < 0 where:

RT ip31 = hWc + 1 +mR
zm

W
z (1 + Vrwdzz) (3.4)

RT ip51 = (1 +mR
zm

W
z dzz)(h

W
c +mR

zm
W
z Vrwdzz)− Vrwd2

xx (3.5)

� In equilibrium, an anti-parallel stable state, mW
z m

R
z = −1, could be unstable in

the presence of a spin current ~is = isẑ. If we assume, hWd = hRd = hd, αW =

αR = α), then system will be unstable when either RT ip21 < 0 or RT ip41 < 0

RT ip21 = mW
z is + 2iWsc + αmW

z m
R
z (1 + Vrw)dzz (3.6)

RT ip41 = 4Vrw

[
αmW

z is(h
R
z − hWz ) + (mW

z is + 2IWsc )2
]
d2
xx

+ α(mW
z is + IWsc )

[
(hRz − hWz )2hd

+ 4(mW
z is + IWsc )[(mW

z is + IWsc )hRz + IWsc h
W
z ]
]

(3.7)

where

hWz = hWc + Vrwdzzm
W
z m

R
z

hRr = hRc + dzzm
W
z m

R
z

and the normalized spin current is defined as:

is =
~Is · ẑ

(2q/~)µ0HR
c M

W
s VW

and iWsc = αW (hWc + hWd /2) is the normalized critical spin current of an isolated

Write magnet and it is one of Sun’s criteria [21].

Key results for PMA coupled magnets

For the case of PMA magnets as in Fig.3.1(b), we will argue that the key pa-

rameters describing dipolar fields of coupled W/R magnet stacked vertically are the

following:
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HR =


0 0 0

0 HR
c 0

0 0 0



mR
x

mR
y

mR
z

+MW
s


Dxx 0 0

0 −2Dxx 0

0 0 Dxx



mW
x

mW
y

mW
z



HW =


0 0 0

0 HW
c 0

0 0 0



mW
x

mW
y

mW
z

+
VR
VW

MR
s


Dxx 0 0

0 −2Dxx 0

0 0 Dxx



mR
x

mR
y

mR
z


(3.8)

Similar to the in-plane magnets, by analyzing the eigenvalues of Jacobian at fix

points of the coupled LLG equations, we derive the general stability criteria of the

system (appendix C). In general, one can numerically evaluate the signs of elements

of the first column of Routh’s table to determine the stability of {mW
y ,m

R
y } state.

However, when the Read and Write units having the same damping coefficient (αR =

αW = α� 1), the stability conditions are:

� Stability of dipolar coupled magnets without spin current: the state {mW
z ,m

R
z }

is unstable when RT ip51 < 0 where:

RTPMA
51 =

[(
1− 2mR

ym
W
y dxx

)
+
(
hWc − 2mR

ym
W
y Vrwdxx

)]
×
[(

1− 2mR
ym

W
y dxx

) (
hWc − 2mR

ym
W
y Vrwdxx

)
−Vrwd2

xx

] (3.9)

� In equilibrium, a parallel stable state, mW
y m

R
y = 1, could be unstable in the

presence of a spin current ~is = isŷ. In particular, the system will be unstable

when RT PMA
41 < 0:

RT PMA
41 =− 4V 2

rwα
2d4
xx + α(hyr − hyw)2

[
hyr

(
mW
y is + iW

′

sc

)
− αVrwd2

xx

]
+
[
4αhyr(m

W
y is + iW

′

sc ) + i2s

] [
αhyr

(
mW
y is + iW

′

sc

)
+ Vrwd

2
xx

]
(3.10)

and

hyw = hWc − 2Vrwdxxm
W
y m

R
y ;hyr = hRc − 2dxxm

W
y m

R
y

iW
′

sc = αW (hWc − 2Vrwdxxm
W
y m

R
y )
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3.2 Modeling magnetic coupling fields

General properties of magnetic coupling tensors

Now we would like to establish the numerical framework to calculate magnetic

coupling field between W and R magnets. The method described in this section is

applied for both in-plane and PMA magnets. For a system of two magnets such as

Write and Read, the total energy of the system is:

E =
−µ0

2

[
MW ([Ñ ]W + [H̃k]

W ])MW +MR([Ñ ]R + [H̃k]
R])MR

+ 2MR[D̃]MW + 2~mR[J̃int]~mW

]
(3.11)

where ~MW = MW
s ~mW and ~MR = MR

s ~mR (Ms is the magnetization saturation). The

first two terms in Eq.(3.11) represent the internal energies of Read and Write. The

last two terms are the dipolar and interface exchange energy respectively. HW,R
k is

the uniaxial tensor for W or R:

For In-plane: [H̃k]
W,R =


0 0 0

0 0 0

0 0 HW,R
k VW,R

 (3.12)

For PMA: [H̃k]
W,R =


0 0 0

0 HW,R
k VW,R 0

0 0 0

 (3.13)

[J̃int] is the (a function depending on volumes of both W and R) exchange interaction

between two magnets. Note that, we take into account the geometry factors of both

W and R for [J̃ ]. In general, the exchange tensor could have the diagonal form for

both in-plane and PMA magnets [42]:

[J̃ int] =


J̃xx 0 0

0 J̃yy 0

0 0 J̃zz

 (3.14)
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Those values could be obtained from the experiments as well as first principle calcu-

lations.

On the other hand, [Ñ ]W,R are the demagnetization tensors of Write (or Read)

magnets and [Hk]
W,R are uniaxial tensors of the magnets. In general, for any shape

of W and R magnets, the volume dependent demagnetization tensors and dipolar

tensors can be defined as [43]:

[Ñ ]W,Rij =
1

4π

∫
VW,R

∇i

(∫
VW,R

∇j

( 1

|~r − ~r′|

)
d~r

)
d~r′ (3.15)

[D̃]ij =
1

4π

∫
VR

∇i

(∫
VW

∇j

( 1

|~r − ~r′|

)
d~r

)
d~r′ (3.16)

where i, j = x, y, z. The [Ñ ]W , [Ñ ]R and [D̃] tensors can be calculated as:

d̃ij(~r
′) =

1

4π

∫
V

∇i∇j

( 1

|~r − ~r′|

)
d~r =

∫
V

dV
3(ri − r′i)(rj − r′j)−R2δij

R2
(3.17)

where R2 =
∑

i(ri − r′i)
2. Physically, d̃ij(~r

′) represents the strength of the dipolar

field (at the point ~r′) in the j direction due to a magnet pointing in the i direction.

From Eq.(3.15) and Eq.(3.16), the demagnetization tensors of W (or R) are obtained

by integrating the dipolar fields of W (or R) magnet within itself while the dipolar

tensors of W − R pair magnets are obtained by integrating dipolar fields of W at R

or vice versa.

For in-plane magnets having bar shapes, one can derive the analytical expressions

for d̃ij and the details can be found in the appendix B. However, at the moment, we

would like to consider the general properties of the d̃ij. We can always easily prove

from Eq.(3.17) that:

� The off-diagonal terms d̃ij(~r
′) are odd functions in the i AND j direction,

namely: d̃ij(r
′
i) = −d̃ij(−r′i); d̃ij(r′j) = −d̃ij(−r′j)

� The diagonal terms d̃ii(~r
′) are even functions in the i direction: d̃ii(r

′
i) = d̃ii(−r′i)
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Therefore, the demagnetization tensors of bar magnets having dimension 2xb× 2yb×

2zb have only the diagonal terms:

[Ñ ]ij =

∫
V

d̃ij(~r
′)dV ′ =

∫ xb

−xb

∫ yb

−yb

∫ zb

−zb
d̃ij(x

′, y′, z′)dV ′

=


Ñxx 0 0

0 Ñyy 0

0 0 Ñzz

 (3.18)

On top of that, as shown in [43], the trace of Ñ is the negative of the volume of the

magnet while the trace of the D̃ is zero.∑
i

Ñii = −V (3.19)

∑
i

D̃ii = 0 (3.20)

From the total energy Eq.(3.11), one can obtain the fields acting on W and R magnets:

~HW = −∇M̂W

(E/µ0

VW

)
= ([N ]W + [Hk]

W )MW + ([D]WR + [J ]WR
int )MR (3.21)

~HR = −∇M̂R

(E/µ0

VR

)
= ([N ]R + [Hk]

R)MR + ([D]RW + [J ]RWint )MW (3.22)

where the volume normalized tensors are defined as:

[N ]W,R = [Ñ ]W,R/V W,R; [H]W,R = [H̃]W,R/V W,R (3.23)

[D]WR = [D̃]/VW ; [D]RW = [D̃]/VR (3.24)

[J ]WR
int = [J̃int]/(M

R
s M

W
s VW ); [J ]RWint = [J̃int]/(M

R
s M

W
s VR) (3.25)

Physically, the [D]RW is the dipolar tensor at Read due to Write and [D]WR is dipolar

tensor at Write due to Read. And

[D]WR =
VR
VW

[D]RW (3.26)

Similarly, one can have

[J ]WR
int =

VR
VW

[J ]RWint (3.27)
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which is in agreement with [40]. Note that in a simple case where W and R have

the same overlap area, our Jint is inversely proportional to the thickness of W and R

magnet since [J̃int] is proportional to the area of W or R.

From Eq.(3.21) and Eq.(3.22), the dipolar and exchange interactions can be treated

on an equal footing. Therefore, from now on we mainly focus on the dipolar coupling

part.

3.3 Stability considerations for spin current interacting with in-plane dipo-

lar coupled magnets

3.3.1 Key parameters describing the dipolar and demagnetization fields

Next we would like to establish key parameters describing the internal and dipolar

fields assuming that there is no exchange interaction between magnets [J̃ ] = 03×3.

Note that m̂ × [N ]m̂ = m̂ × ([N ] − NxxI3×3)m̂ in the LLG equation (Eq.(3.1)).

Therefore, one can rewrite the demagnetization tensor in the following form:

[N ]W,R ≡


0 0 0

0 Nyy −Nxx 0

0 0 Nzz −Nxx


W,R

(3.28)

This will lead to estimation of the coercive field of Read and Write magnets (without

dipolar field):

HW,R
c =

(
NW,R
zz −NW,R

xx

)
MW,R

s +HW,R
k .

However, this theoretical calculations usually overestimate the coercive fields in com-

parison to the experimental values. It could be due to multi-domains comprising the

magnet or/and other effects which usually result in lower switching fields. For that

reason, we introduce an effective field for W or R magnet HW,R
eff so that

HW,R
c =

(
NW,R
zz −NW,R

xx

)
MW,R

s +HW,R
k +HW,R

eff .
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are the same as the reported experimental values. Therefore the total effective internal

field tensors can be written as:

[N ]W,R + [Hk]
W,R =


0 0 0

0 −HW,R
d /MW,R

s 0

0 0 HW,R
c /MW,R

s

 (3.29)

where we define the demagnetization fields HW,R
d = (NW,R

xx − NW,R
yy )MW,R

s . For this,

we have proved the first terms of the fields ~HW and ~HR defined in Eq.(3.2) and

Eq.(3.3). On the other hand, the dipolar [D] tensor of W −R pair in general has five

independent variables:

DRW =


Dxx Dxy Dxz

Dxy Dyy = −(Dxx +Dzz) Dyz

Dxz Dyz Dzz

 (3.30)

and one can now analyze the stability of the system numerically by solving the coupled

LLG Eq.(3.1) with the fields ~HW and ~HR defined in Eq.(3.21), Eq.(3.22), Eq.(3.29)

and Eq.(3.30)

However, for the analytical purpose, we assume that the R magnet is placing

symmetrically in the width direction (x) with respect to the W magnet. Since dxy

and dxz are odd functions in the x direction,

[D]RWxj =

∫
VR

dij(~r
′)dVR =

∫ xR

−xR

∫ ∫
dxj(x

′, y′, z′)dVR = 0 (3.31)

with j = y, z. Hence, we have the following form of the dipolar tensor stated earlier

in Eq.(3.2) and Eq.(3.3) :

[D]RW =


Dxx 0 0

0 −(Dxx +Dzz) Dyz

0 Dyz Dzz

 (3.32)

In all simulations, we assume that the demagnetization field is the dominant one

Hd � DijMs . Therefore, one can approximate Dyy = 0. Next, we will show that
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the Dyz has a minor contribution to the stability of the system so that one can

approximate Dyz = 0 in the calculations. Using the normalized fields:

hW,Rd = HW,R
d /HR

c , h
R
c = 1, hWc = HW

c /H
R
c

dij = DijM
W
s /HR

c , Vrw = MR
s VR/M

W
s VW

(3.33)

One can approximate the total energy as:

E ≈ −µ0

2
VWM

W
s HR

c

[
(−hWd mW

y m
W
y + hWc m

W
z m

W
z )

+ (−hRdmR
ym

R
y +mR

zm
R
z )Vrw + 2dxxm

W
x m

R
x + dzzm

W
z m

R
z Vrw

]
(3.34)

Therefore, the key parameters to describe dipolar coupled magnets are dxx, dzz, hd, hc

and Vrw.

Up to now, we have proven the internal and dipolar fields of coupled W-R magnets

~HW and ~HR having the forms defined in Eq.(3.2) and Eq.(3.3). Those fields now can

be used to solve the coupled LLG Eq.(3.1) to study the system of two coupled magnets

interacting with spin current.

3.3.2 Stability condition for in-plane coupled magnets

Fig.3.2(a) shows the numerical simulations of the system of W−R magnets having

dipolar coupling energy by solving coupled LLG Eq.(3.1) to determine stable/unstable

regimes of the parallel states mW
z m

R
z = 1 as a function of normalized dzz and dxx (both

are negative). The simulations were done for different values of the magnetic moment

ratio Vrw = 1, 0.7, 0.5, 0.3. For a given Vrw, dzz and dxx, the LLG simulations can

determine the stable (black) and unstable regimes of the initial parallel state. As

one reduces the magnetic moment ratio Vrw, the stable (black) regimes follow the

arrows in the figure and extend their areas. For a given value of dzz, reducing the

magnetic moment ratio Vrw will require larger dxx to make the system unstable. In

other words, reducing the Vrw makes the dipolar coupling between W and R magnet

weaker since:

[d]WR = Vrw[d]RW = Vrw[d]
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Fig. 3.2. Stability consideration of the system in Fig.3.1(a) where Read
and Write are in-plane magnets a) Numerical LLG simulations show the
stable/unstable regimes of a parallel state mW

z m
R
z = 1 (without spin cur-

rent) as a function of normalized dipolar coupling strength dzz and dxx
(All the fields are normalized to the coercive field of the Read and HR

c = 1
). The red line separating the two regimes is the analytical solution of
RT ip51 = 0 in Eq.(3.5) . b) LLG simulations of the required critical spin
currents (normalized by the critical spin current of the isolated Write
magnet iWsc ) to make the anti-parallel state mW

z m
R
z = −1 unstable as a

function of dxx for different values of dzz. Here the spin current is po-
larized in the z direction and the analytical red lines are obtained by
solving RT ip41 = 0 (Eq.(3.7)). The dash blue line is used to determine
the smallest |dxx| (for a given dzz) such that above this value, the dipolar
coupling is strong enough to make parallel states unstable. Parameters:
hWd = hRd = 100;hRc = hWc = 1;Vrw = VRM

R
s /VWM

W
s = 0.5.

Therefore, working with small Vrw is preferable if one wants to minimize the effects of

dipolar coupling. On the other hand, it is interesting to note that the parallel states

could be unstable even when dzz < 1. This implies that one can switch the Read

magnet by having the dipolar field along the easy axis (z) from the Write and this

field is smaller than the coercive field of Read. We will confirm this observation with

experiment described later on.
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Fig. 3.3. Numerical LLG simulations show the stable/unstable regimes
of a parallel state mW

z m
R
z = 1 as a function of normalized dipolar coupling

strength dzz, dxx and dyz. Here all the fields are normalized to the coercive
field of the Read HR

c . The lines separating the stable and unstable regimes
are almost independent from the values of dyz. Note that RT ip51 = 0 is the
analytical solution of Eq.(3.5) or Eq.(3.36).

Note that the simulations in Fig.3.2(a) were done by setting dyz = 0 in the Eq.(3.2)

and Eq.(3.3). We will argue that dyz will play a minor role in determining the stability

of the system. In Fig.3.3, we recalculated Fig.3.2(a) with different values of dyz.

As one can see, the lines separating the stable from unstable regimes are almost

independent from the values of dyz.

By analyzing the eigenvalues of Jacobian at fix points of the LLG equations de-

scribing the coupled system, we obtained the general stability criteria of the system
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(appendix C). However, for the system having hWd = hRd and the damping coefficient

αW = αR, the state {mW
z ,m

R
z } will be unstable when either RT ip31 < 0 or RT ip51 < 0 in

Eq.(3.36) which is the same as in Eq.(3.5).

RT ip31 = hWc + 1 +mR
zm

W
z (1 + Vrwdzz) (3.35)

RT ip51 = (1 +mR
zm

W
z dzz)(h

W
c +mR

zm
W
z Vrwdzz)− Vrwd2

xx (3.36)

For the range of dxx and dzz as in Fig.3.2(a), one can analyze the stability of the

system basing on the sign of RT ip51 only. As one can see our analytical model agrees

well with the LLG simulation results. The lines separating stable from unstable

regimes in Fig.3.2(a) were obtained via LLG simulations as well as by analytically

solving RT ip51 = 0 in Eq.(3.36). The analytical model also implies that, in the presence

of dxx, the system could be unstable (RT ip51 < 0) for |dzz| < 1.

3.3.3 Critical spin current for in-plane coupled magnets

Fig.3.2(b), on the other hand, shows LLG simulations of the required critical spin

currents isc to make the dipolar stable (anti-parallel) W −R magnets to be unstable

as a function of dipolar coupling strength: dxx and dzz. The normalized spin current

is defined as:

is =
~Is · ẑ

(2q/~)µ0HR
c M

W
s VW

(3.37)

Note that, the system is initially in an anti-parallel stable configuration. When dxx =

0, the critical spin currents are the same as iWsc = αW (hWc + hWd /2) which is the

normalized critical spin current of an isolated Write magnet and it is Sun’s criteria

[21] if one converts it back to the real unit by a factor 2q/~µ0H
R
c M

W
s VW . This is

understandable since spin current basically tries to switch only the Write magnet

and the dipolar field at Write to due Read (Vrwdzz � hd) acts as a small external

magnetic field which should not affect the critical spin current. However, the non-

trivial thing is that when dxx 6= 0, spin current now starts to see a coupled Read-Write

magnet, resulting in a higher switching spin current. Note that, unstable states such
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as oscillations or any deviations from the initial state will be labeled as unstable in

the LLG simulations.

By analyzing the eigenvalues of Jacobian at fix points, we obtain the general

stability criteria which give the required critical spin currents Isc to make the coupled

W − R magnets to be unstable. However, for a simple case where hWd = hRd =

hd, αW = αR = α as in Fig.3.2(b), the state {mW
z ,m

R
z } will be unstable when either

RT ip21 < 0 or RT ip41 < 0 in Eq.(3.39), which is the same as the one defined in Eq.(3.7).

RT ip21 = mW
z is + 2iWsc + αmW

z m
R
z (1 + Vrw)dzz (3.38)

RT ip41 = 4Vrw

[
αmW

z is(h
R
z − hWz ) + (mW

z is + 2IWsc )2
]
d2
xx

+ α(mW
z is + IWsc )

[
(hRz − hWz )2hd

+ 4(mW
z is + IWsc )[(mW

z is + IWsc )hRz + IWsc h
W
z ]
]

(3.39)

where

hWz = hWc + Vrwdzzm
W
z m

R
z

hRr = hRc + dzzm
W
z m

R
z

For the range of dxx and is as in Fig.3.2(b), the critical spin currents isc can be

obtained by solving RT ip41 = 0 and one can see that our analytical model agrees with

the LLG simulation results. It also implies that when dxx = 0, |is| = iWsc is the solution

of RT ip41 = 0 and for large dxx, the solution is |is| = −2iWsc . The dash blue line in

Fig.3.2(b) is used to determine the smallest |dxx| (for a given dzz) such that above

this value, the dipolar coupling is strong enough to make the parallel state unstable.

3.3.4 Benchmark against experiments

We would like to benchmark our theory with the experimental results for dipolar

coupling between two permalloy magnets (Read and Write). Fig.3.4(a) shows the

experimental setup where Read magnet (120nm × 100nm × 10nm) and Write mag-

net (600nm × 140nm × 10nm) are stacked vertically and separated by 15nm Al2O3
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(a)

(b) (c)

Fig. 3.4. a) Experimental setups to detect the anti-parallel states between
the Read and Write magnets as a function of offsets (distance from center
to center in the easy axis of two magnets). They are initially aligned
by an external magnetic field, the field is then removed and MFM scan
is followed. Read: 120nm × 100nm × 10nm, Write: 600nm × 140nm ×
10nm and they are separated by 15nm insulator. b) LLG simulations
show the switching of Read magnet mR

z when offsets are greater than
150nm. c) The stability phase diagram obtained from determining the
sign of RT ip51 and the calculations of dxx and dzz as a function of offset
(dot line) for the experiment. The system enters the unstable regime when
offsets are greater than 150nm, which also agrees with both numerical and
experimental results.

insulator. Magnetic Force Microscopy (MFM) is used to detect their magnetizations

and determine if the two develop an anti-parallel state starting from a parallel state
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(initially both Read and Write are aligned by an external magnetic field, the field is

removed and MFM scan is followed). In the experiment, the saturation magnetiza-

tions are MR
s = MW

s = 0.86 × 106A/m and the coercive fields of Read and Write

magnets are HR
c = 32mT and HW

c = 15mT respectively. As shown in Fig.3.4(a), the

anti-parallel states are detected only when the offsets (distance from center to center

in the easy axis of two magnets) are greater than 150nm.

To compare our numerical and analytical simulations with the experimental re-

sults, we first calculate the internal fields by evaluating the demagnetization tensors

[N ]W,R (Eq.(3.18)) for given dimensions of W and R magnets. For every offset, the

dipolar tensor [D] was re-evaluated (for the details of calculations of [N ],[D], see the

appendix B). Those tensors together with the coercive fields of W and R provided by

experiments will be used to solve the coupled LLG equations (Eq.(3.1)) to determine

final states of the two magnets. Fig.3.4(b) shows the LLG simulations of W − R

magnets which initially were set in a parallel state mW
z = 1;mR

z = 1 as a function

of offsets. The final states are quantitatively in agreement with experiment in the

sense that Read is switched when the offsets are greater than 150nm. Note that the

simulations were done by using the full normalized [D] (or normalized [d]) tensor with

3 independent variables, namely dxx, dyy = −dxx−dzz, dzz and dyz since the Read was

put symmetrically in the width direction (x) with respect to the Write magnet.

We further analyzed the analytical stability condition for this system based on

RT ip51 in Eq.(3.36). For every offset in Fig.3.4(a), the normalized dipolar tensor com-

ponents dzz = DzzM
W
s /HR

c ; dxx = DxxM
W
s /HR

c were calculated and plotted as a dot

line in Fig.3.4(c). To determine the stability of the system, we also plotted the phase

diagram obtained by evaluating the sign of RT ip51 in Eq.(3.36). It clearly shows that

the system enters the unstable regime as offsets are greater than 150nm, which agrees

with both numerical and experimental results. Note that, in all range of offset, the

dzz is always smaller than the coercive field of the Read magnet (HR
c = 1) and yet

the switching can happen due to the presence of dxx.
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Fig. 3.5. The trends of dzz and dxx as a function of offsets can be captured
by the charge model mentioned in appendix B.

On the other hand, we can qualitatively explain the behavior of dxx and dzz as a

function of offsets (Fig.3.4(c)) based on the charge model of a magnet explained in

appendix B. The bottom line is that, the dipolar fields coming out from a bar magnet

~M can be viewed as the electric fields coming out from the two sheets of charge

having the charge density ρ = −∇ · ~M . Therefore, dxx is large for small offset since

the charges in the Read magnet are now surround by many charges from the Write

magnet. However, dzz is small in this case since the charges in the Read and Write

magnets are far away from each other. For large offsets, similarly one can explain

why dzz is large and dxx is small.
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3.4 Stability considerations for spin current interacting with PMA dipolar

coupled magnets

3.4.1 Key parameters describing the dipolar and demagnetization fields

In this section, we extend our results discussed for in-plane magnets in the previous

section to PMA magnets. Fig.3.1(b) describes the system that we are studying here

where Read and Write are now PMA magnets. In principle, the calculations of

the dipolar and demagnetization tensors can be done by integrating Eq.(3.15) and

Eq.(3.16) over the volumes of cylindrical magnets. When those tensors are known,

one can process to test the stability of the systems. In particular, we assume:

HR =


0 0 0

0 HR
c 0

0 0 0



mR
x

mR
y

mR
z

+MW
s


Dxx 0 0

0 −2Dxx 0

0 0 Dxx



mW
x

mW
y

mW
z



HW =


0 0 0

0 HW
c 0

0 0 0



mW
x

mW
y

mW
z

+
VR
VW

MR
s


Dxx 0 0

0 −2Dxx 0

0 0 Dxx



mR
x

mR
y

mR
z


(3.40)

which can be justified by the following arguments:

� Since there is no difference between x and z for PMA magnets, the demagneti-

zation tensors have the following form:

[N ]W,R =


Nxx 0 0

0 Nyy = −1− 2Nxx 0

0 0 Nxx


W,R

(3.41)

By noting that m̂× [N ]m̂ = m̂× ([N ]−NxxI3×3)m̂ in the LLG equations and

one can add effective fields HW,R
eff so that coercive fields are the same with the
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(a) (b)

Fig. 3.6. Stability consideration of the system where Read and Write are
PMA magnets. (a) LLG simulations and analytical results show the sta-
ble/unstable regimes of anti-parallel states mW

z m
R
z = −1 (without spin

current) as a function of normalized dxx and Vrw = VRM
R
s /VWM

W
s (all

the fields are normalized to the coercive field of the Read: HR
c ). (b) LLG

and analytical results for required critical spin current (normalized by the
critical spin current of the isolated Write magnet iWsc ) to make the parallel
state mW

y m
R
y = 1 unstable as a function of dxx for different values of Vrw.

The dash blue line is used to determine smallest |dxx| (for a given Vrw)
such that above this value, the dipolar coupling is strong enough to make
anti-parallel state unstable. Here hRc = hWc = 1.

experimental values, the internal fields of W,R magnets will have the following

form:

[N ]W,RMW,R
s + [Hk]

W,R =


0 0 0

0 (Nyy −Nxx)Ms +Hk +Heff 0

0 0 0


W,R

=


0 0 0

0 HW,R
c 0

0 0 0

 (3.42)

where HW,R
c = (Nyy −Nxx)M

W,R
s +HW,R

k +HW,R
eff .
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� Since both W and R have cylindrical shapes, one can always choose the coordi-

nates in that R magnet is placed symmetrically in either x or z directions (note

that we have proved that d̃ij in Eq.(3.17) is odd function in i and j directions).

This results in the diagonal form of the dipolar tensor:

[D]RW = [D] =


Dxx 0 0

0 −2Dxx 0

0 0 Dxx

 (3.43)

and the total energy of system in terms of the normalized variables is :

E = −µ0

2
VWM

W
s HR

c

[
hWc m

W
y m

W
y + (mR

ym
R
y − 4dxxm

W
y m

R
y )Vrw

+ 2dxx
(
mW
x m

R
x +mW

z m
R
z

)
Vrw

] (3.44)

Hence the key parameters to describe the fields of two PMA dipolar coupled magnets

are dxx = dzz, hc and Vrw.

3.4.2 Stability condition for PMA coupled magnets

Fig.3.6(a) shows the LLG simulations to determine the stability (without spin

current) of the anti-parallel states mW
y m

R
y = −1 as a function of normalized dipolar

field dxx and the magnetic moment ratio Vrw = VRM
R
s /VWM

W
s of the two PMA

magnets. Firstly, similar to the in-plane magnets, the anti-parallel states could be

unstable even when dxx| < 0.5 which is equivalent to dyy = −2dxx < 1 (where HR
c = 1

is the coercive field of the Read magnet). Secondly, for a given value of dxx, reducing

Vrw could make the system go from unstable to stable state. Hence, similar to in-

plane magnets in Fig.3.1(a), working with small Vrw is preferable if one wants to

minimize the effects of dipolar coupling for PMA magnets. This also is in agreement

with previous studies [44,45].

Basing on the Jacobian analysis (appendix C), we obtain the general stability

criteria of the system. However, for the system with the same damping coefficient
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αW = αR = α, as in LLG simulations for Fig.3.6(a), one can obtain the line separating

stable from unstable regimes by solving RT PMA
51 = 0 where:

RTPMA
51 =

[(
1− 2mR

ym
W
y dxx

)
+
(
hWc − 2mR

ym
W
y Vrwdxx

)]
×
[(

1− 2mR
ym

W
y dxx

) (
hWc − 2mR

ym
W
y Vrwdxx

)
−Vrwd2

xx

] (3.45)

3.4.3 Critical spin current for PMA coupled magnets

Fig.3.6(b) shows LLG simulations of the required critical spin currents isc to make

the parallel W/R magnets unstable as a function of dxx for different values of Vrw.

When dxx = 0, there is no coupling between the two magnets and the critical spin

currents are the same as the critical spin currents iWsc = αhWc of an isolated Write

magnet. An increment of dxx will require more spin current to make the system

unstable similar to the in-plane magnets in Fig.3.2(b). Again, unstable states such

as oscillations or deviations from the initial state will be counted as unstable in the

LLG simulations.

In the appendix C, we show the general stability criteria which give the required

critical spin currents isc to make the coupled W/R magnets to be unstable. However,

for a simple case where αW = αR as in Fig.3.6(b), the analytical lines can be obtained

by solving RT PMA
41 = 0 where:

RT PMA
41 =− 4V 2

rwα
2d4
xx + α(hyr − hyw)2

[
hyr

(
mW
y is + iW

′

sc

)
− αVrwd2

xx

]
+
[
4αhyr(m

W
y is + iW

′

sc ) + i2s

] [
αhyr

(
mW
y is + iW

′

sc

)
+ Vrwd

2
xx

] (3.46)

and

hyw = hWc − 2Vrwdxxm
W
y m

R
y ;hyr = hRc − 2dxxm

W
y m

R
y

iW
′

sc = αW (hWc − 2Vrwdxxm
W
y m

R
y )

3.5 Dipolar coupling designs in Spin Switches

Finally in this chapter, we would like to mention the behavior of dipolar tensors as

a function of geometries of in-plane magnets and it could help to design Spin Switch
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(SS) [17] which is a transistor like device having input-output isolation and gain. SS

(Fig.3.7(a)) allows one to store information in the magnet and transfer the information

in terms of charge current ~Iin → m̂→ ~Iout .The magnetization (information) of Write

is determined by the spin current ~Is generated from charge current ~Iin flowing through

Giant Spin Hall materials such as: Ta, W, CuBi [13,46,47]. Based on the direction of

Write, the Read magnet is switched via the dipolar coupling which provides a way to

achieve input-output isolation [7, 17] and allows information to be transmitted from

the input to the output without the need of external magnetic field for clocking.

Fig.3.7(a) also shows the schematic setups in searching for strong (switching)

dipolar coupling between Read and Write in SS. In all simulations, we scaled the

dimensions of both magnets to, for example, the thickness of bottom magnet yb. The

Read and Write magnets have a fix thickness yt = yb and aspect ratio zt/xt = zb/xb.

However, we varied the length of both Write and Read to find the strong dipolar

coupling regime. In all cases, the Read is always put close to the edge (or poles) of

the Write to maximize the dipolar coupling and the distance between closest edges

δ is fixed δ/yb = 10. Fig.3.7(b) shows the calculations of the two main components

of dipolar tensor at Read due to Write, [D]RW = [D], as a function of zt and zb.

Although the calculations are general, one should pay attention to the regime below

the dash line where Write volume is greater than the Read so that the Write can

control the Read and ensure the directionality. Fig.3.7(c) shows the simulation results

of switching diagram by using full [D] with 4 independent variables Dxx, Dzz, Dyy and

Dyz to solve coupled LLG for configurations below the dash line in Fig.3.7(b). For a

given ratio of the coercive field and the saturation magnetization HR
c /M

W
s , the LLG

simulations will determine the critical line separating the switched (white) or not

switched (black region in Fig.3.7(c)). As the coercive fields increase, the critical lines

follow the green arrows and the switched regions are reduced. On the other hand, the

analytical lines are obtained by solving the equation RT51ip = 0 (Eq.(3.36)) for each

value of HR
c /M

W
s . As one can see, the analytical results quantitatively agree with the

numerical simulations.
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(a)

(b) (c)

Fig. 3.7. (a) Schematic of spin switch device and the dipolar coupling
between Write and Read magnets in SS. b) The two components ofDRW =
[D] as a function of the lengths of Write and Read having fixed aspect
ratio zb/xb = zt/xt = 1.5, same thicknesses yb = yt and the fixed distance
between nearest edges δ/yb = 10 . In all cases, the Read was always put
close to the edge of the Write. c) The numerical LLG simulation lines
separating the switched (white) and not switched (black) regimes starting
from parallel states of mW

z m
R
z = 1 as a function of HR

c /µ0M
W
s . The

analytical red lines were obtained by solving RT ip51 = 0. Here we assumed
HW
c = HR

c = 1 and MW
s = MR

s = 106A/m and restricted ourselves to the
case where VW ≤ VR.

The general trend of switching is also in agreement with the trend of [D]RW tensor

in the sense that having zb � zt is good for minimizing the dipolar field while zb ≈ zt

(the region near the diagonal) is preferred for maximizing the dipolar coupling. For

each value of the coercive field, we assume HR
c = HW

c and they do not dramatically

change as a function of widths and lengths of Read and Write. This is a crude
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approximation but can be justified as we mainly focus on comparing the numerical

simulations with analytical switching conditions.

3.6 Summary

In summary, we have presented a macro-spin model (at zero temperature) to study

a system of two magnets, which could be either in-plane or PMA, having magnetic

coupling (could be exchange or dipolar coupling) and one of them could interact with

spin current Is. We analytically focus on the stability of the system where magnets

are stacked vertically (along their smallest thicknesses) and the stability criteria are

obtained directly from the LLG equations through a Jacobian analysis. Our key

results are 1) the stability condition of Read and Write magnets due to magnetic

coupling with/without spin current and 2) the required critical spin current to make

magnetic coupling magnets unstable. The latter is essentially an extension of Sun’s

criteria for coupled magnets. Our analytical results are benchmarked against the

LLG numerical simulations for both in-plane and PMA magnets. In addition, for in-

plane magnets, the switching criteria due to dipolar coupling are in agreement with

experiments.

The matlab codes used to generate the figures can be found at:

https://drive.google.com/open?id=0B9ggzdMPBfz4VDdld0xPc19ldm8&authuser=

0

https://drive.google.com/open?id=0B9ggzdMPBfz4VDdld0xPc19ldm8&authuser=0
https://drive.google.com/open?id=0B9ggzdMPBfz4VDdld0xPc19ldm8&authuser=0
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4. DIPOLAR FIELDS IN PERPENDICULAR MAGNETIC

TUNNEL JUNCTIONS (pMTJ)

The contents of this chapter would be submitted for review, ‘Modeling

stray fields in scaled perpendicular magnetic tunnel junction: a macro-

spin approach’, V. Diep, , B. Behin-Aein and S. Datta.

4.1 Dipolar fields and their effects on Magnetic Tunnel Junctions

Magnetic tunnel junction (MTJ) has been an important and well-known device for

Reading and Writing information in magnetic devices. It has been used as the main

component of spin transfer torque magnetic random access memory (STT-MRAM)

[18,48,49].

In the early time, magnets with in-plane anisotropy are implemented for free

layer (FL) and reference layer (RL) in MTJ. However, these in-plane magnets require

high spin current density (J ∼ 107A/cm2) to be switched while maintaining thermal

stability [50]. On the other hand, it has been known that perpendicular magnetic

anisotropy (PMA) [51–53] could provide lower critical currents and allow one to scale

the MTJ devices implemented with PMA magnets to small (tens of nm in diameter)

dimensions without suffering the thermal stability.

Figure 4.1 shows a schematic structure of a pMTJ consisting of a storage layer or

FL, a reference layer and synthetic anti-ferromagnetic (SAF) layers: SAF1 and SAF2.

The reference layer, whose thickness is in the order of 1-2nm, on its own is not stable

enough so it needs reinforcement by attaching to a SAF1 layer which is basically

multi-magnetic layer. However, both reference and SAF1 layers exert magnetic fields

or dipolar fields on the FL. This is unwanted since energy barriers for the two stable

states of the free magnets 1 and 0 (or up and down) are now asymmetric. In other
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Fig. 4.1. A schematic structure of a full pMTJ stack. Because of the
dipolar fields coming from the Ref and SAF layers, the hysteresis of the
Free layer magnet does not center at 0 and the strength of the dipolar
coupling can be measured via the shift of the hysteresis or Hs. Dipolar
field also results in the energy difference for state 1 and 0.

words, the retention times for state 1 and state 0 are now different because of the

dipolar fields. One way to measure the strength of the total dipolar fields at FL is to

measure the shifting in the hysteresis switching loop of the FL.

In order to eliminate any magnetic field on the FL, SAF2 layer is added into the

structure to compensate the effects of the reference layer and SAF1. For this rea-

son, various design scenarios and situations have been developed to fully or partially

compensate the dipolar due to reference + SAF1 layer stacks. Therefore, a good

command on what happens to the stray fields under various design scenarios is called

for.

Even in the presence of SAF2, the stray fields or dipolar fields at FL are still

important problems in scaled pMTJs [44, 45, 54], making it very hard to design the

pMTJ stack. In the scaled pMTJ, it has been reported that the dipolar fields are
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comparable or even excess the coercive fields of the FL [54]. This is unacceptable

since we will completely loose the information stored in the magnet.

Our objective in this paper is to present a numerical and analytical macro-spin

model to analyze the dipolar fields in systems having multi-magnetic layers as in the

pMTJ devices. Our model is benchmarked against the micro-magnetic simulations

as well as experiments. Therefore, the model can be used to design devices with

symmetric retention time for various technology nodes. Finally, our model can also

be coupled to spin transports to find out the impacts of stray fields on switching

dynamics of pMTJ devices.

4.2 General numerical framework for calculating dipolar fields in pMTJs

4.2.1 Dipolar fields of a perpendicular magnetic anisotropy (PMA) mag-

net

We now want to calculate the dipolar fields between two pMTJ magnets (RL and

FL). The general approach to calculate the dipolar field is to obtain the dipolar tensor

by integrating the Eq.(3.16) which is rewritten here for the sake of clarity:

[D̃]ij =
1

4π

∫
VFL

∇i

(∫
VRL

∇j

( 1

|~r − ~r′|

)
d~r

)
d~r′ (4.1)

where i, j = x, y, z. This, in turn, requires the calculations of the dipolar tensor at a

point in space ~r′ due to the RL magnet:

d̃ij(~r
′) =

1

4π

∫
VRL

∇i∇j

( 1

|~r − ~r′|

)
d~r =

∫
VRL

dV
3(ri − r′i)(rj − r′j)−R2δij

R2
(4.2)

Before going to the details of the calculations, we would like to know the general

properties of the dipolar tensor in PMA magnets. Suppose we have a PMA magnet

having cylindrical shape with x, z as the polar axis and y as the longitude axis. In

principle, one should evaluate all 5 independent variables d̃xx, d̃zz, d̃xy, d̃xz, d̃yz and

find out the stray fields. However, in vertical stacks of a FL and RL system, we can

always choose a coordinate in that FL is put symmetrically in the x and z direction,
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which leads to D̃xz = D̃xy = D̃yz = 0 (since d̃ij where i 6= j is an odd function in i

and j direction and note that [D̃] =
∫

[d̃]dV ). If we focus on the case where FL and

RL have the same longitude axis, then there is no difference between x and z, which

results in the only important parameter for the dipolar tensor D̃zz = D̃xx = −1/2D̃yy.

Therefore, d̃yy is an important parameter and it is the dipolar field in the y

direction coming out from a cylindrical magnet when its magnetization is in the y

direction. Following Derby et. al. [55], one can calculate the d̃yy via the calculations

of the magnetic field of a cylindrical magnet with radius R and thickness t at a point

~r(y, ρ =
√
x2 + z2):

d̃yyM
ref
s = Hy(y, ρ) =

MRef
s R

π(R + ρ)

[
β+C(k+, γ

2, 1, γ)− β−C(k,γ
2, 1, γ)

]
(4.3)

y± = y ± t (4.4)

β± =
y±√

y2
± + (ρ+R)2

(4.5)

γ =
R− ρ
R + ρ

(4.6)

k± =

√
y2
± + (R− ρ)2

y2
± + (R + ρ)2

(4.7)

C(kc, p, c, s) =

∫ π/2

0

c cos2φ+ s sin2φ

(cos2φ+ psin2φ)
√
cos2φ+ k2

csin
2φ
dφ (4.8)

Note that, at ρ = 0, the field can be expressed as in standard textbooks formula:

Hy(y, 0) =
Ms

2

[ y + t/2√
(y + t/2)2 +R2

− y − t/2√
(y − t/2)2 +R2

]
(4.9)

≈ Ms

2

tR2√
y2 +R2

in the limit t� R (4.10)

Figure 4.2 shows the calculations of the fields coming out from a PMA magnet

whose thickness is t = 2nm, at a distance δ = 5nm as a function of offset (or ρ).

� The fields are strongest near the boundaries of the RL where Offset ≈ Rref

and smallest at the center where Offset = 0. This explains why the effects

of dipolar fields on stepped structure (they put the free magnet at Offset=0)

proposed by Tohoku’s University are small [44].
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Fig. 4.2. Dipolar fields of a PMA magnet calculated by Eq.(4.3). The
fields are strongest near the boundaries of the Ref magnet where Offset ≈
Rref and smallest at the center where Offset = 0. Note that at Offset =
0, the fields can be analytically described by Eq.(4.10). In the simulation,
t = 2nm, δ = 3nm, Ms = 106A/m.

� Note that at Offset = 0, the fields can be analytically described by Eq.(4.10).

Also, the dipolar field increases as one reduces the magnet diameters, which ex-

plains the IBM’s experiment showing the increasing of dipolar field by reducing

the size of the full MTJ stack [54].

In the next section, we would like to benchmark our model with micro-magnetic

simulation (OOMMF) and experiments for dipolar field between two magnets.

4.3 Benchmarking the framework

4.3.1 Compare to micromagnetic simulation: OOMMF

Now we want to validate our macro-spin approach with the micro-magnetic sim-

ulation like OOMMF. We now consider a system of two magnets RL and FL as in
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(a) (b)

(c) (d)

Fig. 4.3. a) A schematic setup for the calculating of the dipolar strength
(Dyy) at Free magnet due to Reference magnet (both have the same di-
ameters). b) Dyy could be measured via the shift in hysteresis of the
Free magnet due to the dipolar field of Reference magnet. c) OOMMF
simulations (reproduced by permission from Professor A. D. Kent at New
York University) of Dyy as a function of diameters of Ref layer and the
distances between Ref and Free layers. d) Macro-spin model calculations
of Dyy by integrating Eq.(4.11) and using M ref

s = 0.86× 106.

Fig.4.3(a) and would like to calculate the strength of the dipolar coupling at FL due to

the RL. In OOMMF or in the experiments, this can be done by first calculating/mea-

suring the hysteresis loop of an isolated FL magnet and then calculating/measuring
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the shift in the hysteresis of the FL in the presence of the RL indicated in Fig.4.3(b).

In our language, the shift in the hysteresis can be approximately estimated as:

Dyy =
MRef

s

VFL

∫
VFL

d~r′d̃yy(~r
′) (4.11)

which physically is the average dipolar field at FL due to the RL. Figure 4.3(c) shows

the calculations (done by A. D. Kent’s group at NYU) of Dyy obtained via micro-

magnetic simulation (OOMMF) for different diameters of the Ref layer and distances

δ (noted that the rfree = rRef in all calculations). Using the same parameters in

OOMMF simulations such as M ref
s = 0.86×106A/m and the same geometric param-

eters, we calculated the values of Dyy by evaluating the Eq.(4.11) and showed the

results in Fig.4.3(d).

It is clear that our simulations are in excellent agreement with the micro-magnetic

simulations. Two key points are observed:

� At a given distance δ, the smaller the radius, the larger the dipolar fields. This

is also one of the main issues in scaled pMTJ reported in IBM’s experiment [54].

� The smaller the radius, the faster the decay of dipolar field as a function of

distances. Therefore, it is very hard to eliminate the dipolar fields in scaled

pMTJ even with the careful designs of SAF2 layer, simply because they are far

away from the FL.

4.3.2 Compare to Tohoku’s Experiments

In the conventional MTJ structures, the RL and FL normally have the same di-

ameters. However, this may not be a good choice in terms of the dipolar field as

inferred from Fig.4.2. Experimentally, it has been shown that the stepped structure

in Fig.4.4 could significantly reduce the dipolar field at FL due to RL [44]. In the

experimental setup (Fig.4.4), both FL and RL have the same diameters 2R = 100nm

in the conventional structure while they have different diameters in the stepped struc-

ture 2RRL = 300nm and 2RFL = 100nm. The strengths of the dipolar coupling were
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Fig. 4.4. Schematic setups for conventional and stepped structures in
Tohoku’s experiment [44]. tref = 1nm, tfree = 1.7nm, MgO = 1nm,
MRL

s = 106A/m.

reported by measuring the shifts in the hysteresis of both stepped and conventional

structures. It is clearly shown that (table 4.1) the stepped structure has much less

dipolar field at the FL as compared to the conventional structure.

Physically, can we understand why stepped structures are better than conventional

ones in terms of dipolar field? The answer is yes and it can simply be inferred from

Fig.4.2. For a given distance δ above the RL, the dipolar fields coming out from the

RL are strongest near the edges and smallest at the center (offset=0), for example:

Hy(Offset ≈ RRL) > Hy(Offset ≈ 0)

And the total dipolar field at FL is the average dipolar field at FL, namely:

Dyy =
1

VRL

∫
Hy(~r)dVFL

Therefore, if FL has the same size as RL in the conventional structure, the average

dipolar field at FL should be large due to contributions from the edges, namely

Hy(Offset ≈ RRL). However, in the stepped structure, most of contributions are

coming from Hy(Offset ≈ 0) and there is no contribution of dipolar fields from the

edges. Hence the dipolar field should be small in the stepped structure.
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Table 4.1
Experimental data and simulation results for the shift in hysteresis of the
FL (Dyy) for both conventional and stepped structures.

Conventional Structure Stepped Structure

Dyy: Tohoku’s Experiment 22mT 5mT

Dyy: Theory 20.5mT 4.5mT

Using the same experimental parameters such as the diameters, thicknesses tRL,

tFL, tMgO and saturation magnetization Ms of both magnets, we evaluate the total

dipolar fields Dyy at FL for both conventional and stepped structures and compare

them with the experimental data. It is clear that our model is in good agreement

with the experimental results as shown in table 4.1.

We then now would like to extend the results to a range of RL and FL diameters

shown in Figure 4.5. Here we calculate Dyy as a function of RL diameters (or radius)

for given sizes of FL. Here are some key observations:

Fig. 4.5. Dyy: the strength of dipolar field at FL due to RL, as a function
of radius of the RL and for a given size of FL. tref = 2nm, tfree = 2nm,
δ = 4nm, Ms = 106A/m
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� Dyy is strongest in the conventional structures where the diameters of FL and

RL are equal.

� Dyy is small in asymmetric structures with rfree < rref or rfree > rref . The

stepped structures fall into this category.

� Dyy for conventional structures (rfree = rRef ) increases as one reduces the sizes

of FL and RL. This is one of the main difficulties in scaling MTJ devices.

4.4 Modeling dipolar fields of full MTJ stacks including Synthetic Anti-

Ferromagnetic (SAF) layers

So far we have shown that dipolar couplings at FL increase dramatically as one

scales down the diameter of the MTJ in Fig.4.5. One of the direct way to reduce

the dipolar field is to use a material with low Ms [56]. Another common way is to

use the synthetic anti-ferromagnetic (SAF) layer as mentioned in the introduction.

SAF1 layer is used to reinforce the RL layer so that its magnetization can be pinned

while SAF2 (which has the magnetization opposite to the one of the SAF1) is used

to reduce the dipolar fields at the FL [57,58]. Basically, SAF layers are Cobalt based

multi-layers such as: [Co/Pt], [Co/Pd] or [Co/Ni] [59, 60].

In this section, we would like to describe the modeling of the full pMTJ stack

including the SAF layer. Fig.4.6 shows an example of a full pMTJ stack [54] where

SAF1 and SAF2 consist of [Co/Pd]n muti-layers (n represents the number of rep-

etition of the [Co/Pd] layer). The SAF1 and SAF2 are separated by the Ru layer

whose thickness is well chosen so that the SAF1 and SAF2 to be in the anti-parallel

configuration due to the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction. The

total dipolar field at the FL is simply the summation of all dipolar fields coming from:

Ref, SAF1 and SAF2 layers. Then one of the very first questions in calculating the

dipolar fields at FL is how to calculate the saturation magnetization of the Cobalt

based magnetic multi-layers in the SAF1 and SAF2.
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Fig. 4.6. An example of a full pMTJ stack [54] and its schematic rep-
resentation. The SAF1 and SAF2 layers are [Co/Pd] multi-layers where
N1 and N2 represent the number of repetition of the layers. Note that
the SAF1 and SAF2 are separated by the Ru layer whose thickness is well
chosen so that the SAF1 and SAF2 to be in the anti-parallel configuration
due to the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction.

Saturation magnetization of Cobalt based multilayers

In the full pMTJ stack (Fig.4.6) one needs to know the saturation magnetization

of [Co/X] layer (where X could be Pd, P t,Ni...). Note that, even though X by itself

is not a magnetic material, it could have induced magnetization when it is in contact

with Co material [61,62]. Experimentally, M
[Co/X]
s of the composite layer is measured

for the entire layer. Therefore, we can also treat the composite layer [Co/X] as a single

magnet with an average magnetization taken from the experimental values. In some

cases, we can treat the [Co/X] as a single magnet having thickness tCo/X = tCo + tX

and the average saturation magnetization M
Co/X
s as [63]:

MCo/X
s =

MCo−bulk
s tCo +MX−induced

s tX
tCo + tX

(4.12)
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Fig. 4.7. M
Co/Pd
s of composite [Co(tCo)/Pd(0.9nm)] layer. The dotted

circle line is the experimental data [63]. The analytical line is obtained
by using Eq.(4.12) with MPd−induced

s = 210emu/cm3

where MX−induced
s (can be measured experimentally) is the induced magnetization

of X (could be non-magnetic material) when it is in contact with Co. Figure 4.7

shows the experimental data on the magnetization of Co(tCo)/Pd(0.9nm) system as

a function of tCo thickness. The magnetization of the composite layer as a function

of Co thickness can be well described by Eq.(4.12). In the calculations, MPd-induced
s =

210emu/cm3 was taken from the experimental measurements [63].

However, it should be noticed that the Ms of [Co/X]n could depend on the number

of layer as reported in [60] which is shown in Fig.4.8.

Therefore, in our simulations, we treat the multi-layer cobalt based [Co/X]n as a

single magnet whose thickness is ttot = (tCo+ tX) ·n and the saturation magnetization

of the composite system M
[Co/X]n
s as a fitting parameter taken from experiment.
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Fig. 4.8. Experimental data on the magnetic properties of composite
[Co/Pt]n as a function of the repetition number n. Reprinted with per-
mission from [60]. Copyright 2010, AIP Publishing LLC.

4.4.1 Benchmark against experiments

We now can calculate the total dipolar at FL in a full pMTJ stacking including

RL, SAF1 and SAF2. Figure 4.9 shows the experimental data [54] of coercive fields

Hc and the shifts in the hysteresis of the FL Hoffset = Dyy as a function of the

diameters of a pMJ stack: 0.85 CoFeB/1.4 MgO/0.8 CoFeB/0.3 Ta/0.25 Co/0.8

Pt/[0.25 Co/0.8 Pd]4/0.3 Co/0.9 Ru/[0.25 Co/ 0.8 Pd]8 where the thicknesses are

in nm. As mentioned before, the dipolar fields increase dramatically as one reduces

the diameters of the stack even in the presence of the SAF2 layer. On top of that, at

small diameters, the dipolar fields are comparable to the coercive fields Hc of the FL,

which means we completely lose information stored in the FL magnet. Since now the

FL always points in the direction of the total dipolar fields at FL.
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Fig. 4.9. Comparison between theory and experimental data (Reprinted
with permission from [54]. Copyright 2012, AIP Publishing LLC) for the
total dipolar fields Hoffset at the Free layer as a function of the diameters
of the stack (Hoffset was extracted from the shifts of the hysteresis). For
theoretical calculation, the black dot curve calculates the dipolar field at
FL due to only the RL. Here Ms(Co/Pt) = Ms(Co/Pd) = 0.4,Ms(RL) =
1 (in the unit of 106A/m).

Using the same parameters such as geometries for each magnetic layer used in the

experiment and the saturation magnetizations for composite magnetic layerMs[Co/Pt] =

Ms[Co/Pd] = 0.4× 106A/m fitted using Eq.(4.12) with M induced
s = 210emu/cm3, we

calculate the Hoffset = Dyy at the FL by summing all the dipolar field contributions of

RL, SAF1 and SAF2 at the FL. Note that, in this calculation, non-magnetic materials

such as MgO, Ta and Ru will not have any contributions and they act as spacers in

the simulations. The numerical results are in good agreement with the experimental

data as shown in Fig.4.9. It is also noted that, the main contributions to the dipolar

fields at the FL are from the RL. At small diameters, SAF2 layer does not sufficiently

cancel the total dipolar due to RL and SAF1. Since SAF2 is far away from the FL,
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the dipolar fields decay much faster than the SAF1 and RL (see for example the

calculations in Fig.4.3(d)). This is one of the reasons making designs of scaled pMTJ

difficult.

Fig. 4.10. The hysteresis shifts as a function of diameters for the structure
in Fig.4.9. The theoretical calculations imply that the dipolar fields at
Free layer are dominated by the RL and SAF1 layers. Reprinted with
permission from [54]. Copyright 2012, AIP Publishing LLC.

The numerical simulations in Fig.4.9 agree not only with the experiment in terms

of the absolute values of the shift in the hysteresis but also with the signs of the

shifts. This is confirmed in the Fig.4.10 where it shows the details of the experimental

hysteresis shifts of the FL for different diameters as well as the numerical simulations

done by coupling the dipolar fields with coupled LLG equations. As depicted in

the schematic, the results imply that the total dipolar field at FL is dominated by

the contributions from the RL and SAF1 since the Free layer needs large (positive)
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Fig. 4.11. A hysteresis of the free layer in an IBM’s MTJ stack [64]. The
theoretical calculations agree with experiment about the magnitude of the
Hoffset and suggest that the main contribution is from SAF2. Reprinted
figure with permission from [64] Copyright 2011 by the American Physical
Society.

magnetic field to be in the anti-parallel state (with the RL) and small (negative)

magnetic field to be in the parallel state.

However, for another structure [64] such as the one in Fig.4.11, the dipolar field

at the Free layer is dominated by the SAF2 layer where it needs larger magnetic field

in order to be in the parallel states than in the anti-parallel states. Note that in this

case, we have a very thick SAF2 and the device diameter is quite large (120nm).

4.5 From multi-layer model to three magnet model

Up to now, we have constructed a numerical framework to analyze the dipolar

field for any given structure of a pMTJ. In this section, however, we want to know
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Fig. 4.12. The complex pMTJ structure can be understood in terms of a
system of three magnets. The simulations for the full stack are the same
as the simulations in Fig.4.9.

what are the key parameters that govern the dipolar fields at the FL because this kind

of understanding will help in designing the stray fields in pMTJ at various technology

nodes. We start with an observation that, the complex pMTJ can be simplified into

a system of just three magnets: RL, SAF1 and SAF2 where SAF1 and SAF2 are

not multi-layer magnets but instead are just one-layer fictitious magnets depicted in
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Fig.4.12. In the three magnet model, the thickness of the fictitious SAF1 or SAF2

magnet is simply the total thickness of the original multi-layer SAF1 and SAF2. The

magnetization MSAF
s , on the other hand, could be calculated by equating the average

dipolar field at FL due to the multilayer SAF to the average dipolar field at FL due

to the fictitious magnet whose thickness is tSAF :∑
layer Y

Ms(Y )DY,FL
yy (tY ) = MSAF

s DSAF
yy (t = tSAF ) (4.13)

here the summation is evaluated for all layers within the SAF . Note that each layer

Y could have difference Ms(Y ).

Fig.4.12 confirms the validity of the three magnet model by recalculating the Hoffset

for the experiments shown in Fig.4.9. The model agrees well with the simulations for

the complex multi-layer pMTJ.

Given the validity of the model of three magnets, we now can identify the key

parameters governing the dipolar field in pMTJ. Clearly, the model suggests that the

key parameters are thicknesses: tRL, tSAF1, tSAF2, R (geometry) and saturation mag-

netizations of RL, SAF1 and SAF2 layers MRL
s ,MSAF1

s ,MSAF2
s (material). However,

even with the simplification used in the three-magnet model, it is still very hard to

analytically calculate the average dipolar field at the FL. Therefore, instead of aver-

aging the dipolar fields at the FL, we only calculate the dipolar fields at the center

of the FL magnets, which can be evaluated analytically. Note that, the fields at

~r = {x = 0, y, z = 0} of a cylindrical magnet:

H0
y (y, t) =

Ms

2

[ y√
y2 +R2

− y − t√
(y − t)2 +R2

]
(4.14)

Note that y is the distance from top edge of the magnet. Therefore, for a very

crude approximation, the total dipolar field at FL can be approximated as the total

dipolar field at the center of the FL coming from the RL, SAF1 and SAF2 layers:

H0
Offset = Dyy ≈ H0

y (yRL, tRL) +H0
y (ySAF1, tSAF1)−H0

y (ySAF2, tSAF2) (4.15)

where yRL, ySAF1 and ySAF2 are the distances from the top edges of RL, SAF1 and

SAF2 layers to the center position of the FL respectively.
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Fig. 4.13. Numerical (averaging the dipolar field over the FL) and ana-
lytical (only dipolar field at the center of FL) simulations for the total
field at the FL: a) Geometry factors. The parameters used in the simu-
lations: diameter of the pMTJ stack =55nm, MRL

s = 106A/m,MSAF1
s =

MSAF2
s = 0.5 × 106A/m, tMgO = tFL = 1nm, tRu = 0.9nm. b) Ma-

terial factors. The parameters used in the simulations: diameter of
the pMTJ stack =55nm, MRL

s = 106A/m,MSAF1
s = 0.5 × 106A/m,

tSAF1 = 5nm, tMgO = tFL = 1nm, tRu = 0.9nm. In both a) and b)
the analytical results are obtained via Eq.(4.15) and Eq.(4.14)

It turns out that the analytical equation (Eq.(4.15)) or total dipolar field at the

center of FL, qualitatively captures the physics and the behavior of the total aver-

aging dipolar field at the FL (numerical). In particular, it captures the behaviors

of the dipolar field as a function of geometry and material parameters as shown in
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Fig. 4.14. Numerical (averaging the dipolar field over the FL) and ana-
lytical (only dipolar field at the center of FL) calculations for the critical
thickness of SAF2, t0SAF2 (needed in order to have the total zero dipolar
field at FL) as a function of the diameters of the pMTJ for different val-
ues of SAF1 thicknesses. Here MSAF1

s = MSAF2
s = 0.5 × 106A/m and

MRL
s = 106A/m, tRL = tLF = tMgO = 1nm. The analytical results are

obtained via Eq.(4.15) and Eq.(4.14).

Fig.4.13(a) and Fig.4.13(b) respectively. It also captures the behavior of dipolar field

as a function of diameter as shown in Fig.4.14.

In Fig.4.13(a), the total fields at FL are calculated as a function of the geometric

parameters such as tSAF1 and tSAF2. Both the numerical and analytical results capture

the fact that a small increase in the thickness of SAF1 will result in a very thick SAF2

layer to compensate the dipolar field at FL. On the other hand, Fig.4.13(b) shows
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the calculations of the total fields at FL as a function of the material parameters such

as MSAF1
s and MSAF2

s . The analytical results qualitatively agree with the numerical

simulations and directly imply the dependence of the dipolar field on material choice.

Fig.4.14 shows the numerical calculations of the critical thickness of SAF2 t0SAF2

needed in order to have zero total field at the FL as a function of the diameters of the

pMTJ stack. In order to calculate t0SAF2, for a given diameter and thickness of tSAF1,

many different values of tSAF2 have been tried before finding out the one that gives

the total zero dipolar field at FL. The analytical calculations qualitatively agree with

the numerical simulations which in turns shed light on the dependence of the dipolar

field on diameters. This is helpful in designing scaled pMTJ.

4.6 Summary

In this chapter:

� We have created an experimentally validated tool that can calculate the stray

fields in pMTJ stack for arbitrary geometries and materials.

� This tool can be used to design devices having small dipolar fields so that one

can have symmetric retention time for various technology nodes.

� We have introduced the three-magnet model that can be used to study the

complex pMTJ stacks. On top of that, we have provided a simple analytical

equation that qualitatively captures the (complex) physics of dipolar fields in

pMTJ. We, therefore, identify the key parameters and their dependence on

dipolar fields.

� The model can be coupled with spin transport and magnet dynamics to find

out the impacts of stray fields on switching dynamics.
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5. SPIN SWITCH OSCILLATOR: A NEW APPROACH

BASED ON GAIN AND FEEDBACK

Copyright 2014 IEEE. Reprinted, with permission, from [14]. Most of the

material in this chapter have been extracted verbatim from the paper::

”The spin switch oscillator: A new approach based on gain and feedback”,

Vinh Diep and Supriyo Datta, 72nd Annual Device Research Conference

(DRC), 2014.

5.1 Motivation and Key Results

Since devices with gain and directionality can be used to build oscillators, in this

chapter, we will describe a spin switch oscillator based on the standard principle of

incorporating feedback into a device with gain.

The traditional spin transfer nano-oscillator (STNO) utilizes spin current as an

anti-damping mechanism to cancel the damping related to the motion of magnet to

generate persistent oscillations of nano-magnets. However, at present STNO has very

low output power (� µW ) and usually requires external magnet field to operate

[65–67]. Here, we propose a new kind of nano-oscillator based on the standard

principle of incorporating feedback into a device with gain, which should exhibit a

high tunable output power (0-30µW ) without external magnetic fields. The gain is

provided by the recently proposed spin switch (SS) device [7] which combines a Giant

Spin Hall Effect (GSHE)-based Write device and a magnetic tunnel junction (MTJ)-

based Read device in a unique configuration that provides a transistor-like electrical

isolation between input and output.

Fig.5.1(a) and Fig.5.1(b) show the schematic and basic principle operation of a

spin switch oscillator (SSO): input voltage Vin > Vth (Vth is a threshold voltage)
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Fig. 5.1. (a) The schematic and (b) the operational principle of Spin
Switch Oscillator (SSO) is similar to the feedback oscillator: for a given
voltage Vin , input magnet m̂R gives rise to the charge current Iin ∼
mR,zVin (z is the easy axis) and the amplified spin current ~Is,W forces the
output m̂W to be parallel to mR,z ẑ. Because of dipolar coupling, m̂R wants
to anti-parallel to m̂W . As a result, there are no stable configurations
in SSO. When oscillation occurs, both m̂W and m̂R will move in-phase
(Barkhausen criterion). (c) Detailed structure of spin switch, adapted
from [7], and it behaves as an (hysteresis) inverter. Copyright 2014 IEEE.
Reprinted, with permission, from [14].

and magnet direction m̂R will give rise to a charge current Iout which becomes the
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input current to the giant spin hall effect (GSHE) Iin ∼ m̂R · M̂Vin (where M̂ is the

direction of fix magnet in the MTJ stack) which in turns results in a spin current

~Is,W = βIinẑ discussed in previous chapters. This spin current forces the output

m̂W of Write unit (W ) to be parallel to mR,z ẑ (ẑ is easy axis). Because of dipolar

coupling fields, ~HW
dip,

~HR
dip, m̂R want to anti-parallel to m̂W . As a result, there are no

stable configurations in SSO. Oscillation can occur when both m̂W and m̂R move in-

phase in accordance with the textbook Barkhausen criterion for oscillation in feedback

circuit. Fig.5.1(c) shows the physical structure of SS (adapted from [7]) and its input-

output characteristic. The SS consists of a Write (W) unit and a Read (R) unit

with free m̂R, m̂W magnetic layers coupled via dipolar coupling. This setup allows

information to propagate from the Write to the Read unit while maintaining their

electrical isolation. The threshold current/voltage needed to drive the Write unit

were estimated in previous study [7] : Ith ∼ 30µA, Vth ∼ 150mV for magnets with

volume VW = 80nm× 110nm× 2nm.

Our objective in this chapter is to establish the operational properties of SSO

based on numerical and analytical results.

5.2 Modeling spin switch oscillator

We start with the coupled LLG equations, Eq.(3.1) describing the SS mentioned

in chapter 3 (which I re-write here for the purpose of clarity):

(1 + α2
W )

dm̂W

dt
= −γm̂W × ~HW (m̂W , m̂R)− αWγm̂W × m̂W × ~HW (m̂W , m̂R)

− m̂W × m̂W ×
Îs

qMW
s VW

+ αW m̂W ×
Îs

qMW
s VW

(5.1)

(1 + α2
R)
dm̂R

dt
= −γm̂R × ~HR(m̂W , m̂R)− αRγm̂R × m̂R × ~HR(m̂W , m̂R)
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where we use the fields as in Eq.(5.2) (same as Eq.(3.2) and Eq.(3.3)):

HW =


0 0 0

0 −HW
d 0

0 0 HW
c



mW
x

mW
y

mW
z

+
VR
VW

MR
s


Dxx 0 0

0 Dyy Dyz

0 Dyz Dzz



mR
x

mR
y

mR
z



HR =


0 0 0

0 −HR
d 0

0 0 HR
c



mR
x

mR
y

mR
z

+MW
s


Dxx 0 0

0 Dyy Dyz

0 Dyz Dzz



mW
x

mW
y

mW
z


(5.2)

which could be written in the dimensionless variables:

dm̂W

dτ
= −m̂W × ~hW − αW m̂W × m̂W × ~hW

− m̂W × m̂W ×~is,W + αW m̂W ×~is,W
1 + α2

R

1 + α2
W

dm̂R

dτ
= −m̂R × ~hR − αRm̂R × m̂R × ~hR

(5.3)

where we normalized the fields and time as in:

τ = (γµ0Hkt)/(1 + α2
W ); ~hW,R = ~HW,R/Hk

The dipolar tensor and demagnetization fields can be calculated via Eq.(3.15) and

Eq.(3.16).

5.2.1 Oscillator: parallel or anti-parallel?

GSHE block: parallel

Using the coupled LLG Eq.(5.3), one can now numerically analyze the SSO. First,

we would like to understand the role of the GSHE block which acts as gain in the

feedback oscillator. Fig.5.2 shows the simulation results of the states of m̂R and m̂W

as a function of time when we turn on the voltage Vin > Vth but ”disconnect” the

dipolar coupling between m̂W and m̂R. This can be done by setting the dipolar tensor

[D] = [0]3×3 in Eq.(5.2). Starting from any initial configuration of {m̂W , m̂R}, one can

see that the final states are always parallel states. On top of that, the m̂W wants to



68

Fig. 5.2. The role of GSHE block in SSO: m̂W wants to be parallel to m̂R

follow the m̂R state. This can be easily understood in the sense that the spin current

~Is,W that goes into the LLG block for W magnets carries the direction of m̂R [7]:

Îs,W = βIinẑ = β
VinPm

R
z

1 +Grgshe
(5.4)

where P = (GP − GAP )/G is the polarization and G = (GP + GAP ) is the total

conduction of the MTJ. rgshe is the resistance of the GSHE material. Since the spin

current acting on m̂W is polarized in the direction of mR
z , ~Is,W ∼ mR

z , the W magnet

wants to follow the R magnet.
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Fig. 5.3. The role of dipolar coupling block in SSO: m̂R and m̂W want to
be in anti-parallel states.

Dipolar coupling block: anti-parallel

On the other hand, as shown in Fig. 5.3, the role of the dipolar coupling block

is just opposite to the role of the GSHE block in the sense that both m̂R and m̂W

want to be in anti-parallel states. This can be done by turning off the GSHE block

via setting the spin current ~Is,W = 0 in the coupled LLG equation (Eq.(5.3)). This

can be justified in the sense that dipolar coupling between in-plane magnets wants

them to be anti-parallel states, provided that they are stacked along their smallest
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dimension (thickness of the magnets). This way of stacking makes the anti-parallel

states lower energy than the parallel states.

5.2.2 Spin Switch Oscillator

Fig. 5.4. By combining the GSHE and Dipolar block, one can obtain the
oscillation of m̂W and m̂R magnets. Note that both magnets are moving
in-phase.

In the previous sections, we mentioned that the GSHE block wants m̂W and m̂R

to be in parallel states while the dipolar coupling block wants m̂W and m̂R to be in

anti-parallel states. As a result, one can achieve the spin switch oscillator by simply
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turning on both GSHE and dipolar coupling blocks. Fig.5.4 shows the oscillation of

both m̂W and m̂R by solving the coupled LLG equations using the dipolar tensor

calculated for two magnets having dimensions: 80nm× 2nm× 110nm for Read and

90nm× 2nm× 130nm for Write. They are stacked vertically and the distance from

edge to edge between two magnets is δ = 10nm. In this simulation, we assume

the switching fields of both magnets are the same: HW
c = HR

c = 10mT [68] and

MW
s = MR

s = 106A/m. This gives rise to the following dipolar tensor value (in the

unit of Hc):

[D]Ms/Hc =


−2.1 0 0

0 −3.4 0.47

0 0.47 −1.3

 (5.5)

Next, we would like to argue that, the main components responsible for the oscillations

are dxx and dzz. In other words, one can always approximate:

[D]Ms/Hc =


−2.1 0 0

0 0 0

0 0 −1.3

 (5.6)

In Fig.5.5, we show the oscillation patterns of SSO for different values of the

dipolar tensor. As one can see, using the full dipolar tensor as in Eq.(5.5) or using

just dxx and dzz as in Fig.5.5(b), the results are almost identical. However, there will

be no oscillations if one sets dxx = 0 in the dipolar tensor as in Fig.5.5(c). Therefore,

we would like to analytically derive frequency of the SSO based on the dipolar tensor

having dxx and dzz only.
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Fig. 5.5. SSO oscillators for different values of dipolar tensors.(a) Full
dipolar tensor as in Eq.(5.5). (b) Only dxx and dzz are presented in the
D tensor and (c) Only dzz is presented in the D tensor.

5.3 SSO frequency: analytical model

In this section, we want to derive the analytical expressions for the frequency of

SSO. From now on, we simplify the notations as in the following: m̂W = Ŵ , m̂R = R̂.

Therefore, the coupled LLG for Read and Write magnets:

dŴ/dτ = −Ŵ × ĥW − α× Ŵ × Ŵ × ĥW − Ŵ × Ŵ ×~is + αŴ ×~is
dR̂/dτ = −R̂× ĥR − α× R̂× R̂× ĥR

(5.7)
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Since there are only dxx and dzz, the fields will be:

ĥW =


dxxRx

−hdWy

Wz + dzzRz

 ĥR =


VrwdxxWx

−hdRy

Rz + VrwdzzWz

 (5.8)

where Vrw = VR/VW because we assume MR
s = MW

s . It is convenient to write the

LLG in the spherical coordinates:

Wx = sin(θW ) cos(ϕW )

Wy = sin(θW ) sin(ϕW )

Wz = cos(θW )

Rx = sin(θR) cos(ϕR)

Ry = sin(θR) sin(ϕR)

Rz = cos(θR)

(5.9)

We end up the LLG equation for θW,R and ϕR,W

dθW
dτ

= − sin (θW ) cos (ϕW ) sin (ϕW )hd − sin (ϕW ) sin (θR) cos (ϕR)Vrwdxx

− α sin (θW ) sin (ϕW )2 cos (θW )hd − sin (θW ) cos (θR)Vrwdzz

+ α
[

cos (ϕW ) cos (θW ) sin (θR) cos (ϕR)Vrwdxx − sin (θW ) cos (θW )
]

− sin (θW ) cos (θR) iz

dϕW
dτ

= cos(θW )
[
hd sin2(ϕW ) + 1

]
+ cos (θR)Vrwdzz

− cos (θW ) cos (ϕW ) sin (θR) cos (ϕR)Vrwdxx
sin (θW )

− αhd sin (ϕW ) cos (ϕW )

− αVrwdxx sin (θR) cos (ϕR) sin (ϕW )

sin (θW )
− cos (θR)α iz

(5.10)

Similarly one can write the equation for dθR/dτ and dϕR/dτ by replacing doing

W → R,R → W , iz = 0 and Vrw = 1 in the Eq.(5.10). However, we further assume

that the demagnetization fields are the dominant fields, e.g. hd � dxx, dzz. Since

iz ≈ αhd/2, we can ignore the αiz term in the dϕ/dτ . On top of that, we assume that
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when oscillation occurs, both m̂R and m̂W will move in phase (Barkhausen’s criteria)

which means dθW/dτ = dθR/dτ and dϕW/dτ = dϕR/dτ , leading to the following:

dθ

dτ
≈ − sin (θ) cos (ϕ) sin (ϕ)hd − α sin (θ) sin (ϕ)2 cos (θ)hd

− sin (θ) cos (θ)
(
Vrwdzz + iz

)
dϕ

dτ
≈ cos(θ)

[
hd sin2(ϕ) + 1

]
+ cos (θ)Vrwdzz

+ cos (θ) cos (ϕ) cos (ϕ)Vrwdxx − αhd sin (ϕ) cos (ϕ)

(5.11)

here we use the fact that θW = θR = θ and ϕ = ϕW = ϕR + π in Eq.(5.10).

Next, we assume that the magnets are moving in-phase with a very small ϕ, then

cos(ϕ)2 = 1− sin2(ϕ) ≈ 1. Therefore, the simplified LLG equation for the oscillator

is:

dθ

dτ
≈ − sin (θ) cos (ϕ) sin (ϕ)hd − sin (θ) cos (θ)

(
Vrwdzz + iz

)
dϕ

dτ
≈ cos(θ)

[
hd sin2(ϕ) + 1

]
+ cos (θ)Vrw(dxx + dzz)− αhd sin (ϕ) cos (ϕ)

(5.12)

Using sin(ϕ) ≈ ϕ, Eq.(5.12) becomes:

dθ

dτ
≈ − sin(θ)ϕhd − sin(θ) cos(θ)

(
iz + Vrwdzz

)
dϕ

dτ
≈ (1 + dzz + dxx) cos(θ) − αϕhd

(5.13)

Set u = cos(θ), we will have

du

dτ
≈ (1− u2)

[
ϕhd + u

(
iz + Vrwdzz

)]
dϕ

dτ
≈ (1 + dzz + dxx)u − αϕhd

(5.14)

Therefore, the frequency could be obtained via the imaginary part of the eigen-

values of the following equations:

du

dτ
≈ ϕhd + u

(
iz + Vrwdzz

)
dϕ

dτ
≈ (1 + dzz + dxx)u − αϕhd

(5.15)

with the eigenvalues:

iz + Vrwdzz − αhd
2

± 1

2

√
(αhd + iz + Vrwdzz)

2 + 4hd(1 + dzz + dxx) (5.16)
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Therefore, the frequency is (convert back to the normal unit):

f =
ω

2π
=
γHk

4π

√
−(αhd + iz + Vrwdzz)2 − 4hd(1 + dzz + dxx)

≈ γHk

4π

√
−4hd(1 + dzz + dxx)

(5.17)

Note that dxx and dzz are both negative. Our frequency formula is accidentally similar

to the well known Kitel’s formula in literature [65] (if one sets dxx = dzz = 0):

f =
γHc

2π

√
(1 +Hd/Hc) ≈

γHc

2π

√
hd (5.18)

Fig.5.6 shows the numerical simulation for the frequencies of SSO as a function of

the strength of the dipolar coupling (scale) and for different input voltages Vin. In

scale
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F
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H
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Fig. 5.6. The frequencies of SSO as a function of the strength of the
dipolar coupling for different input voltages Vin. As one can see, the
frequency does not strongly depend on the voltage as long as it is above
threshold. The analytical frequency Eq.(5.17) is in good agreement with
the numerical results.
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this case, we use the dipolar tensor in previous calculations, e.g. Fig.5.4, and assume

that one can enhance the dipolar coupling between W and R by:

[D]Ms/Hc = scale×


−2.1 0 0

0 0 0

0 0 −1.3

 (5.19)

The analytical frequency turns out to be in a good agreement with the numerical

simulations. Moreover, the weak dependence on applied voltage or spin current of

the numerical simulations can be understood via Eq.(5.17) due to the very large hd

term, e.g. hd � iz.

Spin Switch Oscillator design

In this section, we would like to discuss the possible designs of SSO as functions

of the dipolar coupling strength between (in-plane) W and R. The Fig.5.7 shows the

oscillation amplitude ofmr as a function of the aspect ratios and the distances between

the R and W magnets. For a given configuration between W and R magnets, the

dipolar tensor is evaluated (see appendix B) and coupled LLG equations are solved to

get both the frequency and amplitude of the oscillation of the R magnet. From Fig.5.7,

it suggests that R and W magnets should have small aspect ratios as well as a small

distance to maximize the amplitude of oscillations. This also is in agreement with

the previous calculations of the dipolar tensors in Fig.3.7(b) showing the reductions

of dipolar couplings for large zb/xb.

5.4 SS oscillator with tunable output and power estimations

In the previous sections, we described the basic principle of SSO. Next, we want

to discuss why SSO is interesting and how to make SSO having a tunable output.

Fig.5.8 shows one example of a SS oscillator where the amplitudes of the signals can

be controlled by the voltage Vout. Within the device, there are two spin switches: S1

and S2. The spin switch S1 is used to generate the oscillations and so far we have
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Fig. 5.7. The phase diagram for the frequencies of SS oscillator as a func-
tion of dimensions of Write magnet where the gray color is proportional
to oscillation amplitude of mr,z. In all simulations, we fix the thicknesses
of both magnets, yt = yb = 2nm. While changing the dimensions of
Write magnet, we also adjust the dimensions of Read magnet accordingly:
xt = 0.9xb, zt = 0.9zb. Copyright 2014 IEEE. Reprinted, with permission,
from [14].

discussed it. On the other hand, the spin switch S2, which is identical to S1 except

that it has only one MTJ at the R unit (see Fig.6.1), allows one to independently

control the amplitudes of oscillations by voltage Vout. Since both S1 and S2 share

the same GSHE channel and see the same charge currents, their free magnets m̂W

receive the same amount of spin currents which make them oscillate in-phase and so
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as the m̂R at the Read unit of S2. The ac output voltage across the load resistance

RL can be estimated from the circuit shown in Fig.5.9.

RMTJ =
RAP +RP

2
+

RAP −RP

2
mz cos(ωt)

= Rav (1 + Pmz cos(ωt)) (5.20)

and the voltage at Load:

VL = Vout
RL

RL +RMTJ

(5.21)

The amplitude of oscillations can be calculated as:

〈VL〉amplitude = VL,max − VL,min (5.22)

= Vout
2RLRavPmz

(RL +Rav)
2 − (RavPmz)

2 cos(ωt) (5.23)

Fig. 5.8. SS oscillator with tunable output: it comprises two spin switches,
S1 and S2. Spin switch S1 generates the oscillations and S2 duplicates the
signals of S1 given that m̂W of both S1 and S2 see the same (oscillating)
charge/spin current. The m̂W of both S1 and S2 oscillate in-phase and
so as the m̂R of S2. The spin switch S2 provides a way to independently
control the amplitude of oscillating output via the voltage Vout.
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Fig. 5.9. Equivalent circuit for the MTJ at S2 unit in Fig.5.8

Note that the output voltage at Load is directly proportional to the Vout. This is

why SSO can have a tunable ouput signal. On the other hand, one can estimate the

output power of the SSO as:

Power =
〈VL〉2amplitude

RL

(5.24)

Using, for example, the following parameters for the MTJ [65]: RL = 50Ω;Vout =

0.6V ;Rav = 450Ω;P = 0.4, one can have Power ≈ 30µW .

5.5 Summary

In this chapter, we have proposed a new kind of oscillator based on incorporating

feedback into a transistor-like amplifying device namely the spin switch. Unlike the

present-day state-of-the-art spin transfer nano oscillators (STNO) based on the deli-

cate balancing of magnetic fields and spin currents, this spin switch oscillator (SSO)

should exhibit high tunable output power without of external magnetic fields.

The matlab codes used to generate the figures can be found at:

https://drive.google.com/open?id=0B9ggzdMPBfz4VDdld0xPc19ldm8&authuser=

0

https://drive.google.com/open?id=0B9ggzdMPBfz4VDdld0xPc19ldm8&authuser=0
https://drive.google.com/open?id=0B9ggzdMPBfz4VDdld0xPc19ldm8&authuser=0
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6. SPIN SWITCHES FOR COMPACT

IMPLEMENTATION OF NEURON AND SYNAPSE

Most of the material in this chapter have been extracted verbatim from

the paper: ”Spin switches for compact implementation of neuron and

synapse”, Vinh Diep, Brian Sutton, Behtash Behin-Aein and Supriyo

Datta, Applied Physics Letters 104 (22), 222405, 2014. Reprinted with

permission from [15]. Copyright 2014, AIP Publishing LLC.

6.1 Motivation

Nanomagnets driven by spin currents provide a natural implementation for a

neuron and a synapse: currents allow convenient summation of multiple inputs, while

the magnet provides the threshold function. The objective of this paper is to explore

the possibility of a hardware neural network (HNN) implementation using a spin

switch (SS) as its basic building block. SS is a recently proposed device based on

established technology with a transistor-like gain and input-output isolation. This

allows neural networks to be constructed with purely passive interconnections without

intervening clocks or amplifiers. The weights for the neural network are conveniently

adjusted through analog voltages that can be stored in a non-volatile manner in an

underlying CMOS layer using a floating gate low dropout voltage regulator. The

operation of a multi-layer SS neural network designed for character recognition is

demonstrated using a standard simulation model based on coupled Landau-Lifshitz-

Gilbert (LLG) equations, one for each magnet in the network.

The standard building block for neural networks, Fig.6.1, consists of 1) a synapse

that multiplies a number of input signals xi with approriate weights wi and 2) a
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Fig. 6.1. Standard model for the basic building block of neural net-
works: A neuron sums the incoming signal xi with weights wi and gen-
erates the output according to the activation function f as expressed by
Eq.(6.1). Spin switches can be used to provide a compact implementation
of this building block as evident from comparing Eq.(6.4) with Eq.(6.1).
Reprinted with permission from [15]. Copyright 2014, AIP Publishing
LLC.
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neuron that sums all the weighted inputs together with a fixed bias b to produce an

output y determined by some nonlinear function f

y = f
(∑

i

wixi + b
)

(6.1)

It is well established that multilayer neural networks obtained by interconnecting

building blocks of this form can be designed to implement useful functions and pow-

erful algorithms have been developed for choosing the weights wi and the bias bi so

as to implement a desired overall input-output functionality.

Most neural networks are usually implemented through software although it is

recognized that hardware implementation could potentially [69, 70] lead to signifi-

cant speed, power improvements and massively parallel computation [71]. Different

proposals based on spin torque devices, domain wall motions and memristors were

previously proposed to implement neurons or/and synapses [72–74]. The objective of

this paper is to demonstrate the feasibility of implementing a hardware neural net-

work (HNN) using a spin switch (SS) [17] as the basic building block, by presenting

a concrete implementation of a SS neural network for character recognition and es-

tablishing its operation through direct simulation using experimentally benchmarked

models for SS devices. SS has a gain that gives it a transistor-like character allowing

multiple units to be interconnected without intervening CMOS circuitry for clocks or

amplifiers: one spin switch can directly drive the next one like ordinary transistors.

6.2 Spin switch as a basic building block for Neural Network

6.2.1 Modified Spin Switch for neural network

Fig.6.1 also shows a schematic representation and a detailed structure of a building

block implemented with a spin switch. It consists of a Write (W) unit and a Read (R)

unit with free magnetic layers or (y, y′) that are dipole coupled to ensure that the two

are always anti-parallel xi = −x′i. This configuration allows information to propagate

from the Write to the Read unit of a spin switch while maintaining their electrical



83

isolation. As we will see, the Write unit functions as a neuron which performs the

summation and threshold function f while the Read unit functions as a synapse which

provides the weighted output wixi.

The Read unit consists of one MTJ whose conductance is

Gi = gi/2(1 + PiŶi.ŷ
′
i) = gi/2(1− PiŶi.ŷi) (6.2)

where Pi = (GP − GAP )/gi; gi = GP + GAP ; Ŷi (or X̂i) is the magnetization of fixed

magnet and ŷi (or x̂′) is the magnetization of free magnet.

The Write unit consists of a giant spin Hall effect (GSHE) metal like Ta [13] or

tungsten [46] and a free magnet x̂i (or ŷi) which generates a spin current Is when

driven by a charge current Iin : Is = βIin, β = θSH(As/A) and θSH being the spin-

Hall angle. As and A are the cross-sectional areas for the spin and charge currents

respectively.

The Read unit functions as a synapse whose output current is weighted by ∼ ViGi

while the Write unit functions as a neuron (see Fig.6.1): it sums weighted inputs from

the R units of many spin switches labeled 1, · · · , i, · · · , n giving rise to a net current

Iin =
∑
i

Vi
Gi (x̂i)

1 +Gtotal r
+ Ib where Gtotal ≡

∑
i

Gi (6.3)

(r: resistance of the GSHE metal) and performs a hysteretic threshold function f of

the form sketched in the figure to produce the output:

y = f (Iin) = f (
∑
i

Vi gi
2(1 +Gtotal r)

(1− Pi X̂i. x̂i) + Ib) (6.4)

Comparison with Eq.(6.1) suggests that spin switches could provide a possible build-

ing block for HNN using Vi to implement the desired weights wi = Vigi/2(1 +Gtotr).

However, the details are not obvious especially since the function f is hysteretic rather

than the usual single-valued function.

In estimating the threshold current/voltage needed to drive the (next) Write unit,

we note that a spin current of 2Isc (critical spin current required to switch the magnet)
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will be needed to flip the Write magnet since it couples to the magnet of the Read

unit. Hence:

Ith ≥
2Isc
β

=
2Isc

θSH(As/A)
(6.5)

As a result, the threshold voltage

Vth ≥
2Ith

gi(1− P )
(1 +Gir) (6.6)

Using parameters described in Ref. [17], we have Isc = 160µA. If tgshe = 2nm and

the Hall angle reported experimentally θSH = 0.3 for tungsten, the threshold current

Ith ≈ 30µA.

Also assuming TMR of 135% for the MTJ and resistance-area product of As/GP =

4.3Ωµm2 [75], we have P = 0.4 and gi = (1.1kΩ)( − 1) for As = 80nm × 30nm. If

we choose other GSHE material [47,76] with comparable spin hall angle but with low

resistivity, then we can assume Gir � 1. This will give us Vth ≈ 100mV .

The power consumption of SS can be estimated as P = IthVth ≈ few µW along

with the switching time of magnet as τ ≈ 1ns, resulting in energy consumption for

the SS E ≈ few fJ per switch. We should mention, however, that from the point

of view of energy and delay, spin switches (or in general beyond-CMOS devices [4])

based on established technology are inferior to a single CMOS transistor, but may

still look attractive compared to CMOS based neurons [77], due to the compactness

and multi-functionality provided by the SS (note that, the area of a SS is roughly the

area of magnet in the Read or Write unit which is typically ≈ 100nm2). Moreover,

the switching energy of a single SS neuron could be lowered significantly as new

phenomena are discovered and developed (see for example [78,78,79]).

6.2.2 Composite spin switch neuron with built-in synapses

An important attribute of the SS is the possibility of large fan-out, whereby the

output from one spin switch can be used to drive hundreds of other spin switches thus

allowing large interconnectivity which is important for implementing neural network

functions.
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Fig. 6.2. A composite spin switch neuron with built-in synapses. The mag-
netization of any R unit represents the state of the neuron. The voltages
at R units represent the weight of synapses connecting to other neurons.
Reprinted with permission from [15]. Copyright 2014, AIP Publishing
LLC.

Fig.6.2 shows a SS neuron with multiple outputs where the voltage at each R unit

represents the synaptic weight of this neuron in connection with the other neurons.

Since each R unit has its own independent power supply, this neuron should be able

to drive a large number of outputs. Note that the interconnections between neurons

do not require GSHE material. They could be low resistance material (copper wires)

with no increase in energy consumption. The only limitation arises from the threshold

current/voltage needed to drive such a big neuron. Eq.(6.5) shows that the threshold

current is proportional to the area A of GSHE, but independent of its length. Of

course the resistance r of the GSHE increases with length but this has a minimal effect

on the threshold voltage as long as the factor (1 +Gir) is not excessive. For example,

if Lgshe/LFM = 100,Wgshe/WFM = 2, ρgshe = 10−7Ωm we have (1 +Gir) ≈ 3.
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6.2.3 Training methods for hysteresis activation function by back propa-

gation method

We focus on the multi-layer feed-forward NN with training done off-line by smooth-

ing the SS hysteresis function to make it differentiable and adapting the back-propagation

method [80]. Other techniques such as the weight perturbation method [81] or the

extreme learning machine [82] might also be suitable especially for on-chip train-

ing. The key difference with standard neural network design is the hysteresis in the

threshold function f which makes the overall design more robust, but requires an

extra condition during the training: the currents arriving at each neuron have to be

above threshold. In this section, we will focus on how to do the training for NN

having hysteresis activation functions as in SS.

Back-Propagation (BP) method: the bottom line

Here we will briefly mention idea behind the BP method: Suppose we have a

network as in Fig.6.3 where we want to find the weight ωij and bias bi so that the

Fig. 6.3. An example of a neural network used to illustrate the idea
behind the BP method.
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output y4 will be as close as to the desired output d. This means we want to minimize

the error function:

ε =
1

2
(d− y4)2 (6.7)

Note that the total input at a neuron k is defined as:

zk =
∑
i

ωikxi + bi (6.8)

and the neuron k will produce the output according to its activation function f :

yk = f(zk) (6.9)

Starting from the output layer (neuron 4), we note that the change in weights (in this

example ω42 and ω43) coming to neuron 4 will change the output and hence the error

function. Therefore, the update of the weights should be:

∆ω42 = −η ∂ε

∂ω42

= −η ∂ε
∂y4

∂y4

∂z4

∂z4

∂ω42

= η
[
(d− y4)f ′(z4)

]
(1 + Py2) = ηφ4

(6.10)

where φ4 = [(d− y4)f ′(z4)]). Using the information of φ4 and ω42, we process to find

the update for the weight close to the input layer ω21

∆ω21 = −η ∂ε

∂ω21

= −η ∂ε
∂y4

∂y4

∂z4

∂z4

∂y2

∂y2

∂z2

∂z2

∂ω21

= η
[
φ4(Pω42)f ′(z2)

]
(1 + Py1) = ηφ2(1 + Py1)

(6.11)

where φ2 = φ4(Pω42)f ′(z2). Similarly we can find the update for ∆43 and ∆31. For

the update of bias,

∆b4 = −η ∂ε
∂b4

= −η ∂ε
∂y4

∂y4

∂z4

∂z4

∂b4

= η
[
(d− y4)f ′(z4)

]
= ηφ4

(6.12)

and one can easily prove that

∆b2 = ηφ2P (6.13)
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Fig. 6.4. An approximation of hysteresis function (c = 4 in Eq.(6.14))
used in the training of hysteretic NN. Reprinted with permission from [15].
Copyright 2014, AIP Publishing LLC.

Since the back propagation (BP) method requires a differentiable activation function,

we have to approximate the hysteresis activation of the magnet, for example, in the

following way:

y = f(x, x0) =

 tanh(c · (x− 1)) if x ≥ x0

tanh(c · (x+ 1)) if x ≤ x0

(6.14)

where x0 is the history value of x. For example, the red curve in Fig.6.4 is calculated

with large negative x0 while in the green curve, x0 is a large positive number. To

illustrate the concept, we focus on SS neural network having 3 layers: input, hidden

and output as in Fig.6.5 where each neuron is a W − R pair having opposite mag-

netization. The signals arrive at W units and come out at the R units. Given a set

of input [x] (training set) and a desired output [d] vector, the BP method will find

weight matrices [W1], [W2] and bias [b1], [b2] vectors such that the input produces the

output. The output of a neuron i is:

yi = f

(∑
j

Wij(1± Pj xj) + bi

)
(6.15)
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Fig. 6.5. A typical spin switch neural network with 3 layers: input, hidden
and output layers. [x] is the input vector, [b1] and [y] are respectively the
bias and output of W neurons in the hidden layer. [b2] and [O] are bias
and output vectors of neurons in the output layer respectively. Reprinted
with permission from [15]. Copyright 2014, AIP Publishing LLC.

where xj is the magnetization of magnet in the W or R unit (they have opposite

signs). Therefore, we can follow the BP method in literature [80] with neuron states

represented by 1 +Pxj or 1−Pxj. Here are the steps used in finding the weights for

a SS neural network:

For each training (epoch) {

Randomly initialize values of [W1], [W2], [b1], [b2]

and states of neurons in the hidden and output layers.

For each vector in the input set:
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{

Feed Forward, calculate updated functions and update the weight

}

}

Evaluate the total mean square error

The Feed Forward, update functions and weigh update are described in the flowing

steps:

1. Calculate the outputs of neurons in the hidden layer

[y] = f(W1(1 + P [x]) + [b1])

where f is the activation function. Notice that those are the outputs of the

Write units.

2. Calculate the outputs of neurons in the output layer:

[O] = f(W2(1− P [y]) + [b2])

Notice that the outputs of Read unit are opposite to the outputs [y] of Write

unit in step 1.

3. Calculate the update functions:

[Φ2] = [f ′|at output].×
(

[d]− [O]
)

[Φ1] = [f ′|at hidden].× [W2]T [Φ2]

Where the derivatives of f are evaluated at output and hidden layer neurons

for Φ2 and Φ1 respectively. The .× means element times element between the

two vectors. []T means the transpose of the matrix.
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4. Update the weight matrices and bias vectors:

[b1] = [b1]− ηP [Φ1]

[b2] = [b2] + η[Φ2]

[W1] = [W1]− ηP (1 + P [x])T [Φ1]

[W2] = [W2] + η(1− P [y])T [Φ2]

where η is the learning coefficient.

The total mean squared error function can be calculated as:

E = 1/2
∣∣∣[d]− [O]

∣∣∣2 (6.16)

If E is smaller than a selected criteria, we stop the algorithm, otherwise continue to

train the network.

As mentioned before, the hysteresis activation function requires one more condi-

tion: the total weighted sum arriving at neurons has to be above threshold. This will

make sure that, the mapping from the input to the output is independent of the initial

states of the hidden and output neurons. One way to accomplish this is to randomize

the states of the neurons before entering for loop of input set in the above scheme.

It is also desirable to find weights that have low voltage values to avoid accidental

switching of magnets in the Read units. The states of neurons should be determined

by the signals arriving at the W units and not by the weight voltages at R units.

6.2.4 Modeling Spin Switches Neural Network(NN)

To model SS devices, it is noticed that each SS with a W/R pair requires a pair

of LLG equations for the magnet pair x̂i (or ŷi) and x̂′i ( or ŷ′i).

dx̂i
dτ

= −x̂i × ~h− αx̂i × x̂i × ~h− x̂i × x̂i ×~isi + αx̂i ×~isi
1 + α′2

1 + α2

dx̂′i
dτ

= −x̂′i × ~h′i − αx̂′i × x̂′i × ~h′i − x̂′i × x̂′i ×~i′si + αx̂′i ×~i′si
(6.17)

where

τ = (γµ0Hkt)/(1 + α2); ~h = ~H/Hk; ~h
′ = ~H ′/Hk
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where H and H ′ are defined in the previous chapter (Eq.(3.2) and Eq.(3.3)). The

dimensionless spin currents in Eq.(6.17) are given by:

~isi =
~Isi

(2q/~)µ0HkMsΩ
; ~i′si =

~I ′si
(2q/~)µ0HkMsΩ

(6.18)

The following parameters are used for all magnets:

α = 0.01; Hd = 50Hk, DzzMs = DxxMs = Hk = 0.02T/µ0

µ0Ms = 1T ; Ω = 80nm× 100nm× 1.6nm

The spin currents are obtained by summing the inputs from the preceding Read units.

~Isi = β

(∑
j

Vj
Gj (x̂j)

1 + riGtotal

+ Ibi

)
ẑ; ~Isi = −PiViGiẑ (6.19)

where Vi are the voltages and Ibi are bias currents applied at preceding Read units.

Fig.6.6 shows the input-output characteristic of a SS device. Note that at V = 0, the

switching currents are symmetric but there is a minor shift when V = Vth. This is due

to a (small) spin current I ′s injected by the Read unit making it easier to switch from

Fig. 6.6. Switching characteristic of Spin Switch (or the activation func-
tion): V = 0 (solid line) and V = Vth (dash line). Reprinted with permis-
sion from [15]. Copyright 2014, AIP Publishing LLC.
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+1 to −1 than to switch from −1 to +1. This shift is relatively minor ensuring the

key property of directionality: the state of the magnet (neuron) is largely determined

by the input and not the output current.

6.3 Spin Switch neural network for Exclusive Or

As a simple example of the SS-based implementation of a neural network, we

show the layout for a non-linear exclusive or (XOR) gate in Fig.6.7(a). The voltages

V applied at Read units represent the weight of synapse connecting neuron i and j

while the Ib represents the bias current applied at each neuron. Voltages and currents

are obtained via training and their values are normalized to the threshold values.

Fig.6.7(b) shows the simulation results of XOR obtained by solving a set of 30

coupled first-order differential equations (three components of the ten magnets, two

per each neuron: A, B, 1, 2, 3) whose solutions are the dynamics of the magnets.

For a neuron with many synapses, we assume all the W/R units are identical so

that the whole neuron can be modeled as a single W/R unit. It is evident from

Fig.6.7(b) that the network behaves as an XOR gate when it responds to inputs A

and B. For example, (A,B)=(1,1) and (-1,-1) have the same outputs and similarly for

(A,B)=(1,-1) and (-1,1).

The XOR layout in Fig.6.7(a) is quite robust to small variations of voltages, bias

currents and is not affected by thermal noise. This can be understood in the following

way by defining the dimensionless weighted sum at the W units:

ZW (j) =
∑
i

Vij(1 + Pmz(i)) + Ib(j) (6.20)

where Vij is the normalized voltage connecting neuron i and j. Ib(j) is the normalized

bias current at neuron j. If |Zw(j)| > 1, this implies that |IW (j)| > Ith and the magnet

in W unit will be switched depending on the sign of ZW (j). Table 6.1 shows the

calculation of weighted sum ZW (j) (Eq.(6.20)) at neuron j in the hidden and output

layers (labeled 1,2 and 3) and its corresponding states (at Read unit) for every pair of

inputs. As shown, they satisfy the condition |ZW (j)| > 1 at every neuron for P = 0.4
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(a)

(b)

Fig. 6.7. a) Spin switch neural network implementation for exclusive or
gate. Here A and B are inputs. Hidden and output neurons are labeled
1, 2 and 3. b) Simulation results of the dynamics of the network respond-
ing to inputs. Here R1, R2 and output are the magnetizations (R units)
of neuron 1, 2 and 3 respectively. All the neuron states are randomized
initially. We assume all magnets have the same polarization and conduc-
tance: Pi = 0.4, gi = (1.1kΩ)−1, β = 12

which means currents arriving at neurons are always above threshold. Because of

this, the switching characteristics will not be affected by thermal noise. The table
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Table 6.1
Calculating the Weighted sum ZW and corresponding magnet states at
neurons 1,2 and 3 as a function of input magnets for SS XOR problem as
in Fig.6.7(a).

Input(R) ZW (1) ZW (2) mz(R1) mz(R2) ZW (3) Output(R)

-1/1 -1.3 1.3 1 -1 6P-1.3 -1

-1/1 -6P-1.3 1.3-6P 1 1 -1.3 1

1/-1 6P-1.3 1.3+6P -1 -1 -1.3 1

1/1 -1.3 1.3 1 -1 6P-1.3 -1

also suggests that a small variation of voltages and currents will not affect the results,

making the design quite robust. For example, if we change |V | = 3 to |V | = 3.2 in

the layout (keeping the sign), the network still functions as before.

6.4 Spin Switch Neural Network for character recognition

Now we consider an example of a SS neural network designed for character recog-

nition: it recognizes 8 letters A,B,C · · ·H represented by 7 × 5 matrices or vectors

having 35 components (zero or one). Fig.6.8(a) shows the layout of the SS neural net-

work for this pattern recognition with 35 neurons in the input layer, 6 neurons in the

hidden and 3 neurons in the output layer (labeled from 1 to 9). Hence each neuron in

the input layer has 6 synapses while each neuron in the hidden has 3 synapses. The

voltages V applied at Read units represent the weight of synapse in connecting with

other neurons while the Ib represents the bias current applied at each neuron. Both

voltages and bias currents obtained through the training are shown in Fig.6.8(b) in

the form of (35× 6), (6× 3) matrices and (1× 9) vector. They are all normalized to

their threshold values.
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(a)

(b)

Fig. 6.8. (a) Implementation of spin switch neural network for character
recognition: for simplicity the connections (copper wires) between layers
are not shown. (b) Matrices of interconnection weight voltages between
input and hidden layers (35×6) and between hidden and output layers (6×
3 ) shown by color scale. Reprinted with permission from [15]. Copyright
2014, AIP Publishing LLC.
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(b)

(a)

Fig. 6.9. (a) LLG simulations for the output layer of the SS neural
network described in Fig.6.8(a) in response to eight input characters:
A,B,C · · ·H. Here R7, R8 and R9 are the magnetizations of magnets
in the R units of neuron 7, 8 and 9 respectively. (b) The network still
recognizes a letter that is not in the training set (a random defect).
We assume all Read units have the same polarization and conductance:
Pi = 0.4, gi = (1.1kΩ)−1, β = 12. Reprinted with permission from [15].
Copyright 2014, AIP Publishing LLC.

Fig.6.9(a) shows simulation results obtained from solving a set of 88 coupled LLG

(70 for the input, 12 for the hidden and 6 for the output layer) equations whose
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Fig. 6.10. Possible way of supplying/storing long term voltage a) The
weights (+/− V ) of the MTJ stack are provided through the use of tun-
able complementary floating-gate low dropout voltage regulators. Chan-
nel Hot Electron Injection and Fowler-Nordheim tunneling modulated by
VG, Vtun can be used to adjust the charge trapped on the floating gate. In
turn, those charges adjust the threshold of the nFET/pFET devices giv-
ing +/-V at the MTJ of the R unit. b) Each floating-gate may be formed
in a bit-addressable array for individual nFET/pFET threshold tuning.
c) The spin-switch layer is formed in the metallization above the silicon
layer along with the interconnect for the neural network. Reprinted with
permission from [15]. Copyright 2014, AIP Publishing LLC.

solutions are the dynamics of the magnets. For a neuron with many synapses, we

assume all the W/R units are identical so that the whole neuron can be modeled as

a single W/R unit. Fig.6.9(a) illustrates the character recognition function: If the

input is A, the output is 000 which can be translated to 1̄1̄1̄ for magnetizations of W

magnets (note 1̄ means mz = −1). For magnets in the R units the result is 111. It is

interesting to notice that, even there is a (random) defect in the letter, the network

is still able to recognize it as shown in Fig.6.9(b).
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It is also noticed that the layout for character recognition in Fig.6.8 is quite

robust to small variations of voltages and bias currents (see also XOR example in

the appendix). Since currents arriving at neurons are always above threshold, the

switching characteristics will not be affected by thermal noise.

Finally, we would like to discuss a possible way of storing and adjusting the

voltage applied at R units. The use of floating-gate(FG) transistors has been proposed

as a mechanism to store tunable analog voltages which can be used for synapse

weights [83, 84]. Controlled amounts of charge can be injected and removed from

the gate to create a spectrum of gate voltages which is important in the realm of

neural networks.

Fig.6.10 shows a possible way to store/adjust the voltages applied at the synapse

Read unit MTJs using a FG low drop-out voltage regulator [85]. As depicted, pro-

grammatic control of an individual FG charge can be accomplished through an ad-

dressable array that selectively controls (Vtun,n, VGn) and (Vtun,p, VGp). The tunneling

voltage can be used to provide a global erase of stored values via Fowler-Nordheim

tunneling while the respective gate voltages can be used to inject charge onto the

FG with Channel Hot Electron Injection. This charge control in turn modulates the

threshold voltage of the nFET/pFET and hence the regulated voltage. As a result,

the nFET/pFET can be programmed to provide the desired synapse weights through

an active learning process. Once programmed, these FG transistors will retain the

voltage for an extended period of time due to their non-volatility.

6.5 Summary

We have demonstrated the possibility of a hardware neural network implementa-

tion using a spin switch (SS) as its basic building block. SS is a recently proposed

device based on established technology having a transistor-like gain and input-output

isolation that allows large circuits to be constructed without intervening clocks or

amplifiers. The SS neuron-synapse used in the present paper differs from the SS
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proposed in Ref. [7] in the sense that there is only one MTJ stack at the Read unit.

Among the three components comprising the SS, so far the GSH material and MTJ

stack have been experimentally established. The dipolar coupling has also been well

studied in the context of nano-magnet logic [34]. But for SS applications, one needs

to show the dipolar coupling between magnets having thicknesses 2-4nm.

We have shown that a SS can be used to build neuron capable of performing

summation, multiplication and an activation function which normally requires extra

circuitry in other hardware implementations. The SS neurons occupy areas much less

than µm2, consume femtojoules per switch and operate at room temperature. The

weights for the neural network are conveniently adjusted through analog voltages that

can be stored in a non-volatile manner in an underlying CMOS layer using a floating

gate low dropout voltage regulator. The operation of a multi-layer SS neural network

designed for character recognition is demonstrated using a standard simulation model

based on coupled Landau-Lifshitz-Gilbert (LLG) equations, one for each magnet in

the network.

The matlab codes used to generate the figures can be found at:

https://drive.google.com/open?id=0B9ggzdMPBfz4VDdld0xPc19ldm8&authuser=

0

https://drive.google.com/open?id=0B9ggzdMPBfz4VDdld0xPc19ldm8&authuser=0
https://drive.google.com/open?id=0B9ggzdMPBfz4VDdld0xPc19ldm8&authuser=0
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7. “TRANSISTOR-LIKE” SPIN SWITCHES FOR

HARDWARE NEURAL NETWORK: AN OUTLOOK

Some contents of this section have been extracted verbatim from the fol-

lowing manuscript: ‘Magnet based implementation of a Transynapse’, Be-

htash Behin-Aein, Vinh Q Diep and Supriyo Datta, in-preparation.

As mentioned in the introduction, for conventional Boolean logic applications,

spintronic devices based on established technology are not the drop-in replacement

for CMOS transistors. However, this could be changed as new materials and phenom-

ena are discovered to improve Read and Write mechanisms in magnet-based switches.

Spintronic-based switches could still look attractive for applications such as hardware

implementation of neural networks as discussed in chapter 6. There, we have shown

that the spin based magnetic neurons can be very compact compared to other hard-

ware implementation. For example, the neuron operations such as summation, mul-

tiplication and activation function can be achieved by a single spin-based magnetic

device. To our knowledge, this is the first proposal for a hardware implementation

of such functions within a single device. However, the networks we implemented in

Chapter 6 are the second generation neural networks (will be discussed in section

7.1). In this chapter, we would like to mention the possible hardware implementation

of other types of neural networks using transistor-like spin switches.

7.1 A brief-overview of neural network

The Artifical Neural Networks (ANN) are the collections of neurons so that overall

they can mimic computations in the brain. After training properly, ANN can figure

out by its own the solutions to the problems or it can learn from the experience
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which is a form of intelligence. Mathematically, training data can be viewed as in the

following [86]:

� For a given input X and an (label) output Y

� Learning (training) is to find a functional relationship between the input and

the output

f : X → Y (7.1)

and sometime f is called a classifier.

ANN has been used for various applications such as pattern recognition, machine

learning and data mining. Up to now, most of ANN are software-based models and

it has been well accepted that hardware implementation of the (artificial) neuron

network (NN) could have many advantages compared to software-based ANN [69,70,

87].

ANN can be categorized into three different generations if one classifies NN bas-

ing on the activation function of the neuron [88]. The first generation is based on

McCulloch-Pitts neurons (perceptrons or threshold neurons). Usually, the perception

network has only one input and one output layer limiting it to only linear problems.

Adding more layers (hidden) between input and output layers allows the network to

handle non-linear problems such as pattern recognition and non-linear classification.

The multi-layer perceptron neural networks include Hopfield nets, Boltzmann ma-

chines, etc... which belong to the first generation of neural networks. However, one of

the characteristics of perceptron networks is that they only work with digital inputs

and outputs. Also, it is very hard to train the step-like activation neurons since it

has been known that a small change in the weights between the neurons could cause

a big change in the outputs [89].

To overcome this problem, the second generation of NN came up with a smooth

function of the activation function: the sigmoid function. The end result is that, a

small change in the weights (or biases) will cause a small change in the output. As

a result, we could modify the weights and biases so that the network now behaves
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Fig. 7.1. Unlabeled data or multi-levels of representation of data. The
picture could mean: it is a car, a man, a race, etc... with some probabili-
ties.

the way it is supposed to. Moreover, the second generation NN supports Back-

propagation training method [80] mentioned in section 6.2.3.

The third generation of NN, or spiking neural network where one of its main

goals is to emulate and shed light on the operations and behaviour of the brain.

Experimentally it has been known that the biology neurons fire at frequencies between

their minimum and maximum values [90]. Similarly, spiking neurons were designed

to produce spikes at various frequencies depending on the input signals. Unlike other

types of neurons, spiking neurons store information in the frequencies and/or the

time between the spikes. On top of that, the weights of synapses can be adjusted

according to the activity of the neurons. This is the so-called spike-timing dependent

plasticity (STDP) which is an important feature of the biological neuron.

In terms of computation, spiking neurons have been also used for pattern recog-

nition and classification problems [91]. Until now, there has been a lot of research

(most of them from the universities) on the hardware implementation for the spiking

networks, where the main focus is the circuit design for producing the spikes and

spike-timing dependent plasticity [69,87,91,92].
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7.1.1 Deep Belief Network

On the other hand, the importance and success of deep belief networks (DBN)

are well established for data mining and machine learning applications [93]. DBN is

the extension of the first and second generation of the neuron network where it deals

with big data having huge amount of structure. So what is wrong with the second

generation NN? First of all, back-propagation does not really work for big data. But

a more serious problem is that the network requires the labeled training data (for

example, letters in the character recognition mentioned in section 6.4). However, in

the real world, most of data is unlabeled in the sense the data could have multiple

meanings (multiple levels of representation). For example, a picture in Fig.7.1 could

mean: a car, a man, a race, etc... and there could be more meanings about the picture

if we even take into account the background and the context.

In order to train the NN dealing with unlabeled data, so far people have used

the so-called deep network. Here deep simply means you have MANY hidden layers

in the network compared to SHALLOW networks where they have only few hidden

layers in the net. The series layers in deep network are used to break down a very

complicated object (as in Fig.7.1) into much easier answerable questions. Before 2006,

deep networks had not been very useful since nobody knew how to train them. Since

2006, many training techniques have been developed for the deep networks [94] and

they currently are the best choice for pattern recognition, voice recognition, machine

learning... [89].

So far we have discussed the deep network, what about the ‘belief’? Here belief

simply means certainty or probability. Therefore, the belief network is a network

where each neuron has its state as a stochastic or probabilistic variable. The proba-

bilistic neuron allows the network to map an input data into multiple possible (prob-

abilistic) outputs. Vice versa, given the output, the networks with stochastic neurons

can construct what is the possibility of the input that causes the output. For exam-

ple, when we look at a picture of a man driving a car as before, there is a possibility
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that it is a race. Or given a patient having a cancer, what are the probabilities of the

causes? In general, the belief networks are important for inference problems, making

predictions and decisions.

Up to now, DBN are mainly software-based models of interacting networks of

nodes (neurons) that have probabilistic logistic transfer function. These probabilistic

nodes can also be connected to form directed networks as in Bayesian nets widely used

for inference problems that investigate and address causes of observed effects [95]. It is

generally accepted that more amenable hardware to these software models could have

a significant impact on their widespread use as running such software on CPUs and

GPUs is cumbersome and time consuming with some success reported in using FGPAs

for such problems as compared to standard CMOS based hardware ( see for example

[96, 97]). But their use is also limited due to significant circuitry (hence large silicon

landscape) needed to execute various essential and elemental functionalities such as

emulating the logistic function, multiplication, addition and also circuit generation of

uniformly distributed random bits.

Here we would like to establish that transistor-like spin switches can be used to

implement the basic building block of deep belief network(DBN). To our knowledge,

this is the first ever proposal for a hardware implementation of such a function with

a single device, transistor based or otherwise. These active devices can be used as

neurons having probabilistic logistic transfer function and possibly having many fan-

outs(synapses). The interconnections can be either bidirectional or directional with

strengths that can be tuned conveniently without the use of external amplifiers. Such

circuits use one device per node for generation of logistic function with multiplica-

tion between the weights and internal state of device also done inherently at each

device. Furthermore, addition (accumulation) occurs just by summing the currents

at intersection of wire interconnect such as Cu. These devices and their circuits do

not out-source the generation of random bits to external circuitry since they utilize

ambient thermal fluctuations as source of random variations.
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7.2 Implementation of the building block of DBN by transistor-like spin

switches

7.2.1 Implementation of the stochastic sigmoid function

Given the importance of hardware implementation of the DBN, in this section we

would like to propose a hardware implementation of the basic building block of (any)

networks or the neurons having stochastic or probabilistic states using simulations

based on an experimentally validated model.

Before going to the detail of the implementation, we should mention the main

requirements of the hardware implementation of the neurons. As discussed in Chapter

6, the neurons should be able to perform summation, multiplication and activation

function which normally requires extra circuitry in other hardware implementations.

At the moment, transistor-like SS device seems to have advantages in building the

neuron in the sense that it can do all the above operations in a single device by

utilizing the facts that currents allow convenient summation of multiple inputs while

the magnet provides the threshold function. Multiplication is simple due to the MTJ

physics where the output current is proportional to the applied voltage V and the

conductance of the MTJ which in turns is proportional to the state of the magnet

xMTJ : I ∼ V GMTJ ∼ V xMTJ . On top of that, the neuron must have many fan-outs

so that it can be used in typical network. One way to solve the fan-out problem for

probabilistic neurons is a generic device shown in Fig.7.2(a) or Fig.6.2 mentioned in

Chapter 6. The whole device can be viewed as a neuron having many synapse whose

the weights are represented by the voltage Vi.

The new thing here is that ambient thermal fluctuations in these devices are used

for generation of logistic transfer function representing probabilistic states of the

device not requiring random bit generation circuits. The device performs the write

(W) and read (R) operations by taking an input IIN (which is the weighted sum of

all previous units) and determining the probabilities of its state xW or xR being in the

up or down directions. Then it sends an output current depending on both the state
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(xR) and the voltage V applied to it: IOUT ∼ V xR. Here we assume that, in average,

all the W and R in the neurons have the same transfer characteristic functions. In

other words, the probability of being in the state 1 of the unit Ri for a given input

current Iin, namely P (xRi = 1|Iin), is the same for all R units in the Fig.7.2(a).

Interconnections between various devices can be either bidirectional or unidirectional

with strengths that can be tuned conveniently.

Fig.7.2(b) shows the simulations for the probabilistic logistic function for one of

the W/R units in Fig.7.2(a) (note that all of them in average behave the same way).

It calculates the probability of the state of the magnet in R unit to be in the ”up”

or 1 direction for a given input current Iin, namely P (xR = 1|Iin) (note that P (xR =

−1|Iin) = 1 − P (xR = 1|Iin)). In Fig.7.2(b), the probability values are obtained

by averaging over many trials (10000 in this case) in presence of ambient thermal

fluctuations for each input current value Iin normalized by the critical switching

current (Ic) of the W/R unit. Each trial starts with the magnetizations of both W

and R in Fig.2.3 aligning along their hard axis by applying an external magnetic.

The device is then left to relax to a binary final state under the influence of input

current. The simulations with thermal noise are described in the appendix D.

7.3 Stochastic Spin Switch NN implementation for a Bayesian network

Now we would like to establish the operation of DBN SS neural network using a

standard simulation model based on coupled LLG equations, one for each magnet in

the network. The neurons in Fig.7.2(a) can represent nodes in a Bayesian network

interconnected with unidirectional connections representing causal influences with

their synaptic properties governing the interaction between various nodes. Fig.7.3(a)

shows a typical example of a Bayesian network where we have a system of three units

namely: Rain, Sprinkler and Lawn. The question we are looking for is: given the

fact that Lawn is wet, what is the likelihood that it is due to Rain or Sprinkler? The
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problem definition also involves the Rain to have a causal influence on Sprinkler, for

example, when it rains, it is most likely that the Sprinkler has to be OFF.

Table 7.1
Conditional probability tables among Rain, Sprinkler and Lawn. Here 1
presents the ON state while -1 is the OFF state. The tables were obtained
by taking average over 10000 trials of LLG simulations for the network in
Fig.7.3(b) where the electrical signals are given in Table.7.2

Rain 1 -1

Probability 0.2 0.8

Sprinkler

Rain 1 -1

1 0 1

-1 0.6 0.4

Lawn

Rain Sprinkler 1 -1

1 1 1 0

1 -1 0.7 0.3

-1 1 0.8 0.2

-1 -1 0.96 0.04

To address the question, we first need to know the conditional probabilities among

Rain, Sprinkler and Lawn, for example the ones shown in table 7.1. These values sim-

ply tell us the effects that Rain causes on Sprinkler and/or Lawn, Sprinkler and Rain

on Lawn, etc... For example, when it rains, the Sprinkler is OFF and when it does

not rain, the sprinkler is ON with some probability. Similarly, the Lawn should be

wet when both Rain and Sprinkler are ON and so on. It is the conditional probability

that decides what is the cause of the wet Lawn. In software implementation of the

Bayesian network, these values are given before hand so that the network can make

decisions.

Here we would like to demonstrate that (via LLG simulations) the values in Ta-

ble 7.1 can be obtained by a hardware stochastic Spin Switch network shown in

Fig.7.3(b) with the electrical values (voltages and bias currents) given in the table

7.2. The probability values are obtained by averaging over many trials (10000) of the
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Table 7.2
Electrical values used in Fig.7.3(b) to produce the conditional probabilities
in table 7.1. The values are normalized by threshold voltage or threshold
current.

Electrical Normalized value

VRS 1

VRL -0.9

VSL -1

IbR 0.1

IbS 0.95

IbL -0.45

Table 7.3
Inference can be made based on the conditional probabilities values in
table 7.1

Lawn is wet Likelihood

Due to Rain P(L=1|R=1)=0.38

Due to Sprinkler P(L=1|S=1)=0.56

final states of Rain, Sprinkler and Lawn neurons in the network. In each trial, all the

magnets are initially put in the hard axis and the system is relaxed to a state where

the mz of Read units at each neuron are recorded: {mRain
z ,mSprinkler

z ,mLawn
z }. Then

the conditional probability tables are obtained by simply counting the states.
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Now the decision or inference, given in Table 7.3, can be made based on the

conditional probabilities. For example, the probability that the Lawn is wet due to

Rain is the following (here Rain=R, Sprinkler=S and Lawn=L):

P (L = 1|R = 1) =
P (R = 1, S = 1, L = 1) + P (R = 1, S = −1, L = 1)

total probability that Rain is ON
(7.2)

where

total probability that Rain is ON =

P (R = 1, S = 1, L = 1) + P (R = 1, S = −1, L = 1)

+ P (R = 1, S = 1, L = −1) + P (R = 1, S = −1, L = −1)

(7.3)

7.4 Summary

In this chapter, we have reviewed different types of artificial neural network and

discussed in detail the hardware implementation of stochastic neurons (having many

synapses) in deep belief network by using transistor-like spin switches. To our knowl-

edge, this is the first ever proposal for a hardware implementation of such functions

within a single device. The interconnections can be either bidirectional or unidi-

rectional with strengths that can be tuned conveniently without the use of external

amplifiers. Furthermore, we have demonstrated the operation of Bayesian SS neu-

ral network by solving standard coupled LLG equations, one for each magnet in the

network.

The matlab codes used to generate the figures can be found at:

https://drive.google.com/open?id=0B9ggzdMPBfz4VDdld0xPc19ldm8&authuser=

0

https://drive.google.com/open?id=0B9ggzdMPBfz4VDdld0xPc19ldm8&authuser=0
https://drive.google.com/open?id=0B9ggzdMPBfz4VDdld0xPc19ldm8&authuser=0
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(a)

(b)

Fig. 7.2. a) A transistor like device used for hardware implementation
of the stochastic neurons having many synapses. b) The probabilistic
logistic function for the device where the simulations are done for Spin
Switch devices.
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(a)

(b)

Fig. 7.3. a) A simple Bayesian network for inference problem: Rain,
Sprinkler and Lawn. The Rain has direct influence on the Sprinkler:
when the Rain is ON, the Sprinkler is OFF. Given a wet Lawn, what
is the likelihood that it is due to Rain or Sprinkler? b) The proposed
hardware implementation of the Bayesian network based on probabilistic
SS.
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A. SIMPLE MODEL FOR GSHE

A.1 Drift-diffusion model for GSHE

We would like to derive the Eq.(2.4) in 2D:

Js = θHJc

(
1− sech(d/λsf )

)
≈ θHJc

Here are the two things that we need to prove first:

1. The relation between the current density with the electro-chemical potential in

2D for spin hall effect (SHE) and inverse spin hall effect (ISHE) J cx

Jsy

 =
σxx
2q

 1 θH

−θH 1

 ∂xµc

∂yµs

 (SHE) (A.1)

 Jsx

J cy

 =
σxx
2q

 1 θH

−θH 1

 ∂xµs

∂yµc

 (ISHE) (A.2)

where θH is the hall angle. And σxx is the conductivity of the material.

2. The drift-diffusion equations that govern the GSHE material in 2D

∂2µc
∂2x

+
∂2µc
∂2y

= 0

∂2µs
∂2x

+
∂2µs
∂2y

=
1

λ2
sf

µs (A.3)

where µc and µs are the charge and spin electro-chemical potential respectively.

λsf is the spin flip scattering length for the material.

We start with the general definition of current density:

~J =
σ

q
~∇µ =

σ

q
(
∂µ

∂x
x̂+

∂µ

∂y
ŷ)
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In form of matrix:  Jx

Jy

 =
σ2×2

q

 ∂xµ

∂yµ


For GSHE material, we assume that the conductivity is a matrix with following form: Jx

Jy

 =
1

q

 σxx σxy

−σxy σyy

 ∂xµ

∂yµ


Let us define θH = σxy/σxx, and notice that up spin and down spin have opposited

sign of θH . The above matrix current can be split into the up and down components

as the following:  J↑x

J↑y

 =
σxx
q

 1 θH

−θH 1

 ∂xµ↑

∂yµ↑

 (A.4)

 J↓x

J↓y

 =
σxx
q

 1 −θH
θH 1

 ∂xµ↓

∂yµ↓

 (A.5)

Define:

µc = (µ↑ + µ↓)/2

µs = (µ↑ − µ↓)/2 J cx

Jsy

 =
σxx
2q

 1 θH

−θH 1

 ∂xµc

∂yµs

 (SHE) (A.6)

 Jsx

J cy

 =
σxx
2q

 1 θH

−θH 1

 ∂xµs

∂yµc

 (ISHE) (A.7)

Which is the same as the definitions in Maekawa’s paper [98]:

Jc = jq + θH [ẑ × js]

Js = θH [ẑ × jq] + js

For the second part, in the presence of spin flip scattering gsf , the continuity

equation will read:

dJ↑x
dx

+
dJ↑y
dy

=
gsf
q

(µ↑ − µ↓)

dJ↓x
dx

+
dJ↓y
dy

= −gsf
q

(µ↑ − µ↓) (A.8)



123

Using: Eq.(A.4) and Eq.(A.5), the Eq. (A.8) will become:

∂2µ↑
∂2x

+
∂2µ↑
∂2y

=
gsf

2σxx
(µ↑ − µ↓) =

1

2λ2
sf

(µ↑ − µ↓)

∂2µ↓
∂2x

+
∂2µ↓
∂2y

= − gsf
2σxx

(µ↑ − µ↓) = − 1

2λ2
sf

(µ↑ − µ↓) (A.9)

Which leads to:

∂2µc
∂2x

+
∂2µc
∂2y

= 0

∂2µs
∂2x

+
∂2µs
∂2y

=
1

λ2
sf

µs (A.10)

A.2 Spin Hall Effect: spin current and spin voltage

Now we are ready to derive the Eq.(2.4) which is re-written here:

Js = θHJc

(
1− sech(t/λsf )

)
≈ θHJc

In the previous section, we provided the drift-diffusion equation for GSHE. In that

form, the spin and charge electro-chemical potential are nicely decoupled into two

equations.  J cx

Jsy

 =
σxx
2q

 1 θH

−θH 1

 ∂xµc

∂yµs

 (A.11)

∂2µc
∂2x

+
∂2µc
∂2y

= 0

∂2µs
∂2x

+
∂2µs
∂2y

=
1

λ2
sf

µs (A.12)

Now we assume that:

dµs
dx

= 0 in the middle of channel

The spin voltage equation in Eq. (A.12) becomes

∂2µs
∂2y

=
1

λ2
sf

µs; (A.13)
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Fig. A.1. Physical structure for calculating spin current at the FM magnet

Spin current: short circuit spin voltage

First, we have to define what is the physical problem in calculating the spin

current. Fig.A.2 is the physical setup showing how a ferromagnetic (FM) contact

collects spin current generated from charge current flowing in the GSHE material.

This problem can be translated to the following boundary conditions:

µs(y = t) = 0; Jsy(y = 0) = 0 (A.14)

Then we would like to solve the equation Eq.(A.13) with the boundary conditions

Eq.(A.20). Now, from Eq.(A.11):

Jsy = 0→ dµs
dy

= θH
dµc
dx

By using:
dµc
dx

=
2qJ cx
σxx
− θH

dµs
dy

The boundary condition can be re-written in a new form:

Jsy(y = 0) = 0→ dµs
dy
|y=0 =

θH
1 + θ2

H

2qJc
σxx

(A.15)

Therefore the whole problem can be reduced to solve the Eq.(A.13) with boundary

conditions:

∂2µs
∂2y

=
1

λ2
sf

µs (A.16)

µs(y = t) = 0

dµs
dy
|y=0 =

θH
1 + θ2

H

2qJc
σxx
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It is straightforward to show that, the solution of this equation is:

µs(y) =
θH

1 + θ2
H

2qJc
σxx

λsf

(
sinh(y/λsf ) + tanh(t/λsf )cosh(y/λsf )

)
(A.17)

Then the spin current density can be calculated as in Eq.(A.11):

Jsy(y) =
σxx
2q

[
(1 + θ2

H)
dµs
dy
− θH

2qJc
σxx

]
(A.18)

Which will give:

Jsy(y = t) = θHJc

(
1− sech(t/λsf )

)
≈ θHJc (A.19)

Spin voltage: open circuit

For the completeness, we would like to derive the spin voltage of GSHE in the

case there is no FM. Again, we would like to solve the equation Eq.(A.13) with the

Fig. A.2. Physical structure for calculating spin voltage

boundary conditions

Jsy(y = t) = 0; Jsy(y = 0) = 0 (A.20)

Similarly to the case of spin current, we re-write the boundary condition in a new

form:

Jsy = 0→ dµs
dy

=
θH

1 + θ2
H

qJc
σxx

(A.21)
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Therefore the spin voltage can be solved from the following equation with boundary

condtions:

∂2µs
∂2y

=
1

λ2
sf

µs (A.22)

dµs
dy
|y=0,y=t =

θH
1 + θ2

H

2qJc
σxx

The solution of Eq. (A.23):

µs(y) =
θH

1 + θ2
H

2qJc
σxx

λsf

[
sinh(y/λsf ) +

1− cosh(y/λsf )

sinh(y/λsf )
cosh(y/λsf )

]
(A.23)

At y = t, this will lead to the spin voltage expression, Vs = µs/q :

Vs =
θH

1 + θ2
H

λsf
2Jc
σxx

tanh(t/2λsf ) (A.24)

This result is in agreement with Zang’s results [99].
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B. EVALUATING DIPOLAR COUPLING TENSOR FOR

IN-PLANE MAGNETS

As mentioned in the main text, we would like to analytically calculate dipolar tensor

at a point r(x, y, z) due to a bar magnet whose dimension is (2xb, 2yb, 2zb) and points

in j = x, y, z direction (Fig. S1):

[d̃]ij(r) =

∫
V

∇i∇j

(
1

|r− r′|

)
dr′ (B.1)

where the integration is taken over the volume V of the magnet. The field at point

can be then written as:

H = Ms[d̃]ij


mx

my

mz

 (B.2)

Ms is the magnetization of the magnet. The derivation steps can be summarized as

in the following way [100]:

∇ ·B = 0 (B.3)

∇×H = 0→ H = −∇rΦM(r) (B.4)

B = µ0(H + M) (B.5)

which leads to the poisson equation for the magnetic potential:

∇2ΦM(r) = ∇ ·M (B.6)

Note that the poisson equation for electrostatic potential is:

∇2φE = −ρ/ε0 (B.7)

where ρ is the charge density.
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Fig. B.1. The equivalent charge model of a bar magnet.

Compare equation Eq.(B.6) to Eq.(B.7), one can argue that dipolar fields coming

out from a magnet could be viewed as the electric fields coming out from the two

sheets of charge (ρ = −∇M) concentrated at the poles of the magnets indicated in

Fig.B.1.

Therefore, the solutions of Eq.(B.6) are:

ΦM(r) =
−1

4π

∫
V

∇r′ ·M(r′)

|r− r′|
d3r′

=
1

4π

∫
M(r′) · ∇r′

(
1

|r− r′|

)
d3r′ (B.8)

=
−1

4π

∫
M(r′) · ∇r

(
1

|r− r′|

)
d3r′ =

−1

4π
∇r ·

∫
M(r′)

(
1

|r− r′|

)
d3r′ (B.9)

which could be written in the following way:

ΦM(x, y, z) = −Msmxφx(x, y, z)−Msmyφy(x, y, z)−Msmzφz(x, y, z) (B.10)

φi =
1

4π

∂

∂xi

 xb∫
−xb

yb∫
−yb

zb∫
−zb

dx′dy′dz′√
(x− x′)2 + (y − y′)2 + (z − z′)2

 (B.11)
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and i = x, y, z. The field at r(x, y, z) is:

H = −∇rΦM(r) = Ms


∂φx
∂x

∂φx
∂y

∂φx
∂z

∂φy
∂x

∂φy
∂y

∂φy
∂z

∂φz
∂x

∂φz
∂y

∂φz
∂z



mx

my

mz

 (B.12)

Compared to Eq.(B.2), the dipolar tensor can be calculated as:

d̃ij(~r) =
∂φi(~r)

∂xj
(B.13)

Note that, if the point ~r is outside the magnet, d̃ij is the dipolar tensor of the magnet

at that point and if it is inside the magnet, d̃ij is the demagnetization tensor. By

extending previous work [100], we can analytically derive the expression of d̃ij as

d̃xx(x, y, z) = −
2∑

k,l,m=1

(−1)k+l+m

(
y + (−1)lyb

)(
x+ (−1)kxb

)
∣∣∣y + (−1)lyb

∣∣∣ ∣∣∣x+ (−1)kxb

∣∣∣
× arctan


∣∣∣y + (−1)lyb

∣∣∣ (z + (−1)mzb)∣∣∣x+ (−1)kxb

∣∣∣Γr,b


d̃xy(x, y, z) =
2∑

k,l,m=1

(−1)k+l+m ln {z + (−1)mzb + Γr,b}

d̃xz(x, y, z) =
2∑

k,l,m=1

(−1)k+l+m ln
{
y + (−1)lyb + Γr,b

}

(B.14)

d̃yx(x, y, z) =
2∑

k,l,m=1

(−1)k+l+m ln {z + (−1)mzb + Γr,b}

d̃yy(x, y, z) = −
2∑

k,l,m=1

(−1)k+l+m

(
y + (−1)lyb

)(
x+ (−1)kxb

)
∣∣∣y + (−1)lyb

∣∣∣ ∣∣∣x+ (−1)kxb

∣∣∣
× arctan


∣∣∣x+ (−1)kxb

∣∣∣ (z + (−1)mzb)∣∣∣y + (−1)lyb

∣∣∣Γr,b


d̃yz(x, y, z) =
2∑

k,l,m=1

(−1)k+l+m ln
{
x+ (−1)kxb + Γr,b

}

(B.15)
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d̃zx(x, y, z) =
2∑

k,l,m=1

(−1)k+l+m ln
{
y + (−1)lyb + Γr,b

}
d̃zy(x, y, z) =

2∑
k,l,m=1

(−1)k+l+m ln
{
x+ (−1)kxb + Γr,b

}

d̃zz(x, y, z) = −
2∑

k,l,m=1

(−1)k+l+m
(z + (−1)mzb)

(
x+ (−1)kxb

)
|z + (−1)mzb|

∣∣∣x+ (−1)kxb

∣∣∣
× arctan


∣∣∣x+ (−1)kxb

∣∣∣ (y + (−1)lyb

)
∣∣∣x+ (−1)kxb

∣∣∣Γr,b


(B.16)

where

Γr,b =

√
[x+ (−1)kxb]

2
+ [y + (−1)lyb]

2
+ [z + (−1)mzb]

2
(B.17)
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C. DERIVATION OF THE JACOBIAN OF COUPLED

MAGNETS INTERACTING WITH SPIN CURRENT

C.1 In-plane dipolar coupled magnets

Starting from the LLG equation of Write and Read coupled system:

(1 + α2
W )

dm̂W

dt
= −γm̂W × ~HW (m̂W , m̂R)− αWγm̂W × m̂W × ~HW (m̂W , m̂R)

− m̂W × m̂W ×
Îs

qMW
s VW

+ αW m̂W ×
Îs

qMW
s VW

(1 + α2
R)
dm̂R

dt
= −γm̂R × ~HR(m̂W , m̂R)− αRγm̂R × m̂R × ~HR(m̂W , m̂R)

(C.1)

where the fields are defined as:

~HW = ([N ]W + [Hk]
W )MW + [D]WRMR

~HR = ([N ]R + [Hk]
R)MR + [D]RWMW

(C.2)

We mentioned in the main text that Eq.(3.29):

[N ]W,R + [Hk]
W,R =


0 0 0

0 −HW,R
d /MW,R

s 0

0 0 HW,R
c /MW,R

s

 (C.3)

and the dipolar tensor for in-plane coupled magnets:

VW
VR

[D]WR = [D]RW ≈


Dxx 0 0

0 0 0

0 0 Dzz

 (C.4)

It is convenient to convert the coupled LLG equations into dimensionless equations:

1 + α2
W

1 + α2
R

dm̂w

dτ
= −m̂w × ~hW − αW m̂w × m̂w × ~hW − m̂w × m̂w ×~is + αm̂w ×~is

dm̂R

dτ
= −m̂R × ~hR − αRm̂R × m̂R × ~hR

(C.5)
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Where τ = (γµ0Hkt)/(1 + α2
W ) and ~hW = ~HW/H

R
c ,
~hR = ~HR/H

R
c , and HR

c is the

coercive field of Read magnet. The normalized current is defined as:

~is =
~Is

(2q/~)µ0HR
c M

W
s VW

(C.6)

and

~hW =


Vrwdxxm

R
x

−hWd mW
y(

Vrwdzz + hWc
)
mW
z

 ;~hR =


dxxm

W
x

−hRdmR
y(

dzz + hRc
)
mR
z

 (C.7)

where dij = DijM
W
s /HR

c ;Vrw = MR
s VR/M

W
s VW . The LLG equations Eq.(C.5) can be

written in the following way:

d

dτ
{m}i = Fi i = 1..6

{m} = [ mW
x mW

y mW
z mR

x mR
y mR

z
]

(C.8)

where Fi are functions of the right hand side of Eq. by using fields in Eq.(C.5). We

assumed the spin current~is = (0, 0, iz) or it polarizes only in the ẑ direction, the easy

axis of magnet. The fix points (dm/dt = 0) of this equation are mW
z = ±1,mR

z = ±1.

To derive the stability condition, we want to consider the eigenvalues of the Jacobian

at the fix points:

J =


∂F1

∂mW
x
· · · ∂F1

∂mR
z

...
. . .

...

∂F6

∂mW
x
· · · ∂F6

∂mR
z

 (C.9)

which leads to the following 4 × 4 Jacobian (in the basis of {mW
x ,m

W
y ,m

R
x ,m

R
y } by

noting that at fix points, ∂Fi/∂m
W,R
z = 0 for all i = 1..6.

J =


J11 J12 J13 0

J21 J22 J23 0

J31 0 J33 J34

J41 0 J43 J44

 (C.10)
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where

J11 = −αW (Vrwdzzm
R
zm

W
z + hWc )− izWz

J12 = −VrwdzzmR
z + hWd m

W
z +mW

z h
W
c

J13 = αWVrwdxx

J21 = Vrwdzzm
R
z +mW

z h
W
c − izαW

J22 = −αW
(
Vrwdzzm

R
zm

W
z + hWc + hWd

)
− izWz

J23 = −VrwdxxWz

J31 = αRdxx

J33 = −αR
(
dzzm

R
zm

W
z + hRc

)
J34 = −

(
dzzm

W
z + hRdm

R
z +mR

z h
R
c

)
J41 = −dxxmR

z

J43 = dzzm
W
z +mR

z h
R
c

J44 = −αR
(
dzzm

R
zm

W
z + hRc + hRd

)

(C.11)

C.1.1 Stability of one magnet: Sun’s criteria

First, let us consider the case where we just have one magnet, namely the W

magnet and there is no dipolar coupling dxx = dzz, then the Jacobian in Eq.(C.10)

can be reduced into 2 × 2 matrix and we can even add the external magnetic field

pointing in the easy axis direction ~H = [0; 0;hext]:

JW =

 −αW (hextmW
z + hWc

)
− izmW

z αwiz − hext −
(
hWd + hWc

)
mW
z

hext +mW
z h

W
c − izαW −αW

(
hextm

W
z + hWc + hWd

)
− izmW

z


(C.12)
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By analyzing the Rouths table [101] of the Jacobian, it is straightforward to show

that the system is unstable when one or more elements of the first column of following

Rouths table is positive:

Routh’s table =
1 (α2 + 1)

[
i2z + hWc,ext(h

W
d + hWc,ext)

]
λ2

αW (hWd + 2hWc,ext) + 2izm
W
z 0 λ

(α2 + 1)
[
i2z + hWc,ext(h

W
d + hWc,ext)

]
0 1


(C.13)

where we defined:

hWc,ext = hextm
W
z + hWc

Therefore, the system is unstable when:

RT21 = αW (hWd + 2hWc,ext) + 2izm
W
z < 0 OR (C.14)

RT31 = i2z + hWc,ext(h
W
d + hWc,ext) < 0 (C.15)

The RT21 < 0 is the stability condition for a system under the effect of spin current. It

is the same as Sun’s criteria known in literature [21]. On the other hand, the RT31 < 0

is stability condition of the system under the influence of the external magnetic field.

When iz = 0, it reduces to Sun’s results [21].

C.1.2 Stability of coupled magnet

In the general case, one can derive the Routh’s table from the Jacobian in Eq.(C.10)

1

RT ip21 = aw + ar

RTip
31 = awar + cw + cr − awcr+cwar−(αW ew+αRer)Vrwd2xx

aw+ar

RTip
41 = awcr + cwar − (αW ew + αRer)Vrwd

2
xx −

(aw+ar)RTip
51

RTip
31

RT ip51 = (cwcr − Vrwd2
xxewer)


(C.16)
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where the coefficient are defined as below:

hWz = hWc + Vrwdzzm
W
z m

R
z ;hRz = hRc + dzzm

W
z m

R
z

aw = (αWh
W
d + 2αWh

W
z + 2iszm

W
z );

ar = (αRh
R
d + 2αRh

R
z );

cw = (1 + α2
W )
[
i2sz + hWz (hWd + hWz )

]
;

cr = (1 + α2
R)[hRz (hRd + hRz )];

ew = hWd + hWz ; er = hRd + hRz ;

(C.17)

In general, one has to look at the signs of all Rouths elements to decide the stability

of the system. Note that RT ip31 and RT ip51 are possibly negative when there is no spin

current is = 0 (both RT ip21 and RT ip41 > 0). Therefore, RT ip31 < 0 or/and RT ip51 < 0

are the necessary conditions for the dipolar coupling Write and Read system to be

unstable.

If αW = αR = α, hRd = hWd = hd, one can decide the sign of RT ip31 and RT ip51 as in

Eq.(3.5) which is re-written here for the purpose of clarity:

RT ip31 = hWc + 1 +mR
zm

W
z (1 + Vrwdzz) (C.18)

RT ip51 = (1 +mR
zm

W
z dzz)(h

W
c +mR

zm
W
z Vrwdzz)− Vrwd2

xx (C.19)

Similarly, if hWd = hRd = hd, αW = αR = α, RT ip21 and RT ip41 can be simplified as: (same

as Eq.(3.7))

RT ip21 = mW
z is + 2iWsc + αmW

z m
R
z (1 + Vrw)dzz (C.20)

RT ip41 = 4Vrw

[
αmW

z is(h
R
z − hWz ) + (mW

z is + 2IWsc )2
]
d2
xx

+ α(mW
z is + IWsc )

[
(hRz − hWz )2hd

+ 4(mW
z is + IWsc )[(mW

z is + IWsc )hRz + IWsc h
W
z ]
]

(C.21)

where the normalized spin current is defined as:

is =
~Is · ẑ

(2q/~)µ0HR
c M

W
s VW

and iWsc = αW (hWc + hWd /2)
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C.2 PMA dipolar coupled magnets

PMA: Following the same procedure as for in-plane magnet with spin current

~is = isyŷ and the dipolar tensor (same as Eq.(3.8))

VW
VR

[D]WR = [D]RW ≈


Dxx 0 0

0 −2Dxx 0

0 0 Dxx

 (C.22)

One can obtain the Rouths table for PMA magnet as in the following:

1

RT PMA
21 = aw + ar

RT31 = 2Vrwd
2
xxm

R
ym

W
y + awar + cw + cr

−awcr+cwar−2(αW hWy +αRh
R
y −isymR

y )Vrwd2xx
aw+ar

RT41 = awcr + cwar − 2(αWh
W
y + αRh

R
y − isymR

y )Vrwd
2
xx

− (aw+ar)RT51

RT31

RT51 = cwcr +
(
−2Vrwd

2
xxh

W
y h

R
y + V 2

rwd
4
xx

)
(1 + α2

R + α2
W )


(C.23)

where the coefficients are defined as:

hWy = hWc − 2Vrwdxxm
W
y m

R
y ;hRy = hRc − 2dxxm

W
y m

R
y

Vrw = VRM
R
s /VWM

W
s

aw = (2αWh
W
y + 2isym

W
y ); ar = 2αRh

R
y ;

cw = (1 + α2
W )
[
i2sy + hWy h

W
y

]
;

cr = (1 + α2
R)hRy h

R
y ;

(C.24)

If hWd = hRd = hd, αW = αR = α, one can have Eq.(3.9) and Eq.(3.10) in the main

text:

RTPMA
51 =

[(
1− 2mR

ym
W
y dxx

)
+
(
hWc − 2mR

ym
W
y Vrwdxx

)]
×
[(

1− 2mR
ym

W
y dxx

) (
hWc − 2mR

ym
W
y Vrwdxx

)
−Vrwd2

xx

] (C.25)

RT PMA
41 =− 4V 2

rwα
2d4
xx + α(hyr − hyw)2

[
hyr

(
mW
y is + iW

′

sc

)
− αVrwd2

xx

]
+
[
4αhyr(m

W
y is + iW

′

sc ) + i2s

] [
αhyr

(
mW
y is + iW

′

sc

)
+ Vrwd

2
xx

] (C.26)



137

and

hyw = hWc − 2Vrwdxxm
W
y m

R
y ;hyr = hRc − 2dxxm

W
y m

R
y

iW
′

sc = αW (hWc − 2Vrwdxxm
W
y m

R
y )

The maple codes used to calculate the jacobian can be found at:

https://drive.google.com/open?id=0B9ggzdMPBfz4VDdld0xPc19ldm8&authuser=

0

https://drive.google.com/open?id=0B9ggzdMPBfz4VDdld0xPc19ldm8&authuser=0
https://drive.google.com/open?id=0B9ggzdMPBfz4VDdld0xPc19ldm8&authuser=0


138

D. LLG WITH THERMAL NOISE

In Chapter 3 and Chapter 6 we did mention the simulations for W/R pair magnet but

at zero temperature. Here we would like to include the thermal noise effects in the

simulations so that one can obtain the probabilistic sigmoid function as in Fig.7.2(b).

One of the most straightforward way to include noise in the LLG is to introduce the

random magnetic field (see for example [27,102–104])

(1 + α2)
d~m

dτ
= −γ ~m×

(
ĥ+ ĥth

)
− γα× ~m× ~m× (ĥ+ ĥth)

− ~m× ~m×
~Is
qNs

+ α~m×
~Is
qNs

(D.1)

where the random fields have zero mean and totally uncorrelated.

< ĥth > = 0 (D.2)

< hth,i(t)hth,k(t
′) > = 2Dδi,kδ(t− t′) (D.3)

D =
α

1 + α2

kBT

γMsV
(D.4)

therefore the random fields in the i = x, y, z directions of the magnet given the

temperature T is:

hth,i =

√
α

1 + α2

2kBT

γMsV
Iran,i(t) (D.5)

where Iran,i is a gaussian distribute random number. Then, it comes to the question,

how can we solve or integrate the LLG equation, Eq.(D.1), with the random fields as

in Eq.(D.4)? To answer this, we note that the LLG equation can be re-written in a

very general form [105]:

dmi

dt
= Ai(m, t) +Bik(m, t)hth,k(t) (D.6)
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Ai and Bik represent the deterministic and stochastic parts of the equation respec-

tively. In general, the equation can be solved by using the Huen scheme [106]:

mi(t+ ∆t) = mi(t) +
1

2
[Ai(m̄i, t+ ∆t) + Ai(m, t] ∆t

+
1

2
[Bik(m̄i, t+ ∆t) +Bik(m, t] ∆Wk

(D.7)

where the predictor is defined as:

m̄i(t+ ∆t) = mi(t) + Ai(~m, t)∆t+Bik(~m, t)∆Wk (D.8)

and the Wannier’s process:

∆Wk = ∫ t+∆t
t hth,k(t

′)dt′
Random Walk

= hth,k(t)
√

∆t (D.9)

If one wants to work with the ∆t and don’t bother to remember to carry
√

∆t in the

Eq.(D.9), we could redefine the random field as:

hth,i(∆t) =

√
α

1 + α2

2kBT

γMsV∆t
Iran,i(t) (D.10)

This definition of field noise is also usually seen in literature [107]. Then the Huen’s

scheme integration can be written as:

mi(t+ ∆t) = mi(t) +
1

2

[
Ai(m̄i, t+ ∆t) + Ai(m, t

]
∆t (D.11)

+
1

2
hth,i(∆t)

[
Bik(m̄i, t+ ∆t) +Bik(m, t

]
∆t (D.12)

and the predictor

m̄i(t+ ∆t) = mi(t) + Ai(~m, t)∆t+ hth,i(∆t)Bik(~m, t)∆t (D.13)
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