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ABSTRACT

Error-Floors of the 802.3an LDPC Code for Noise Assisted Decoding

by

Tasnuva Tarannum Tithi, Doctor of Philosophy

Utah State University, 2019

Major Professor: Chris Winstead, Ph.D.
Department: Electrical and Computer Engineering

This work characterizes a new noise assisted decoding algorithm called the Noisy Gra-

dient Descent Bit-Flip (NGDBF) for Low Density Parity Check (LDPC) codes on AWGN

channel. The NGDBF algorithm is an improvement over the Gradient Descent Bit-Flip

(GDBF) algorithm. Random perturbations is used in the decision function to escape from

local minima. An improvement over NGDBF is proposed called the Re-decoded NGDBF

(R-NGDBF). In the re-decoded version, a number of decoding phases are used per received

message instead of a large number of iterations in NGDBF. A Markov chain Monte Carlo

(MCMC) based technique is proposed to estimate the error-floors of the IEEE 802.3an

LDPC code, for different decoding parameters of NGDBF. The error-floor of the IEEE

802.3an LDPC code is dominated by a structure in the code-graph called the (8,8) trap-

ping set. This dissertation focuses on finding decoding parameters for NGDBF algorithm

to resolve the (8,8) trapping set errors to ultimately lower the error-floor. In the MCMC

estimation technique, every possible decoding decision is represented as a state. With every

iteration of the NGDBF algorithm, flipping one or more bits moves the decision from one

state to another state. As the probability of a flip is dependent on the random noise added

by NGDBF decoder, the different states of the decision can be considered as the states of

a Markov chain. A transition matrix containing the flipping probabilities for each bit can
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be obtained using the initial state of the received channel message, and the noise variance

of the random perturbation. Once the matrix is obtained, it is simple to find the steady

state probabilities of the chain. The steady state probabilities reveal the probability of error

for a given channel message. Importance sampling was used to obtain erroneous messages

at high SNRs for the (8,8) trapping set structure for varying decoding parameters such as

“weight (w)” corresponding to the syndrome weight and “noise-scale (η)”corresponding to

the scaled noise variance used in the decoder. The obtained error-floor was scaled by 104

to account for the multiplicity of the (8,8) trapping set, to obtain a true estimation of the

error-floor. Also, another set of simulations were performed to estimate any newly created

errors by the random noise in the NGDBF decoder. The ultimate error-floor is estimated

to be where the two sets of simulations cross over each other. The decoder was fully synthe-

sized, implemented and validated for the Xilinx VCU118 FPGA board using Vivado 2017.1.

The estimated decoding parameters “weight (w)” and “noise-scale (η)” were used in the

implementation to validate the MCMC simulation result, and the results corroborated.

(72 pages)
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PUBLIC ABSTRACT

Error-Floors of the 802.3an LDPC Code for Noise Assisted Decoding

Tasnuva Tarannum Tithi

In digital communication, information is sent as bits, which is corrupted by the noise

present in wired/wireless medium known as the channel. The Low Density Parity Check

(LDPC) codes are a family of error correction codes used in communication systems to

detect and correct erroneous data at the receiver. Data is encoded with error correction

coding at the transmitter and decoded at the receiver. The Noisy Gradient Descent Bit-

Flip (NGDBF) decoding algorithm is a new algorithm with excellent decoding performance

with relatively low implementation requirements. This dissertation aims to characterize

the performance of the NGDBF algorithm. A simple improvement over NGDBF called

the Re-decoded NGDBF (R-NGDBF) is proposed to enhance the performance of NGDBF

decoding algorithm. A general method to estimate the decoding parameters of NGDBF is

presented. The estimated parameters are then verified in a hardware implementation of the

decoder to validate the accuracy of the estimation technique.
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~z ∈ Rn I.I.D. white noise samples

σ2
∈ R Noise variance

~y ∈ Rn Channel samples ~y � ĉ +~z
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CHAPTER 1

INTRODUCTION

1.1 History of Coding theory

Published in 1948, Shannon’s work “A mathematical theory of communication” ini-

tiated the two fields of Information theory and Coding theory. In the paper, Shannon

proposed “Channel capacity, C ” as a quantitative measure of the upper bound of the rate,

R -at which information can be transmitted over a channel. Shannon demonstrated that a

proper coding scheme achieves transmission of information over a noisy channel at a rate R

less that or equal to channel capacity C with a small frequency of error or equivocation [1].

The field of Information theory is concerned with the bounds on the communication chan-

nel when proper encoding is applied. On the other hand, coding theory is concerned with

efficient encoding and decoding of information to reach Shannon’s limit. Over the past 70

years coding theorists and communication engineers proposed numerous error correcting

coding schemes approaching Shannon’s limit for various applications. All aspects of digital

data transmission and data storage employ error correcting codes.

Error correcting codes can be broadly divided into two categories: block codes and

tree codes [2]. In the case of block codes, every k information-symbols are encoded into an

n-tuple of channel-symbols, where n > k. The codeword of length n is then modulated and

transmitted over the channel. Tree codes take the information continuously and associate

it with a somewhat longer code sequence. The input sequence to the encoder is broken

into a sequence of k0 symbols and then combined with preceding information symbol which

generates an n0-symbol section of the code. Linear codes are a subclass of all codes which

can be defined with symbols chosen from a set of arbitrary size. For a linear code, the

sum of two codewords is also a codeword. The first channel coding scheme was proposed

by Richard Hamming in 1950, is called the Hamming code. Hamming codes are linear
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block codes with the capabililty of correctiong a single error. The Hamming code has low

complexity implementation and mild error correcting performance.

Almost a decade after the Hamming codes, the BCH codes and the Reed-Solomon

codes were invented. Both the codes have uses in space and satellite communications, data

transmissions, data storage and bar codes. The early error correcting code applications

were in space and satellite communication for power limited and low spectral efficiency

applications. One of the earliest practical applications of error correcting codes were the

use of Reed Muller codes in the 1969 Mariner and later the Viking Mars missions to im-

prove uncoded BPSK modulation. With the invention of Trellis decoding for convolutional

codes in 1960, it was possible to use powerful codes providing substantial coding gains over

uncoded transmission that were used for space and satellite communication by NASA [3].

In 1991 a powerful new class of codes called the Turbo codes were invented to approach

Shannon’s theoretical capacity limit. Turbo codes are high performance codes with appli-

cations in reliable data communication. Turbo codes are widely used in digital systems

including 3G and 4G mobile communications, satellite communication, and IEEE 802.16

standards for broadband communications [4–6]. Soon after the Turbo codes, Low Density

Parity Check (LDPC) codes were rediscovered by MacKay- who showed that LDPC codes

reach Shannon’s capacity like the Turbo codes on the AWGN channel [7].

1.2 Low Density Parity Check (LDPC) codes

Low Density Parity Check (LDPC) codes are a class of linear block codes invented by

Robert Gallager in 1963 [8]. LDPC codes are widely used in communication systems for their

excellent decoding performance. However, because of their large structure and complexity

of decoding algorithms, LDPC codes were not practical to implement at the time. After

their rediscovery in the mid-nineties, LDPC codes have gained popularity and are used in

parallel with, or often preferred over Turbo codes for their low complexity implementation

and low error rate. Among many uses of LDPC codes, some are data storage, digital

broadcasting, IEEE 802.3an standards for 10GBase-T ethernet, IEEE 802.11 standards for

Wi-Fi [9,10]. A k bit information ~u is encoded by multiplying with the generator matrix G
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of dimension (k , n) of the LDPC code. The codeword ~c is n bit long with (n− k) redundant

bits corresponding the parity check rules of the LDPC code.

~c � ~uG (1.1)

The parity check matrix H of the LDPC code is matrix with n− k rows and n columns

such that

GHT
� 0 (1.2)

An LDPC code is characterized by it’s parity check matrix (H), which can be rep-

resented by a bipartite graph called a Tanner graph consisting of nodes what are called

symbol nodes and parity check nodes of the LDPC code. The H matrix is sparse, and the

dimension of the H matrix is usually large. For a given code, the columns of the H matrix

denote the variable nodes, and the rows denote the check nodes in the tanner graph. A

1 in the H matrix imply a connection between a check node and a variable node. Let us

consider the parity check matrix H and the associated tanner graph in Fig. 1.1. The ith

variable node is labeled as vi and the jth check node is labeled as c j.

H �

*.........
,

1 1 0 1 0 0

1 0 1 0 1 0

0 1 1 0 0 1

0 0 0 1 1 1

+/////////
-

(1.3)
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c4

Fig. 1.1: The Tanner graph for the H matrix in (1.3). The ith variable node is labeled as
vi and the jth check node is labeled as c j. An edge between a variable node vi and a check
node c j implies a 1 in the jth row and ith column of the H matrix.

Decoding algorithms for LDPC codes are usually iterative in nature, where messages

are sent back and forth between the symbol nodes and parity check nodes represented

in a Tanner graph. Besides their structure, performance of LDPC codes depends to a

large degree on the algorithms that are deployed in the receiver to decode the originally

transmitted bits. The performance of the code and the algorithm are usually represented by

an SNR vs BER (bit error rate) graph, as shown in Fig. 1.2 for the PEGReg504x1008 LDPC

code with Belief Propagation (BP) and Normalized Min-Sum (NMS) decoding algorithms.
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Fig. 1.2: BER results for the PEGReg504x1008 LDPC code for Belief Propagation (BP)
and Normalized Min-Sum (NMS) with different number of iterations.

Bit-flip decoding algorithms are reduced complexity decoding algorithms, where mes-

sages exchanged between the nodes in the tanner graph are binary valued. Bit-flip decoding

algorithms are often inferior in terms of BER performance compared to traditional Belief

Propagation and its variants, but offers significant gain in hardware complexity and speed.

Wadayama et.al proposed a low complexity algorithm Gradient Descent Bit-Flip (GDBF)

decoding in [11]. A significant improvement over the GDBF algorithm is the Noisy Gradient

Descent Bit-Flip (NGDBF) algorithm, that was proposed by Sundararanjan et al. [12]. The

NGDBF algorithm used random noise to perturb the decisions in the GDBF algorithm to

achieve superior performance. A few variants of the NGDBF algorithm was presented in

the original paper, including the Single-bit NGDBF (S-NGDBF), Multi-bit NGDBF (M-

NGDBF), and with a post-processing operation called the Smoothed-Multi-bit NGDBF

(SM-NGDBF).

It is shown in [13] that re-decoding a frame with NGDBF for a number of phases further

improves the decoding. Figure 1.3 shows the comparative performance of GDBF, NGDBF,
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and Re-decoded NGDBF (R-NGDBF) with traditional Min-Sum (MS), Weighted Bit-Flip

(WBF) algorithms.

0 1 2 3 4 5 6 7 8
10−6

10−5

10−4

10−3

10−2

10−1

100

SNR

B
E

R

uncoded
MS, 100it
MS, 5it
WBF
GDBF
GDBF
M-NGDBF
R-NGDBF

Fig. 1.3: Comparative performance of GDBF, Multi-bit NGDBF (M-NGDBF), and Re-
decoded NGDBF (R-NGDBF) with traditional Min-Sum (MS) with 5 and 100 iterations,
Weighted Bit-Flip (WBF) algorithms on the PEGReg504x1008 code.

As seen in Fig. 1.2 and Fig. 1.3, the BER rapidly goes down with increasing SNR, which

is known as the waterfall region of the graph, followed by a saturation in the improvement

where the BER no longer goes down with increasing SNR. This region is called the error-

floor of the graph.

1.3 Trapping sets and absorbing sets of LDPC codes

Despite their excellent performance in the waterfall region of the BER curve, the per-

formance of LDPC codes are limited by error-floors at the bottom the waterfall region,

where the BER no longer improves with increasing SNR. In the error-floor region, iterative

decoders are trapped in subgraphs of the code called the “trapping sets”, which causes the

decoders to remain in erroneous states after the maximum number of iterations in the decod-
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ing algorithm. Richardson [14] showed that for the AWGN channel and BSC the error-floor

region for a rate 0.7969 code of length 4096, all the errors were due to the near-codewords,

which are known as “trapping sets”. We define trapping sets according to [14].

Trapping sets: For a given input y, let T(y) be the set of variables nodes that are not

eventually corrected by iterative decoding. Therefore, a successful decoding is indicated by

T(y) � ∅. If T(y) , ∅, T is a (a , b) trapping set where a is the number of variable nodes

and b is the number of odd degree check nodes in the subgraph T induced by T. In the

subgraph, the check nodes are usually only degree one or degree two check nodes. Higher

degree check nodes are possible but unlikely in dominant trapping sets. A related concept

“absorbing sets” were described in [15,16].

Absorbing sets: In [15], Zhang et.al. introduced absorbing sets to describe the failure of

iterative decoders. In the experimental work, a hardware emulator was analyzed for various

classes of structured LDPC codes. It was found that a set of graphical structures referred

to as absorbing caused message passing decoders to fail by converging on non-codewords.

Absorbing sets may be viewed as a special case of trapping sets, which is guaranteed to be

stable under a bit-flipping decoder. Absorbing sets are purely combinatorial like stopping

sets. Absorbing sets are defined as follows:

Let H be the parity check matrix and T (H) be the tanner graph induced by H. Let

a be a subset of variable nodes in the tanner graph and b be the set of their neighboring

odd-degree check nodes in the subgraph induced by a. Each of the variable nodes in a are

connected to more even degree check nodes than odd degree nodes, and all the remaining

check nodes outside the induced subgraph are even degree with respect to T (H). In that

case (a , b) is an absorbing set if for all a′, a′ < a, it does not contain an (a′, b) set as its

subgraph.

The (8,8) absorbing set of (2048,1723) Reed-Solomon LDPC code: The 802.3an LDPC

code is a high performance (2048,1723) Reed-Solomon LDPC code. It was found that the

error-floor of the (2048,1723) LDPC code is dominated by an (8,8) fully absorbing set that

has the structure showed in Fig. 1.4.
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Fig. 1.4: The dominant (8, 8) absorbing set in the 802.3an 10GBASE-T LDPC code.

1.4 The GDBF and the NGDBF decoding algorithm

Wadayama et al. proposed the GDBF algorithm for decoding LDPC codes [11]. At each

iteration of the GDBF algorithm, an inversion function for each bit is based on the received

channel information, decision at the previous iteration, and parity check messages from

the neighbors of the node. The Noisy Gradient Descent Bit-Flip (NGDBF) [12] modifies

GDBF by adding a pseudo-random perturbation to the inversion function at each symbol

node during each iteration. The noise is used to probabilistically escape from the trapping

sets and lower the error-floor for a given LDPC code. Let the received message vector be

denoted by ~y. The neighborhood of a node refers to all the other nodes that are connected

to it. We denote the neighborhood of the ith check node by N (i) , { j : hi j � 1}, and the

neighborhood of the jth symbol node by M( j) , {i : hi j � 1}; where hi j is an element of

the parity check matrix H.

At each iteration of the NGDBF algorithm, the energy of each bit is calculated accord-

ing to (1.4),

Ek � xk yk + wk

∑
i∈M(k)

si + qk (1.4)
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—where the decision vector at each iteration is denoted by ~x ∈ {−1, 1}n. If ~x is a valid

codeword and ~x ∈ Ĉ, all the parity checks would be satisfied. The ith parity check operation

is denoted by si ,
∏

j∈N (i) x j. Therefore, a satisfied parity check equation refers to si � 1.

The parameter wk is predefined weight parameter to scale the sum of the parity check

operations. If at iteration t, all the parity checks are satisfied, then ~x(t) is declared as a

valid codeword and decoding is terminated. The term qk is the perturbation noise used

by NGDBF which is independently distributed Gaussian random noise samples with zero

mean and variance equal to σ2 � η2N0/2 — proportional to the variance of the channel

noise — where η ≥ 0 is a noise-scale parameter. In all algorithms, unsuccessful frames are

terminated after a maximum number of iterations T. If the energy of the bit is below a

threshold parameter θ, the bit is flipped. Because a number of bits may have energy below

the threshold, and subsequently be flipped, this version of the NGDBF algorithm is termed

as the Multi-bit NGDBF (M-NGDBF). The M-NGDBF algorithm is outlined as follows:

Step 0: Initialize θk (t � 0) � θ for all k, where θ is the global initial threshold

parameter. Optionally saturate sample magnitudes at ymax and set ~x �

sign
(
~y
)
.

Step 1: Compute syndrome components:

si �
∏

j∈N (i)

x j , (1.5)

for all i ∈ {1, 2, ....,m}. If si � +1 for all i, output x and stop.

Step 2: Compute inversion functions:

Ek � xk yk + wk

∑
i∈M(k)

si + qk (1.6)

for k ∈ {1, 2, . . . , n}. where wk is a syndrome weight parameter and qk

is a Gaussian distributed random variable with zero mean and variance
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σ2 � η2N0/2, where 0 < η ≤ 1. All qk are independent and identically

distributed.

Step 3: Bit-flip operations: if Ek (t) < θk (t) then xk (t + 1) � −xk (t), otherwise

θk (t + 1) � λθk (t) ,

where λ is a global threshold adaptation parameter for which 0 < λ ≤ 1.

Step 4: Repeat steps 1 to 3 until all si � 1, for i � 1, 2, . . . , m, or maximum

number of iterations T is reached.

Threshold adaptation and Output decision smoothing in Multi-bit NGDBF (M-NGDBF):

The authors proposed a threshold adaptation method to improve the convergence of M-

NGDBF. Each bit has a threshold θk , which is initialized at a global value θ. The threshold

θ is then adjusted for each bit at each iteration by a parameter λ. The following steps are

added to NGDBF to incorporate threshold adaptation:

• Initialize (t = 0) θk = θ for all bits, where θ ∈ R is the global initial threshold

parameter.

• For a bit k, at iteration t, if the energy function Ek ≥ θk (t), make the adjustment in

θk (t + 1) to be used in the next iteration t + 1 as follows:

θk (t + 1) � θk (t)λ (1.7)

where λ is a global adaptation parameter for which 0 < λ ≤ 1. In the next iteration

t + 1, the adjusted threshold θk (t + 1) is used. If Ek (t) < θk (t), flip the sign of the

corresponding decision xk

1.5 Contributions of this dissertation:

This dissertation started as an parameter optimization project for the original NGDBF

decoding algorithm [12]. The primary goal was to optimize the parameters of NGDBF such

as noise-scale (η) and weight (w) to lower the error-floors for the PEGReg504×1008 and
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the IEEE 802.3 LDPC codes. Subsequently a faster method to analyze and simulate the

NGDBF decoding algorithm for the low error-floor was proposed. The results were then

validated in Xilinx FPGA platform. The contributions of this dissertation are arranged as

follows:

The first contribution to the improvement of NGDBF, the Re-decoded NGDBF (R-

NGDBF) is described in Ch. 2. The proposed technique involves re-decoding of failed

frames, after a number of decoding iterations have been observed with no success. In Ch.

3 a Markov chain analysis is adopted to study the decoding trajectory of NGDBF. The

contributions of the random perturbations of NGDBF to escape the dominant absorbing

set is discussed at length. The error-floor is explained as a consequence of the (dominant)

absorbing sets that are not resolved by NGDBF decoding algorithm. Based on the Markov

chain analysis, a simplified decoding approach is taken to estimate the low error-floors of

the NGDBF algorithm by simulation in Ch. 4. The estimated parameters are verified in

FPGA implementation in Ch. 5. The FPGA implementation includes a 5-bit resolution

decoder, which is fully synthesized, implemented and validated in Xilinx platform.
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CHAPTER 2

PROPOSED RE-DECODING FOR NGDBF

2.1 Re-decoding background

In this chapter, we consider the performance of the Noisy Gradient Descent Bit-Flip

(NGDBF) decoding algorithm under re-decoding of failed frames. The proposed re-decode

procedure obtains improved performance because the perturbations are independent at each

re-decoding phase, therefore increasing the likelihood of successful decoding. We examine

the benefits of re-decoding for an LDPC code from the IEEE 802.3an standard, and find

that only a small fraction of re-decoded frames are needed to obtain significant performance

benefits. When re-decoding is used, the NGDBF performance is very close to a benchmark

offset min-sum decoder for the 802.3an code.

The recently proposed NGDBF algorithm provides superior performance by injecting

random noise into the GDBF inversion function [17]. The noise perturbation is hypothesized

to disrupt the activity around trapping sets, so that the decoder has a chance to escape.

In this chapter, we observe that failed NGDBF frames can often be correctly decoded by

re-decoding the algorithm from its initial state. Re-decoding is shown through simulations

to be more effective than increasing the iterations. To explain this result, we hypothesize

that the noise perturbations may sometimes stimulate new trapping set conditions that

are less likely to be escaped. Because the NGDBF algorithm is non-deterministic, these

conditions will not necessarily recur when decoding is performed a second time.

Re-decoding randomizes the decoding trajectory in the Tanner graph and provides a

way for the decoder to converge towards an actual codeword. Re-decoding from the same

initial condition was considered previously for stochastic decoders in [18, 19], where it was

proposed as a method to evade trapping sets. In [20], a two-phase decoding is proposed for

stochastic decoders. The frames that are failed after the 1st phase are decoded again with
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a modified algorithm in the 2nd phase called the “VN harmonization”. VN harmonization

changes the log-likelihood ratio (LLR) input to each variable node by a constant. This

constant must be found empirically.

2.2 Related work on Re-decoding for decoding of ECC

In [21], two phase decoding has been applied to the Belief Propagation (BP) algorithm.

The Normalized Min-Sum (NMS) algorithm is employed in the 1st phase. If a valid codeword

is not found, the failed frames enter the 2nd phase. Two approaches are discussed for the

2nd phase: Random Sign Flip (RSF) and Random Initial State (RIS). RSF randomly flips

the sign of the outgoing check node messages with a probability p (0 ≤ p ≤ 1). RIS applies

random changes to the initial channel data externally, by adding random vectors to the

initial channel values. A similar re-launching process is described for LDPC decoders called

the Improved Differential Binary (IDB) message passing decoding in [22]. The re-launching

process divides the decoding process into multiple phases. The IDB algorithm uses a look-

up table approach, where the initial channel values are modified in a deterministic manner

at the start of a given phase according to a heuristic table.

2.3 Re-decoding in the context of NGDBF

The previous works demonstrated BER improvement due to re-decoding, but did not

provide a detailed inspection of trapping set behavior. In this chapter, we present some

experiments on the (8,8) absorbing set known to be dominant in the 802.3an 10GBASE-T

standard LDPC code under Belief Propagation [23]. The induced graph for this set is shown

in Fig. 2.1, where the degree-one check nodes are indicated as , degree-two check nodes as

, and symbol nodes as . While a full trapping set analysis has not yet been developed

for NGDBF, in this chapter we verify that the (8, 8) set acts as a trapping set for GDBF

and NGDBF, and we inspect the dynamics that allow NGDBF to evade the trapping set

during decoding.

To investigate NGDBF dynamics on this absorbing set, a localized simulation was

performed on the (8, 8) subgraph. The correct state is assumed to be ĉ � (+1 + 1 · · · + 1).
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The GDBF and NGDBF algorithms were simulated with identical inputs ~y � ĉ+~z, where ~z

is a vector of zero-mean Gaussian noise samples with noise variance σ2 � 1. The simulations

were performed with parameters λ � 1 (i.e. without threshold adaptation), w � 1, T � 100

and for NGDBF η � 1. In these simulations, a frame was considered successful if the correct

result, ~x � ĉ, was obtained for at least one iteration. Failed frames were saved for detailed

inspection.

It was found that failed frames typically begin in a metastable initial condition, where

one or two early flips determine the ultimate trajectory. Fig. 2.2 shows the trajectory of

inversion functions for a case in which GDBF becomes trapped in an oscillating cycle, but

NGDBF avoids the oscillation due to a fortuitous early flip. In the early iterations, some of

the Ek are negative or weakly positive, so they are likely to be flipped. In later iterations,

most of the NGDBF Ek values are strongly positive, so additional flips are unlikely in spite

of the noise perturbations.

Fig. 2.3 shows a case where NGDBF failed due to an errant early flip. In this case,

NGDBF eventually converged on an all-error state with positive Ek . Because the Ek are pos-

itive, future flips are unlikely to occur and the error state is effectively stable. Fig. 2.4 shows

a repeated simulation from the same initial condition. In this case, NGDBF made different

flips in the first five iterations, and converged on the correct state. This example demon-

strates advantages of re-decoding from the same initial state, which cannot be achieved

by extending the simulation time. The benefits of re-decoding are more pronounced when

threshold adaptation is used, since the evolving thresholds tend to harden the stability of

the final state, thereby lowering the probability that NGDBF will escape to the correct

state if given more iterations.

These experiments were repeated for several values of σ, and NGDBF was found to

have a consistently lower rate of converging on an erroneous state compared to GDBF. The

simulation method used here is illuminating about the dynamics and provides motivation

for re-decoding, but it is not sufficient to quantify the frame error probability associated

with this absorbing set. For σ < 0.7, we did not obtain any failed cases for NGDBF. In
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Fig. 2.1: The dominant (8, 8) absorbing set in the 802.3an 10GBASE-T LDPC code.

the sequel, we evaluate the re-decoding method for two practical codes, and show that

significant performance benefits are obtained.

2.4 Proposed Re-decoded NGDBF (R-NGDBF)

All the methods discussed above try to change the initial state of the decoder either in

a random or in a deterministic manner to improve convergence during a decoding process.

Random Initial State (RIS) and Stochastic decoding are random processes, while the re-

launching technique is a deterministic process. We leverage the randomness involved in

the NGDBF algorithm. Re-decoding a failed frame causes the different stream of random

noise to be to used during the decoding process which increases the likelihood of successful

convergence. The decoding process is repeated for a number of phases with the original

received message, with added perturbations to the inversion function at each phase. As

the random perturbations of NGDBF at each phase are independent of each other, the

decoding is likely to follow a different path and arrive at different results at each phase,

similar to stochastic decoders. This modified algorithm, is referred to as the Re-decoded

NGDBF (R-NGDBF) algorithm. The R-NGDBF has two variants: Re-decoded M-NGDBF

(R-M-NGDBF) and the Re-decoded SM-NGDBF(R-SM-NGDBF).

The number of phases is limited to a maximum value Φ. Φ is an important parameter of
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Fig. 2.2: A typical case where GDBF is trapped but NGDBF escapes due to random
perturbations.
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Fig. 2.3: A case where NGDBF settles on an all-error pattern on the (8, 8) absorbing
set. Error propagation is triggered by a single errant bit-flip that occurs in the first five
iterations.
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Fig. 2.4: A re-decoded case with the same initial conditions as Fig. 2.3. This time NGDBF
evades the erroneous state and corrects all errors.

this algorithm. The convergence is expected to improve as Φ is increased. If a valid codeword

is not found by phase Φ, decoding failure is declared. The R-M-NGDBF algorithm can be

summarized as follows:

1. Initialize all the symbol nodes to the received channel message vector, and set phase=1.

2. Perform decoding operation using M-NGDBF.

3. Set phase = phase+1.

4. Repeat steps 2 and 3 with initial values of received vector yk and with different qk

until all the parity checks are satisfied or phase = Φ is reached.

2.5 Simulation results

Simulations were performed using re-decoding with NGDBF for two codes: the rate 1/2

regular (3, 6) LDPC code identified as PEGReg504x1008 in MacKay’s online encyclopedia of

sparse graph codes [24] and the rate 0.8413 LDPC code defined in IEEE 802.3an standard.
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The smoothing and threshold adaptation heuristics are used for the PEGReg504x1008 code,

and the algorithm name is indicated as SM-NGDBF in reported simulations. For the

802.3an code, these heuristics were not used. Each frame was allowed to be simulated up to

a maximum number Φ of re-decoding phases. At least 200 bit errors and at least 20 word

errors were observed to obtain the BER measurements for each simulation.

For the PEGReg504x1008 code, SM-NGDBF was simulated with parameters T � 300,

w � 0.816, λ � 0.98, initial threshold θ � −0.6 and noise-scale η � 0.75. Fig. 2.5 shows

BER performance results for the PEGReg504x1008 code with Φ � 10. The re-decoding

technique has significant gain when applied to the SM-NGDBF algorithm. At BER� 10−6,

re-decoding provides a gain of about 0.5 dB. Output smoothing is only used for iterations

exceeding (T − 64). Performance of NMS and BP algorithms are presented for comparison.

The BER improves with higher values of Φ, but there is a diminishing benefit as Φ is

increased. As seen in Fig. 2.6, there is a rapid improvement in performance from Φ � 1

through Φ � 5. As Φ is increased further, the improvement in BER performance becomes

less significant. There is slight improvement in Φ � 10 compared to the improvement in the

earlier phases.

The simulations show that re-decoding is necessary for a small fraction of frames.

Fig. 2.7 shows the distribution of re-decoding phases to complete decoding. Most of the

failed frames that are not corrected in the first decoding phase are corrected by the second

phase. The frames that are not corrected by the second phase are passed onto the third

phase and so forth. Finally, at the last phase, the accumulated failed frames determine the

word error rate (WER). This accumulation is evident in the last phase in Fig. 2.7.

Fig. 2.8 shows the BER performance results for NGDBF on the IEEE 802.3an standard

LDPC code. Smoothing is not used for simulations with this code, because no significant

improvement was achieved using smoothing in this case. The simulation parameters are

T � 1000, w � 0.20833, λ � 1, θ � −0.525, and η � 0.92. Since λ � 1, threshold adaptation

is not required for this code. To evaluate the performance we use a recently reported 802.3an

Offset Min-Sum (OMS) decoder as a benchmark [25]. Re-decoding provides a gain of 0.25
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dB for this code. The BER performance of NGDBF is very close to the benchmark OMS

decoder.

2.6 Latency considerations of R-NGDBF

Since re-decoding incurs a substantial latency penalty, we examined the average latency

on the 802.3an code. If buffering can be tolerated by the end application, then the average

latency penalty is very small since nearly all frames are successfully decoded in the first

phase. Fig. 2.9 shows the average latency in terms of clock cycles for all simulated cases,

in comparison to the reported latency of the OMS decoder. The OMS decoder uses a

semi parallel layered architecture which requires 12 clock cycles to complete an iteration.

The reported average number of iterations is therefore scaled by 12 to obtain the average

latency depicted in Fig. 2.9. The NGDBF decoder has a much lower complexity than the

OMS algorithm, so layering is not required and we can expect every iteration to complete

in a single clock cycle. The number of iterations is therefore equivalent to the latency in

the NGDBF case. Fig. 2.9 shows that the average latency for NGDBF is quite large at low

SNR values, but decreases at higher SNRs where it has a lower latency than OMS. When

operating at higher SNR values, Re-decoded NGDBF (R-NGDBF) offers better performance

and lower average latency than the benchmark design. To account for consecutive worst

case frames, the NGDBF decoder would require a larger frame buffer compared to the OMS

decoder. This is a potential drawback of re-decoding with the NGDBF algorithm.
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CHAPTER 3

ANALYSIS OF TRAPPING SETS

3.1 Analysis of trapping sets for the GDBF and NGDBF algorithm

Let us consider an example case to illustrate how an error is trapped in a trapping set

for the GDBF and the NGDBF algorithm. Consider the (3,3) trapping set in Fig. 3.1. The

graph induced by the trapping set is denoted by T3. The variable nodes in the trapping

set are X � {x1 , x2 , x3} with degree two check nodes c1 , c2 , c3 and degree one check nodes

c4 , c5 , c6. The set of all the check nodes is denoted as C � {c1 , c2 , c3 , c4 , c5 , c6}. In Fig. 3.1

the variable nodes are represented as , degree-one check nodes as , and degree-two check

nodes as .

We assume all-zero codeword transmission. Therefore the codeword for the example

is ~c ∈ {0}. For AWGN channel ~c is mapped to ĉ ∈ {1}. The transmitted codeword is

corrupted by Gaussian noise with zero mean and variance of σ2
z � N0/2, where N0 is the

noise spectral density. Therefore, the received signal is ~y � ĉ + ~z, which is to be decoded.

We are only interested in the subgraph T3 generated by the (3,3) trapping set. We denote

the subset of incoming channel messages to the trapping set T3 as ~yT . For example, let

~yT � {−1.3, 0.2,−0.5}.

x1

c4x2

c5

x3

c6

c1
c2c3

Fig. 3.1: The (3, 3) absorbing set in the 802.3an 10GBASE-T LDPC code.
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The initial value of the variable nodes X � {x1 , x2 , x3} are {−1,+1,−1}. In GDBF algo-

rithm, the check nodes update by multiplying all the incoming decisions from the neighbor-

ing variable nodes. Let the messages from check node ci to its neighboring variable nodes

be denoted by si. Check node c1 is connected to x1 and x3.

∴ s1 � (−1) × (−1) � +1. Similarly, {s2 , s3 , s4 , s5 , s6} � {−1,−1,−1,+1,−1}.

In the GDBF algorithm, the enrgy of a bit is calculated as

Ei � xi yTi +
∑

j: j∈N (xi )

(s j) (3.1)

where the neighbors of variable node vi are N (xi). The incoming message from the neigh-

boring check nodes N (xi) of variable node xi is denoted by s j, i.e j ∈ N (xi).

After the first iteration the energies of the variable nodes are as follows for the GDBF

algorithm:

E1 � (−1)(−1.3) + 1 − 1 − 1 � −0.3 (3.2)

E2 � (+1)(+0.2) − 1 − 1 + 1 � −0.8 (3.3)

E3 � (−1)(−0.5) + 1 − 1 − 1 � −0.5 (3.4)

In the GDBF algorithm, the bit with most negative energy value is flipped. Therefore

state of node x2 is flipped from +1 to −1. As a result, all the decision bits after the first

iteration are {−1,−1,−1} and all the variable nodes in the T3 are in error.

The NGDBF algorithm introduces random perturbation noise qi to the energy values

to perturb the decisions and provide means to escape the trapping set. In NGDBF, the

energies of the variable nodes are calculated as
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Ei � xi yTi +
1

w

∑
j

(s j) + qi; (3.5)

where, qi ∼ N (0, σ2), σ2
� η × σ2

z

where w is called a weight parameter, and the perturbation noise variance σ2 is calculated

by scaling the channel noise variance σ2
z by a factor η. For now, we assume that the weight

parameter is equal to unity (w � 1).

For the NGDBF algorithm, let the perturbation noise vector be ~q � {q1 , q2 , q3} �

{−0.45, 0.51;−0.22}. The energies become

E1 � (−1)(−1.3) + 1 − 1 − 1 + q1 (3.6)

� −0.3 − 0.45 � −0.75 (3.7)

E2 � (+1)(+0.2) − 1 − 1 + 1 + q2 (3.8)

� −0.8 + 0.51 � −0.29 (3.9)

E3 � (−1)(−0.5) + 1 − 1 − 1 + q3 (3.10)

� −0.5 + −0.22 � −0.72 (3.11)

In the case of NGDBF the decision is flipped for variable node x3, and the one of

the faulty bits is corrected. In Multi-bit NGDBF (M-NGDBF), the filp operation at each

iteration is governed by a threshold θ. All the bits that have Ei values less than θ is flipped.

In the case the NGDBF algorithm, the probability that a bit will be flipped is given by

Pflip � Pr(Ei < θ) (3.12)
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If we let the part of the energy without noise be E′i, i.e E′i � Ei − qi;

Pflip � Pr(E′i + qi < θ) � Q(θ, E′i , σ); where qi ∼ N (0, σ2) (3.13)

where Q is the the cumulative distribution function at θ with mean E′i and variance σ2.

According to (3.13), the probability that a flip will occur depends on the value of

threshold θ, perturbation noise variance σ2, and the energy E′i calculated in the previous

iteration. In the (3,3) trapping set, let E′i be the energy of a bit xi after the first iteration

(without adding the perturbation noise qi). For x ∈ {1,−1}, a total of 23 � 8 possible

combinations of bits can be achieved. Later, the 8 combinations are referred to 8 states of a

Markov process. Each combination generates a different energy value for each bit. A energy

matrix E of dimension 8 × 3 can be constructed with the 3 columns corresponding to energies

E′i for each bit {x1 , x2 , x3} and 8 rows corresponding the different combinations of the 3 bits,

as shown in Tab. 3.1. Once we have the matrix E, we can compute the probability of flip for

all bits under any initial condition applying (3.13) to E. The probability matrix is denoted

by PE, which contains all the probabilities that a bit will flip for a given combination of X.

In the example, we have incoming channel messages ~yT � {−1.3, 0.2,−0.5}, to the

trapping set T3, and we have calculated energies for each bit in X, {x1 , x2 , x3} � {−1,+1,−1}.

This combination of bits are represented by the 6th row of the energy matrix. The 6th row

of the energy matrix is therefore, {E61 , E62 , E63} � {−0.3,−0.8,−0.5}. The other entries of

E can be calculated for different states of X in a similar way.



27

state Decision Energy

x1 x2 x3 E1 E2 E3

1 1 1 1 E11 E12 E13

2 1 1 -1 E21 E22 E23

3 1 -1 1 E31 E32 E33

4 1 -1 -1 E41 E42 E43

5 -1 1 1 E51 E52 E53

6 -1 1 -1 E61 E62 E63

7 -1 -1 1 E71 E72 E73

8 -1 -1 -1 E81 E82 E83

Table 3.1: Energy values of each bit depending on the decisions

.

3.2 Markov chain analysis of trapping sets in the NGDBF algorithm

With every iteration of the NGDBF algorithm, flipping one or more bits moves the

decision from one state to another state. For an n bit codeword, there are a total of 2n

states that the decision can be in. As the probability of flip is dependent on the random

noise qi, the different states of the decision can be considered as the states of a Markov

chain. A similar approach has been adopted in [26] to analyze the trapping set dynamics

for probabilistic decoding for the BSC channel.

By flipping one or more bits, any state of the chain can be reached from any other

state. If every state of a Markov chain can be reached from every other state in one or

more moves, the Markov chain is Ergodic or irreducible Markov chain. We can construct a

transition matrix for the Markov chain from the probabilities of flip for each bit at every

state. The transition matrix that is achieved is of Ergodic type.

To explain how the probability for transition from one state to another, we consider a

transition from state 6 to state 7 from the example in Sec. 3.1. The state 6 is represented by
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{x1 , x2 , x3} � {−1, 1,−1}, and the state 7 is represented {x1 , x2 , x3} � {−1,−1, 1}. We have

calculated that the energy of the bits {x1 , x2 , x3} in state 6.as {E1 , E2 , E3} � {−1.3, 0.2,−0.5}

in state 6. The probability that the bits will flip is found from (3.13). Let the threshold

θ � −0.1, and perturbation noise variance σ2 � 0.25. The probability of flip for a bit with

enrgy Ei is given by (3.13). Therefore,

pflip(x1) � Q(−0.1,−1.3,
√

0.25) (3.14)

pflip(x2) � Q(−0.1, 0.2,
√

0.25) (3.15)

pflip(x3) � Q(−0.1,−0.5,
√

0.25) (3.16)

To reach from state 6 to state 7, the bit x2 flips from 1 to −1 and the bit x3 flips from

−1 to 1. The bit x1 does not flip. Therefore the probability of transition from state 6 to

state 7 is given by

Pr(6→7) �
(
1 − pflip(x1)

)
× pflip(x2) × pflip(x3) (3.17)

Similarly, probability of staying in the same state is that no bit will flip:

Pr(6→6) �
(
1 − pflip(x1)

)
×

(
1 − pflip(x2)

)
×

(
1 − pflip(x3)

)
(3.18)

A transition matrix for the 8 states can be constructed with the probabilities for the

transition from every state to every other state, whose entries are calculated for the energies

of the bits in each state and their flip probability in that state. We denote the transition

matrix after the first iteration as Tr1 .
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Tr1 �

*.................................
,

Pr(1→1) Pr(1→2) Pr(1→3) Pr(1→4) Pr(1→5) Pr(1→6) Pr(1→7) Pr(1→8)

Pr(2→1) Pr(2→2) Pr(2→3) Pr(2→4) Pr(2→5) Pr(2→6) Pr(2→7) Pr(2→8)

Pr(3→1) Pr(3→2) Pr(3→3) Pr(3→4) Pr(3→5) Pr(3→6) Pr(3→7) Pr(3→8)

Pr(4→1) Pr(4→2) Pr(4→3) Pr(4→4) Pr(4→5) Pr(4→6) Pr(4→7) Pr(4→8)

Pr(5→1) Pr(5→2) Pr(5→3) Pr(5→4) Pr(5→5) Pr(5→6) Pr(5→7) Pr(5→8)

Pr(6→1) Pr(6→2) Pr(6→3) Pr(6→4) Pr(6→5) Pr(6→6) Pr(6→7) Pr(6→8)

Pr(7→1) Pr(7→2) Pr(7→3) Pr(7→4) Pr(7→5) Pr(7→6) Pr(7→7) Pr(7→8)

Pr(8→1) Pr(8→2) Pr(8→3) Pr(8→4) Pr(8→5) Pr(8→6) Pr(8→7) Pr(8→8)

+/////////////////////////////////
-

(3.19)

The transition matrix describes that once a sample {x1 , x2 , x3} is received at the trap-

ping set Tr1 , the initial state of Tr1 is determined by {x1 , x2 , x3}. The transition matrix Tr1

then decides the next transitions at each iteration. The transition matrix Tr ` at the `th

iteration is given by

Tr` �
(
Tr1

) `
(3.20)

For a ergodic Markov chain, if the transition matrix (Tr) is irreducible, then there

exists exactly one eigenvector ~w such that

~w × Tr � ~w (3.21)

Also, ~w can be chosen such that all its entries are strictly positive. This is the Perron-

Frobenius theorem for the context of a Markov chain. The vector ~w denotes the steady

state probability of each state. It is the common row of the transition matrix after n steps

when the Markov chain reaches steady-state. For the all zero codeword, the correct state
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after decoding is the state 1 corresponding to {x1 , x2 , x3} � {1, 1, 1}. The first component

of ~w denotes the probability that the decoder eventually reaches the correct state.

For the all-zero codeword, we are interested in the steady-state probability of the state

{x1 , x2 , x3} � {1, 1, 1}, which the 1st state in the transition matrix. The probability of error

for sample is therefore,

Perr � 1 − ~w(1) (3.22)

If the decoding algorithm is not allowed n iterations to reach the steady state, let the

maximum allowed iterations be ` such that ell < n. The transition matrix at the end of `

iterations is Tr` . Then the probability that the decoding is successful after the ` iterations

starting at state s is given by Tr` (s , 1) � Ps→1 calculated at the end of the ` iterations,

assuming all-zero codeword was transmitted. In that case the probability of error for the

sample is

Perr � 1 − Pr(s→1) (3.23)

Given that the probability of the received sample yT is Psample, the frame error rate

(FER) for the sample is given by

FER � Psample × Perr (3.24)

In Ch. 4 we use importance sampling to sample received messages close to the error

region to estimate the FER for a given (8,8) absorbing set. The maximum frame error

rate (FER) that is found from sampling from 1 million samples are reported, as well as the

average FER that is obtained.
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CHAPTER 4

SIMULATION METHODOLOGY

4.1 Importance sampling for fast simulation of the error-floor

To measure the error-floor, usually a large number of samples are generated for the

noisy channel, and then decoded by the decoder. To accurately measure the BER graph

and error-floor, sufficient error events must be observed. Because the error-floor is very

low for LDPC codes, it may take a very long simulation time to observe an error event

at high SNRs. To simulate a fair number of error events at a high SNR, or and to study

the trapping sets, importance sampling is widely used [27–30]. The generation of samples

are biased in a way that many errors are generated. Later, to measure the true BER, the

probability of the samples are weighted to account for the biasing.

The idea of importance sampling is to sample from an important region of the target

distribution p. Suppose the problem is the find the expectation of (X) where X ∼ p.

Ep[(X)] �
∫

xp(x)dx (4.1)

�

∫
xp(x)
q(x)

q(x)dx (4.2)

� Eq
[ xp(x)

q(x)

]
(4.3)

That means sampling x from distribution p is the same as sampling
xp(x)
q(x) from sam-

ple distribution q. The term
p(x)
q(x) is called the importance weight or the likelihood ratio.

The distribution p is called the nominal or target distribution and q is the importance

distribution or the sample distribution.

For AWGN channel, the noise variance σ2
z of the channel is given by
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σ2
z �

N0

2
,N0 �

1

R
× 10( −SNR

10 ) (4.4)

where, N0 is the noise spectral density of the channel, R is the rate of the code, and SNR

is the signal-to-noise ratio of the channel. Therefore, for the all-zero codeword (ĉ � {1}N),

the incoming messages are distributed as a Gaussian distribution with mean 1 and variance

σ2
z , N (1, σ2

z ).

For the all-zero codeword, and AWGN channel, we take the target distribution as

p � N (1, σ2
z ), where σ2

z is the variance of the channel noise. To sample in the error

region, we use mean translation importance sampling, where the mean of the importance

distribution is shifted toward the region of interest. We use q � N (0.5, σ2
z ) as the importance

distribution to sample more error cases for fast error-floor estimation.

In importance sampling, the average value is taken as the estimated result. However, in

a real decoder, if a particularly noisy sample is encountered, that sample would determine

the ultimate error-floor of the LDPC code. Therefore, while using importance sampling

to sample in the error region, we would consider the highest FER to set the estimated

error-floor.

4.2 The dominant (8,8) absorbing set under the NGDBF algorithm

We consider the subgraph induced by the (8,8) absorbing set in the 802.3an LDPC

code for our estimation of the error-floor. The HT (8,8) matrix for the absorbing set is given

by
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HT (8,8) �

*.........................
,

1 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 1 0 0 0 0

0 0 1 0 0 0 0 0 1 0 0 0 0 1 0 0 0 1 0 1 0 0 0 0 1 0 0 0

0 0 0 1 0 0 0 0 0 1 0 0 0 0 1 0 0 0 1 0 1 0 0 0 0 1 0 0

0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 1 0 1 0 0 0 1 0 0 0 0 1 0

0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 1 0 1 0 0 0 1 0 0 0 0 1

0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0

0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1

+/////////////////////////
-

T

(4.5)

The subgraph induced by the absorbing set HT (8,8) is shown in Fig. 4.1. The variable

nodes are represented as , degree-one check nodes as , and degree-two check nodes as .

Fig. 4.1: The dominant (8, 8) absorbing set in the 802.3an 10GBASE-T LDPC code. There
are 8 degree one check nodes, 20 degree 2 check nodes, and 8 variable nodes.

4.3 Simulation results

For the simulation, a sample yT of length 8 to the absorbing set is sampled from
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the importance distribution N (0.5, σ2
z ), and decoded with the NGDBF algorithm for 600

iterations. The energy of each bit is calculated as (3.5).

Ei � xi yTi +
1

w

∑
j

(s j) + qi;

where, qi ∼ N (0, σ2), σ2
� η × σ2

z

where w is called a weight parameter, and the perturbation noise variance σ2 is calculated

by scaling the channel noise variance σ2
z by a factor η.

For a given noise-scale (η), increasing the weight w reduces the error-floor a seen in

Fig. Fig. 4.2 and 4.3. Error-floor as a function of noise-scale (η) for different weights (w)

is shown in Fig. 4.2 and 4.3. For each data point in Fig. 4.2 and 4.3 1000000 samples

using importance sampling is used. The FER that are obtained for different weights (w)

and noise-scale (η) are scaled by 104 to account for the multiplicity of the (8,8) absorbing

set in the IEEE802.3an LDPC code.
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(a) 600 iterations
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(b) 5000 iterations
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(c) 50000 iterations
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(d) 1000000000 iterations

Fig. 4.2: Maximum FER found from 1000000 samples, FER is scaled by 104 to account for
the multiplicity of the (8,8) absorbing set.
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(a) 600 iterations
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(b) 5000 iterations
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(c) 50000 iterations
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(d) 1000000000 iterations

Fig. 4.3: Averge FER found from 1000000 samples, FER is scaled by 104 to account for the
multiplicity of the (8,8) absorbing set.

4.4 Newly created errors and decoder limits:

The NGDBF algorithm takes advantage of the random noise used in every iteration to

escape from local minima. As seen in Fig. 4.3 and Fig. 4.2, the FER continues to improve

with increasing iterations. We want to investigate where the error-floor might lie, if there

exists one. In practice, while the NGDBF algorithm uses random noise to escapes from the

dominant (8,8) absorbing set, it creates new trapping sets with the random noise that is

used for decoding. Intuitively, we may suggest that with increasing number of iterations, the
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newly created trapping sets keep increasing. Also, with decreasing weight (w), or increasing

noise-scale (η), or both, the random noise becomes more dominant in the energy function

(3.5), causing more newly created trapping sets to emerge and degrade the performance.

To observe this effect of the random noise, we yet again performed importance sampling

to sample in the error free region of the channel-messages. The Markov chain correspond-

ing to the NGDBF algorithm is Ergodic type, as each state is reachable from every other

state. Also, all the entries in the transition matrix Tr are strictly positive. For an Ergodic

and aperiodic Markov chain, with a positive transition matrix Tr , the steady state tran-

sition probabilities can be found using Perron-Frobenius theorem. The Perron-Frobenius

theorem states that if all entries of a n × n matrix Tr are positive, then it has a unique

maximal eigenvalue. Its eigenvector has positive entries. It can be showed that 1 is the

dominant eigenvalue with a positive eigenvector π. The unique positive eigenvector π is

called the Perron-Frobenius vector of Tr . The Perron-Frobenius vector π is a very impor-

tant characteristic vector of the Markov chain, and is often called the the invariant measure

of Tr . The Perron-Frobenius vector π is the unique steady state vector for an ergodic

and aperiodic Markov chain. For the irreducible and aperiodic transition matrix P and its

Perron-Frobenius vector π, we have for any probability vector ν ∈ RN ,

lim
n→∞

Tn
r ν � π (4.6)

The Perron-Frobenius vector is used to calculate the probability of error at steady state

for the error free samples. First, the dominant eigenvalue is found by taking the singular

value decomposition (SVD) of the transition matrix for that particular sample. Then the

eigenvector corresponding to the dominant eigenvalue was normalized to find steady state

probabilities for all the states. Let the all-zero state be represented by state s0, which is

the first state in the transition matrix Tr . The steady state probability of the all-zero state

is given by the first entry of the Perron-Frobenius vector π. Therefore probability of error

at the end of decoding for the particular channel-message is
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Perr � 1 − π(1) (4.7)

The simulations reveal that, with decreasing weight (w), or increasing noise-scale (η),

or both, creates new errors in otherwise good channel-messages. The results are shown

in Fig. 4.4. The reason is, as the variance of the random perturbation is increased (or

the weight of the syndrome sum is decreased) to the point that the stochastic behavior

completely overshadows the deterministic part (the summation of syndromes) of the energy

function. The error-floor is estimated to be in the region where the decreasing error graph

for existing trapping sets Fig. 4.2, and Fig. 4.3 and the graph for the newly created errors

Fig. 4.4 cross over each other. This is showed in Fig. 4.5.
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Fig. 4.4: average newly created errors of 1000000 samples of the (8,8) absorbing set. The
FER is scaled by 104 to account for the multiplicity of the (8,8) absorbing set.
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Fig. 4.5: Estimated error-floor where the resolved trapping sets (decreasing errors) and
newly created trapping sets (increasing errors) cross over each other.The FER are scaled
by 104 to account for the multiplicity of the (8,8) absorbing set.
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CHAPTER 5

FPGA IMPLEMENTATION

In order to validate the design, an NGDBF decoder with 5-bit resolution has been

fully synthesized, implemented and validated for a Xilinx VCU 118 board using Vivado

2017.1. A screen-shot of the architecture is shown in Fig, 5.1. This chapter describes the

NGDBF demonstration design implemented in behavioral SystemVerilog. A basic UART

test interface is provided using a Microblaze processor to control the decoder. The test

demonstration allows testing a large number of frames of channel data which are input

serially via the UART interface.

5.1 RTL description:

The FPGA implementation of the entire system is shown in the block diagram of Fig.

5.1. There are 6 decoding modules. Each of these modules contain a channel emulator

and an NGDBF decoder. The modules have the same internal architecture. However, the

stochastic behavior of the noise perturbation samples and channel samples allow them to

have different decoding behavior from each other. The decoder’s architecture and interface

are depicted in Fig. 5.2. Details of the algorithm and its calculations are given in Sec. 5.2.

Primary I/Os are indicated in red, and handshaking I/Os are indicated in blue. All channel

and noise samples have resolution Q = 5 bits in sign-magnitude format.

5.1.1 Operating sequence of the decoder:

Operation sequence of the decoder is as follows:

1. When the powerup signal is high, the registers are filled sequentially with samples

from noise in. In principle, sample values could be coded as initial states for each register

in order to avoid the latency incurred by this powerup sequence. When powerup is low, the

samples simply recirculate Simulations have shown that recirculating samples are sufficient
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Fig. 5.1: test-bench for NGDBF decoder with microblaze controller

to achieve high performance in the NGDBF algorithm. When all the registers have been

initialized, the scanchain full signal is taken high to indicate that the decoder is ready.

2. Then the initialize signal is high, the decoder’s decisions are initialized as the sign

bits of channel messages. Decoding begins when initialize is low. The decoder will continue

indefinitely until it is reinitialized. When the decoder detects that the decisions are a valid

codeword, the done signal is asserted high to indicate that the stopping condition has been

reached. The decoder itself does not track its iterations or declare failure.

3. The parity check nodes and early stopping decision are implemented via assign

statements in the decoder’s top module. The symbol nodes have a more complex imple-

mentation, and use 8-bit arithmetic internally.

All pre-scaling adjustments to channel and noise samples (as described in Sec. 5.2) are

performed in the C simulation prior to generating the data files. The test-bench demon-

strates use of the test controller, where channel and noise samples are input serially prior

to decoding. After decoding, the number of errors for each iteration is reported and the

simulation terminates.
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5.1.2 Brief descriptions of the modules

Below are descripotions of the important modules of the decoder:

1. The channel emulator: The channel emulator provides noisy samples assuming all

zero codeword, modulated as +1s. This does not allow for a system with real codewords.

To provide real codewords to the system, the channel samples are compared with real

codewords. The sign of the sample is changed to be negative (1 is modulated as -1) if a “1”

is encountered in the real codeword. The conversion is done in the symbol node description.

The SNR of the channel can be provided from the external interface of the UART manually,

by choosing a value called the channel index. For 5 db channel, the channel index is 20.

2. The decoder: The decoder has 3 main building blocks: the symbol node description,

the check node description, and the noise perturbation scanchain as shown in Fig. 5.2.

2a. Symbol node: At the symbol node, all-zero samples added with AWGN channel

noise come from the channel emulator. The channel messages are then converted to real

codewords (not all-zero) by changing the signs of the samples according to a set of predefined

codewords, before sending off to neighboring check nodes. As the syndrome calculations

are received by the symbol node from the neighboring check nodes, the energy is calculated

to decide whether the bit will be flipped or not.

2b. Check node: The check node description contains the connections of each of the

check nodes to their neighboring symbol nodes. The check node has an early termination

unit to signal “done” if the decoding is successfully completed before the maximum number

of iterations.

2c. Scanchain/ Decoder noise perturbations: The algorithm relies on noise perturba-

tions which must be unique to each symbol node at each iteration. Rather than include a

random number generator in the design, it is sufficient to use a circular shift register. The

“scanchain” module is essentially the same as the channel emulator. However, because the

channel emulator provides all-zero transmission (modulated as +1s), the noise perturba-

tions are obtained by subtracting +1 to provide zero-mean noise. It is to be noted that

only 600+2048 samples are initialized before the start of the decoding (once for each set of
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noise in
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Q × n
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ETU CNm • • • CN3 CN2 CN1

Noise Perturbation Scanchain

Symbol nodes

Check nodes

n m

Q

initialize

done

Fig. 5.2: The NGDBF decoder with 2048 symbol nodes, 2648 noise perturbation regis-
ters(2048 symbol nodes + 600 iterations) in circular scanchain, 384 parity check nodes and
an early termination unit (ETU)

tests), assuming a maximum of 600 iterations, and for the 2048 bits of a sample. The noise

perturbations are statistically independent, allowing the same noise samples to be reused.

The SNR of the noise perturbations can also be provided via the UART manually. For

noisescale η � 1, for our 5 db channel (channel index 20), the noise index is also 20.

5.2 Theory of the design

An n-bit codeword is transmitted across an antipodal binary-input Additive White

Gaussian Noise (AWGN) channel. The decoder receives quantized, clipped samples from

the channel. For each sample, an initial hypothesis bit is taken based on the samples sign,

where a positive sign indicates a 0 and a negative sign indicates a 1. The decoder then

computes the parity syndrome from the hypothesis bits. Then, for each bit, an energy

function is computed. If the energy falls below a specified threshold, the bit is flipped.

Then the syndrome is computed again and the procedure is iterated until all parity checks

are satisfied, or a maximum number of iterations is reached. For a precise statement of the

algorithm, the following symbols are defined
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H n × m Binary parity check matrix

~c ∈ Zn
2 Binary codeword

ĉ ∈ {+1, 1}n Bipolar codeword ĉ � 1 − 2~c

~z ∈ Rn I.I.D. white noise samples

ymax Sample clipping limit

ỹ Quantized channel samples on Q bits within [−ymax ,+ymax]

x̂ ∈ {+1,−1}n Bipolar hypothesis ~x � sign(~y)

x̂ ∈ Zn
2 Binary hypothesis ~x � 0.5(1 − x̂)

~s ∈ Zm
2 Syndrome ~s � HT~x

ŝ ∈ {+1,−1}m Bipolar syndrome

η ∈ R Noise-scale

w ∈ R Weight (syndrome weight)

θ ∈ R Flipping threshold, θ < 0

λ Threshold (θ) adaptation parameter, 0 < λ ≤ 1

Ei ∈ R Energy function for bit i

Ni Adjacency in H for bit i

M j Adjacency in H for parity check j

L ∈ Z Maximum number of iterations

` ∈ Z Iteration number between 0 and L

~z ∈ Rn Decision

Table 5.1: Symbols for the algorithm

The NGDBF algorithm is traditionally developed using bipolar notation (e.g. x̂, ŝ),

which is convenient for algebraic analysis. The bipolar notation is presented here and

translated into binary form appropriate for hardware description. The algorithms precise

steps are as follows:

1. Initialize x̂ (`) = sign (~y) and reset iteration number l = 0.
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2. Compute the syndrome ~s l � HT~x (`).

3. Early stopping condition: If ~s � ~0 then output ~d � ~x l and halt.

4. For bits i � 1, 2, ..., n:

(a) Compute E(`)
i � x̂i ỹi + w

∑
j∈N ŝ j + z (`)

i

(b) If E(`)
i < θ then set x̂ (`+1)

i � x̂ (`)
i

5. If ` < L then increment ` and return to step 2. Else output ~x , declare failure and

halt.

5.3 Syndrome and early stopping condition

bipolar: ŝ j �
∏

i∈M j
x̂ j (5.1)

binary: s j � ⊕i∈M j xi (5.2)

where ‘⊕’ indicates addition in GF2. In hardware terms, this can be interpreted as a

tree of binary XOR operations.

The early stopping condition is most easily expressed in binary notation:

stop if ∪ j∈{1,2,...,m} S j (5.3)

5.4 Energy function and threshold

The bulk of the algorithm’s arithmetic lies in the energy function. For implementation,

both the energy function and threshold operation are combined in one expression:

flip if, Ei − θ < 0 (5.4)

⇒ x̂i ỹi + w
∑

j∈Ni
ŝ j + zi − θ < 0 (5.5)
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To translate this into binary format, we may assume variables are represented in a

sign-magnitude format { sgn, mag }. Then the flip decision may be expressed as

{
xi ⊕ sign( ỹi),mag( ỹi)

}
+ w

∑
j∈Ni

(1 − 2s j) + zi − θ < 0 (5.6)

Since the IEEE 802.3an LDPC code is regular, |Ni | � 6 for every i, yielding some

simplification:

{
xi ⊕ sign( ỹi),mag( ỹi)

}
+ w *.

,
6 − 2

∑
j∈Ni

s j
+/
-
+ zi − θ < 0 (5.7)

{
xi ⊕ sign( ỹi),

mag( ỹi)
2w

}
+ 3 −

∑
j∈Ni

s j +

( zi − θ
2w

)
< 0 (5.8)

{
xi ⊕ sign( ỹi),

mag( ỹi)
2w

}
−

∑
j∈Ni

s j +

( zi − θ
2w

+ 3
)
< 0 (5.9)

This representation allows some of the operations to be moved into the noise samples

and pre-scaling of the channel samples. The main advantage of this is to separate algo-

rithm parameters from architecture parameters. The architecture will be designed around

a default set of choices allowing for fixed thresholds and constant scaling factors. Further

design exploration and “fine tuning” can be done by adjusting the channel and noise sample

statistics.

In order to avoid subtraction, we note that

∑
j∈Ni

s̄ j � 6 −
∑
j∈Ni

s j (5.10)

so we can make the further simplification
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{
xi ⊕ sign( ỹi),

mag( ỹi)
2w

}
+

∑
j∈Ni

s̄ j +

( zi − θ
2w

+ 3 − 6
)
< 0 (5.11)

https://www.overleaf.com/project/5a510ffa2abc9179e05c1337 When the noise samples are

pre-shifted by the threshold , the resulting non-zero mean reduces the dynamic range of

noise perturbations and may introduce bias. Through empirical optimization, good NGDBF

parameters for the IEEE 802.3an were found to be θ � 0.55 and w �
1
6 in [12], so that the

mean of z′ is θ/2w − 3 � 1.65 − 3 � −1.35. The dynamic range is improved by introducing

a constant shift of + 2 into the samples:

flip if

{
xi ⊕ sign( ỹi),

mag( ỹi)
2w

}
+

∑
j∈Ni

s̄ j +

( zi − θ
2w

− 3 + 2
)
< 2 (5.12)

Finally, we define the adjusted channel and noise samples as

y′i �
ỹi

2w
(5.13)

z′i �
zi − θ

2w
− 1 (5.14)

Then the flip decision is simplified as

flip if
{
xi ⊕ sign( ỹi),mag( ỹi)

}
+

∑
j∈Ni

s̄ j + z′i < 2 (5.15)

5.5 Quantization and Least Significant Bit (LSB) corrections

In order to physically realize the energy calculation, two further problems need to be

addressed: the first is the occurrence of ±0 in sign-magnitude representations. The second

problem is that y′, q′ and θ′ are quantized real numbers requiring fractional bits, so the

syndrome summation must be adjusted to account for the quantization.
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The first problem is solved by appending one LSB to each channel and noise sample,

and to the modified threshold θ′ . This means that signals are widened by one bit when

performing symbol node arithmetic. We refer to this as the “LSB correction”.

For the second problem, the quantization is corrected by identifying the integer value

corresponding to a pre-quantized “1.0”. The parameter ymax dictates the maximum channel

sample magnitude. For modified samples, the maximum is translated to y′max � ymax/(2w).

Since samples are widened by one bit for the LSB correction, there are 2Q samples between

0 and y′max . We may therefore correct the syndrome summation with a scale multiplier

defined as

Smult � d
1.0

y′max
(2Q)e (5.16)

θhw � 2Smult + 1 (5.17)

Then the flip decision is revised to its final form:

flip if
{
xi ⊕ sign( ỹi),mag( ỹi), 1

}
+ Smult

∑
j∈Ni

s̄ j +
{
z′i , 1

}
< 2Smult + 1 (5.18)

⇒
{
xi ⊕ sign( ỹi),mag( ỹi), 1

}
+ Smult

∑
j∈Ni

s̄ j +
{
z′i , 1

}
< θhw (5.19)

The typical values used in our decoder are: ymax � 1.625, θ � −0.525, Q � 5. The

values of Smult and θhw change with changing w as follows:
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w Smult θhw

1
6 7 15

1
5 8 16

1
4 10 21

Table 5.2: Decoder parameters for varying weights

5.6 FPGA results

The decoder was synthesized for three weights, w � {
1
6 ,

1
5 ,

1
4 }. The results are plotted

in Fig. 5.3, Fig. 5.4 and Fig. 5.5 for the weights in respective order. In the figures, the

simulation results for decreasing error-floor for initial trapping sets and the increasing error-

floor for new trapping sets are shown for comparison. The actual error-floor is expected to

be affected by both the increasing new trapping sets and decreasing initial trapping sets.

The optimal choice for weight (w) and noise-scale (η) are where the two graphs cross over

each other, where the error-floor is the lowest.

As seen in the figures, the results are very close the prediction for all the presented

results. To determine the FER contributions from the new trapping sets, the steady state

error probabilities are considered. Which theoretically means that we are considering an

infinite number of iterations for new trapping sets to be emerged. Therefore, the FER

contributions from the new trapping sets is a pessimistic over-estimation. In the hardware

implementation, the decoder is able to achieve an optimum error-floor slightly lower than

the prediction, as evident in the figures.
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w Estimated FER FPGA FER

1
6 1.0 ×10−06 (η = 0.80) 1.5×10−06 (η = 1.19)

1
5 2.5×10−06 (η = 0.90) 1.96×10−07 (η = 1.26)

1
4 3.0×10−06 (η = 1.00) 4.25×10−07 (η = 1.40)

Table 5.3: Estimated FER vs Obtained FER from FPGA, for 600 iterations

w Estimated FER FPGA FER

1
6 4×10−07 (η = 0.75) 2.0×10−07 (η = 1.0)

1
5 1×10−06 (η = 0.85) 3.5×10−08 (η = 1.33)

1
4 2×10−06 (η = 1.00) 6.6×10−08 (η = 1.40)

Table 5.4: Estimated FER vs Obtained FER from FPGA, for 5000 iterations
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(b) 5000 iterations

Fig. 5.3: Comparing estimated FER with FPGA implementation results, wt = 1
6
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Fig. 5.4: Comparing estimated FER with FPGA implementation results, wt = 1
5
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(b) 5000 iterations

Fig. 5.5: Comparing estimated FER with FPGA implementation results, wt = 1
4
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CHAPTER 6

CONCLUSION AND FUTURE WORK

This work studies various aspects of the NGDBF algorithm for decoding LDPC codes.

For high performance codes, the error-floors are very low to be simulated. To encounter mul-

tiple failed frames after decoding at high SNRs to reliably measure the error-floor takes very

long simulation time. Evaluation of very low error-floors is performed by the implemented

decoder. The algorithm is assisted by random perturbation in the decoding function, which

gives the algorithm stochastic behavior. The perturbation noise in the NGDBF algorithm

enables the decoder to escape from trapping sets. Taking further advantage of the stochas-

tic nature of the algorithm, an improvement called the Re-decoded NGDBF (R-NGDBF)

was proposed in Ch. 2. In R-NGDBF, a number of decoding phases were introduced with

a limited number of iterations. If the message was not successfully decoded by a phase,

then it was passed on to the next phase. The initial conditions for decoding are random in

a new phase because of the random perturbations. This gives the decoder a new decoding

path to follow that may result in successful decoding at a new phase. The primary goal of

this dissertation was to find a faster and deterministic technique to estimate the decoding

parameters for the NGDBF decoding algorithm for LDPC code. The IEEE 802.3an LDPC

code has a number of trapping sets, the (8,8) trapping set being the dominant one in the

error-floor region. A method using a Markov chain representation of the states for the (8,8)

trapping set was proved to be successful in estimating the parameters for the IEEE 802.3an

LDPC code. As beneficial as the random perturbations are for decoding, it is also respon-

sible for creating new trapping sets that ultimately limit the performance of the decoder.

The error-floor is estimated to be where the two graphs, one for the escaped trapping sets

and another for the newly created trapping sets cross over each other. The error-floor is

also dependent on the weight of the sum of the parity check messages. As seen in Ch .4,

at high SNRs, increasing the weight lowers the error-floor. However, at low SNRs a large
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weight will cause the parity check message to dominate the inversion function (1.4), and

minimize the benefits of the added perturbation noise.

Implementation of the NGDBF decoder to validate the theoretical findings is another

key part of this dissertation. To evaluate the performance of the IEEE 802.3 LDPC code

at high SNRs, parallel FPGA implementation of multiple NGDBF decoders is done with

Xilinx VCU118 platform.

Re-decoding a frame for a number of phases has been proposed by the author in [13].

Because of the random perturbation noise, every phase has an independent and random

probability of successfully decoding a received frame. Implementation of the re-decoding

method would imply a number of parallel decoders operating simultaneously on a single

frame until one of the decoders finishes decoding. However, the benefits of increasing the

number of phases tends to saturate after a number of phases. Optimization of the number

of employed decoders on an FPGA for maximum speed in terms of clock frequency, critical

path and iteration numbers would be done in future research.
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