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Abstract. The increasing volume of unsolicited bulk e-mails leads to the need for 

reliable stochastic spam detection methods for the classification of the received 

sequence of e-mails. When a sequence of emails is received by a recipient during a 

time period, the spam filters have already classified them as spam or not spam. Due 

to the dynamic nature of the spam, there might be emails marked as not spam but are 

actually real spams and vice versa. For the sake of security, it is important to be able 

to detect real spam emails. This paper utilizes stochastic methods to refine the 

preliminary spam detection and to find maximum likelihood for spam e-mail 

classification. The method is based on the Bayesian theorem, hidden Markov model 

(HMM), and the Viterbi algorithm. 

 

1   Introduction 

 
Spams are unwanted emails that the user does not want to have in his inbox. Email Spam is 

one of the major problems of the today’s internet, bringing financial damage to companies 

and annoying individual users. Spam is not only offensive and annoying; it causes loss of 

productivity, decreases bandwidth and costs companies a lot of money. Blocking spam 

email is considered a priority for network administrators and security researchers. Spam 

filters are employed to assist the user in deciding if an email is worth reading or not. There 

have been tremendous research efforts in this field that resulted in a lot of commercial spam 

filtering products, such as: methods for construction of filters to eliminate unwanted 

messages [1], comparison between the performances of machine learning-based classifiers 

in filtering email spam [2], [3]. 
 

   The challenging problem with spam filtering is the dynamic nature of the spam. The 

characteristics (e.g. topics, frequent terms) of spam e-mail vary rapidly over time as 



spammers always seek to invent new strategies to bypass spam filters [3]. One cannot 

develop a filter and immediately implement it, because it will not have any basis for 

classifying a document as spam or not spam. When a sequence of emails is received by a 

recipient during a time period, the spam filters have already classified them as spam or not 

spam. Due to the dynamic nature of the spam, there might be emails marked as not spam 

but are actually real spams. It is important to be able to detect real spam emails not only for 

personal convenience, but also for security.  This paper proposes a stochastic method to 

refine the preliminary spam detection. The method is based on the Bayesian theorem, 

hidden Markov model (HMM), and the Viterbi algorithm. 

 

   In the spam detection ground work, the Bayesian filtering works by evaluating the 

probability of different words appearing in legitimate and spam mails and then classifying 

them based on those probabilities [4], [5]. A hidden Markov model (HMM) is a simple 

dynamic Bayesian network that is characterized by the initial state, state transition, and 

emission probabilities. This statistical model is derived by assuming that the system under 

consideration is a Markov process with hidden states. The HMM is able to correct deliberate 

misspellings, incorrect segmentations (adding /removing spaces), and other word 

modifications [6], [7], [8]. 
 

   The approach in this paper answers the following questions: 

a) How to find the probabilities (transition, initial, and emission) for the Hidden Markov 

model? 

b) What is the initial probability that a random email is spam or not spam? 

c) If the indication (from the emails’ header) for a finite sequence of emails on a finite time 

period, is marked as spam or not spam, what is the legitimate sequence of emails, based on 

the stochastic model. 

 

2   Hidden Markov Model (HMM) 

 
Given a sequence of states in different time frames (marked as spam and marked as not 

spam), what are the most likely states that are congruent with the derived probabilities and 

stochastic model based on training data. The training data in this case is the confirmed and 

real emails identified as spam (S) or not spam (NS).  

 

   Suppose the training data is given by the sequence of emails: 

 

S, S, S, S, NS, NS, S, S, S, S, NS, NS, S, S, S,..,..NS…,….S…,…NS...,…S… (1) 

 



   The transition probabilities are observed based on the number of times that the switch 

from spam to not spam, not spam to spam happens and also the number of times that the 

switch does not happen. These numbers are 

 

S  S      85 times                 NS  S      35 times  (2) 

 

S  NS   15 times                 NS  NS   65 times (3) 

 

Therefore the transition probabilities are shown in Fig. 1. 

 

 
 

Fig. 1. Transition probabilities 

 
Based on the transition probabilities, the initial probabilities are calculated:  

 

P(S) = 0.85 P(S) + 0.35 P(NS)                P(NS) = 0.15 P(S) + 0.65 P(NS) (4) 

 

Since P(S) + P(NS) =1, P(S) = 0.7 and P(NS) =0.3. Meaning that without any knowledge 

or assumption from the header of emails, P(NS) (the probability that an email is not spam) 

= 0.3 (a priori). 

 

   The hidden states are marked as spam (MS) and marked as not spam (MNS). In order to 

find emission probabilities, the Bayes’ theorem applies to conditional probabilities 

calculation. The Bayes theorem states the prior probability (a priori): unconditional 

probabilities of our hypothesis before we get any data or any new evidence. Simply 

speaking, it is the state of our knowledge before the data is observed. The posteriori 

probability is a conditional probability about our hypothesis (our state of knowledge) after 

we revised based on the new data [9].  
 
   For the hidden state MS, a posteriori, P(S | MS) = 0.85. Meaning that the probability of 

the state to be spam is 0.85 if the hidden spam is marked as spam. For the hidden state MNS, 



P(S | MNS) = 0.15. Meaning that if hidden state marked as not spam, then the probability 

of the state to be spam is 0.15. Similarly, a posteriori, P(NS | MS) = 0.35 and P(NS | MNS) 

= 0.65.  

 

   Based on the training data, the emission probabilities emitted from the hidden states are 

shown in Fig. 2. 

 

 

Fig. 2. Emission probabilities 

 

Based on all the probabilities the HMM is shown in Fig. 3. 

 

Fig. 3. HMM 

 

3   Maximum likelihood estimation (MLE) and Viterbi algorithm 

 
The Viterbi algorithm is a dynamic programming algorithm for finding the most likely 

sequence of hidden states, the Viterbi path that results in a sequence of observed events 

especially in the context of hidden Markov models [10]. For a simple case in which there 



are two emails with the hidden states at time period Time 1 and Time 2, given respectively 

by MS and MNS, what are the actual states based on HMM? 

   For the two states S and NS there are 22 = 4 transitions: 

 

S   S  S   NS  NS  S  NS  NS (5) 

 

   Based on the HMM Fig. 3, the probabilities associated with the four transition states are 

as in Fig. 4.  

 

 

                             

 

                             

Fig. 4. Probabilities associated with the four transition states  

   Therefore, MLE for this case is 0.076. Meaning that the actual transition states based on 

HMM is S  S for MS and MNS. 

   For the three emails with the hidden states at time period Time 1, Time 2, and Time 3, 

given respectively by MS, MNS, and MS, based on HMM, the actual states are calculated 

as follows.  



   For the two states S and NS there are 23 = 8 transitions: 

 

S  S  S      NS  S  NS S  NS  S        NS  NS  NS (6) 

 

NS  S  S S  S  NS       NS  NS  S     S  NS  NS (7) 

 

   Based on the HMM, comparing the probabilities associated with the eight transition states, 

the MLE for this case is MLE = 0.7 * 0.85 * 0.85 * 0.15 * 0.85 * 0.85 = 0.055. Meaning 

that the actual transition states based on HMM is S  S  S, for MS, MNS, and MS. 

   With the same token for the case of a sequence with 4 time periods, there are 24 = 16 paths 

that are required to be checked for MLE. For 5 time periods, there are 25 = 32 paths and for 

6 time periods there will be 26= 64 paths. It is seen that the number of paths increases 

exponentially. 

   In order to reduce the number of paths from 32, 64, and ... to only one path, the dynamical 

programming and specifically Viterbi algorithm is the natural approach to achieve the 

solution. 

   Consider the sequence of hidden states MS, MS, MNS, MNS, MNS, MS given for the 

time periods Time1, 2, 3, 4, 5, 6 respectively. By utilizing the Viterbi algorithm, based on 

HMM (Fig. 3), the MLE probabilities for the S and NS states are:   

For the time period Time 1, between the two probabilities  

 

P(S) = 0.7 * 0.85 = 0.595       P (NS) = 0.3 * 0.35 = 0.105 (8) 

 

The MLE is 0.595. Therefore the state S is the first candidate at Time 1.  

For the time period Time 2, between the four probabilities  

 

P(S) = 0.595 * 0.85 * 0.85 = 0.429   P(S) = 0.105 * 0.35 * 0.85 = 0.031 (9) 

 

P (NS) = 0.595 * 0.15 * 0.35 = 0.031    P (NS) = 0.105 * 0.65 * 0.35 = 0.024 (10) 

 

The MLE is 0.429. Therefore the state S is the next candidate at Time 2.  

For the time period Time 3, between the four probabilities  

 

P(S) = 0.429 * 0.85 * 0.15 = 0.055     P(S) = 0.031 * 0.35 * 0.15 = 0.002 (11) 

 

P (NS) = 0.429 * 0.15 * 0.65 = 0.042     P (NS) = 0.031 * 0.65 * 0.65 = 0.013 (12) 

 

The MLE is 0.055. Therefore the state S is the next candidate at Time 3.  

Up to here the sequence is S  S  S.  

For the time period Time 4, between the four probabilities  



 

P(S) = 0.055 * 0.85 * 0.15 = 0.007     P(S) = 0.042 * 0.35 * 0.15 = 0.002 (13) 

 

P (NS) = 0.055 * 0.15 * 0.65 = 0.005     P (NS) = 0.042 * 0.65 * 0.65 = 0.018 (14) 

 

The MLE is 0.018. Therefore the state NS is the candidate at Time 4.  

Therefore the sequence is extended by S  S  S  NS. 

For the time period Time 5, between the four probabilities  

 

P(S) = 0.007 * 0.85 * 0.15 = 0.0009     P(S) = 0.018 * 0.35 * 0.15 = 0.001 (15) 

 

P (NS) = 0.007 * 0.15 * 0.65 = 0.0007     P (NS) = 0.018 * 0.65 * 0.65 = 0.008 (16) 

 
The MLE is 0.008. Therefore the state NS is the candidate at Time 5.  

Therefore the sequence of states is S  S  S  NS  NS. 

For the time period Time 6, between the four probabilities  

 

P(S) = 0.001 * 0.85 * 0.85 = 0.0007     P(S) = 0.008 * 0.35 * 0.85 = 0.0024 (17) 

 

P (NS) = 0.001 * 0.15 * 0.35 = 0.00005    P (NS) = 0.008 * 0.65 * 0.35 = 0.0018 (18) 

 

The MLE is 0.0024, the state S is the candidate at Time 6.  

At this point the sequence is S  S  S  NS  NS  S. 

 
 

Fig. 5. For the sequence MS, MS, MNS, MNS, MNS, MS the real states are: 

S  S  S  NS  NS  S 



 

The concept of conditional probability and Bayesian theory is essential and profound [11] 

 

P(S|MS) = P(MS AND S)/P(MS) = (P(MS | S) * P(S))/P(MS) = (P(MS | S) * 

P(S))/((P(MS|S) * P(S)) * (P(MS|~S) * P(~S))) 

 

(19) 

 

4   The python program for Viterbi algorithm  

 
# solving with dynamical programming and viterbi algorithm  

# Transition Probabilities 

# S = spam       NS =   not spam 

# MS = marked as a spam  MNS = marked as not spam -- mean 

/feelguess it is spam or feel/guess it is not spam 

p_ss = 0.85  # p marked as a spam goes to p marked as a spam 

- probability for next time around 

p_sr = 0.15  # p marked as a spam goes to p marked as a not 

spam - probability for next time around 

p_rs = 0.35  # p marked as a not spam goes to p marked as a 

spam - probability for next time around 

p_rr = 0.65  # p marked as a not spam goes to p marked as a 

not spam - probability for next time around 

# Initial Probabilities 

p_s = (p_rs)/(p_rs + p_sr) 

p_r = 1 - p_s 

#print(p_s) 

#print(p_r) 

#p_s = 0.7  # p to be marked as a spam - overall probability 

#p_r = 0.3  # p to be marked not as a spam - overall 

probability 

# Emission Probabilities 

p_sh = 0.85   # p to be marked as a spam and turns a spam  - 

probability from hidden states 

p_sg = 0.15   # p to be marked as a spam and turns not a 

spam - probability from hidden states 

p_rh = 0.35   # p to be marked not as a spam and turns a 

spam - probability from hidden states 

p_rg = 0.65   # p to be marked not as a spam and turns not a 

spam - probability from hidden states 

finals = ['S' , 'NS' , 'NS' , 'S' , 'NS', 'S' , 'S' , 'S' , 

'NS' , 'S' , 'NS'] 

probabilities = [] 

primary = [] 



if finals[0] == 'S': 

    probabilities.append((p_s*p_sh, p_r*p_rh)) 

else: 

    probabilities.append((p_s*p_sg, p_r*p_rg)) 

for i in range(1,len(finals)): 

    yesterday_sunny, yesterday_rainy = probabilities[-1] 

    if finals[i] == 'A': 

        today_sunny = max(yesterday_sunny*p_ss*p_sh, 

yesterday_rainy*p_rs*p_sh) 

        today_rainy = max(yesterday_sunny*p_sr*p_rh, 

yesterday_rainy*p_rr*p_rh) 

        probabilities.append((today_sunny, today_rainy)) 

    else: 

        today_sunny = max(yesterday_sunny*p_ss*p_sg, 

yesterday_rainy*p_rs*p_sg) 

        today_rainy = max(yesterday_sunny*p_sr*p_rg, 

yesterday_rainy*p_rr*p_rg) 

        probabilities.append((today_sunny, today_rainy))     

print(probabilities) 

for p in probabilities: 

    if p[0] > p[1]: 

        primary.append('MS') 

    else: 

        primary.append('MNS') 

print (primary)         

print(finals) 

 

   For the marked sequence ['MS', 'MS', 'MNS', 'MS', 'MNS', 'MS', 'MS', 'MS', 'MS', 'MS', 

'MS'] as an input, by executing the above python program, the output is: ['S', 'NS', 'NS', 'S', 

'NS', 'S', 'S', 'S', 'NS', 'S', 'NS']. 

The method in this paper can be utilized to address the following future works: 

 

1 – Speech recognition 

2 – Genetics DNA sequences 

3 – Vehicle location 

4 – Text tagging WORDS to TAGS (the definite articles, preposition, verb, noun) 
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