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CHAPTER I

INTRODUCTION

During the past few years there has been an increasing interest
in developing computer packages to enhance the teaching of elementary
statistics. The conventional ways of teaching statistics have used
such devices as desk calculators, tables of functions, short-cut
calculating formulas and electronic calculators, etc. to manipulate
the involved computations. Electronic computers, in the past decade,
have been broadly used in universities and colleges in many ways. It
is only natural to extend the use of computers to the teaching function.
Remote terminals can now be installed in any classroom and bring the
computer to the students.

So it is now time to concentrate in other areas. In the teaching
of statistics, one problem that has always been difficult to convey to
students is sampling distributions. It makes sense to concentrate
developmental efforts in producing Software that can be used to support
the teaching function in the classroom itself. This thesis will direct
itself to the producing of some terminal oriented Software for the
common sampling distribution problems from one and two populations. This
Software is being developed with the philosophy that a teacher will have
a CRT-type terminal connected to TV monitors in the classroom so that the

instructor can sit down before the CRT and direct the activities of the

computer to the producing of several of the more common sampling




distribution situations dealing with one and two populations. It is
realized that such an effort is endless and some boundaries must be
placed on what can be done by one person. This thesis contains program
write-ups and execution runs for two basic sampling problems, that of
drawing a sample from a single normally distributed population and then
computing frequency distributions of the means, frequency distributions

"

of the variance, frequency distributions of the sample "t'" and sample

"Chi-Square;" sample statistics; and finally confidence intervals for
mean and variance. The same type of information is then gathered from
a two populations problem where samples are drawn from two different
populations with different characteristics and with possibly different
sampling sizes and various frequency distributions are then built up of
the differences between means, pooled variance, ''t'" of the difference
between means, "F'" of two sample variances ratio, and again finally
confidence interval for difference between two means, etc.

Another field that has been developed is the computing of the
probability density functions for the binomial and poisson distributions.
It is understood that the Software developed in an effort of this kind
will probably not fit everyone's needs exactly, however at least it is
hoped that the ideas explored will lead other individuals to expand upon
these concepts so that in the years to come a very useful set of computer
programs will be developed, centered around the use of the computer via
terminals in the classroom.

The writing of programs to be executed from the teletype is fairly

standard in most ways; however, programs written to be executed in this




manner require a great deal of attention to the advising of the user
of what he must do for input. A good discussion of the techniques in
this area are given by Chirlian (3).

Most input from the teletype will be via free style read state-
ments. All input statements should be preceeded by an output statement
detailing information to the user that must be entered at this particular
point. Since time-sharing systems are paused with unexpected delays
the user needs to be continuously advised when the job is in execution.

It is contrasted with sitting and waiting for the computer to take an
action. The programs given in this thesis are written in FORTRAN IV
language and have been tested on the Burroughs B6700 System, using SR-33's
and SR-38's teletype. The syntax used by the Burroughs Corporation for
free style reads is different from that of IBM which again is different
from the UNIVAC Corporation. Although FORTRAN seems to be fairly
standardized language in many respects, the free style reads and writes
are different. 1In the future some degree of standardization will probably
be forth coming, but it certainly is not at the present time.

The computer programs require three files on disk where intermediate

sampling results are stored prior to the time of the flow of operations

when they can be printed upon request.




CHAPTER II

SAMPLING FROM A NORMAL POPULATION

Description

This program called "Sample I'" is used to demonstrate the results
of sampling experiments from a single normal population. It will draw
any number of samples of any size from a normal population with specified
mean and standard deviation. The program operation is divided into five
Sections.

A. Input of operational parameters.

B. Drawing of the sample observations.

C. Calculation of sample statistics.

D. Calculation of confidence intervals.

E. Output of desired frequency tables.

In the first section of the program the user is requested to enter
the desired operational characteristics. The program first asks for the
mean then the desired standard deviation, a large odd interger to be used
as seed for a random number generator, the number of sample wanted, and
then the sample size. The program again requests two parameters which
are used to control the selective listing of the sample data and listing
of sample statistics. The second part of the program then draws the

appropriate samples from the specified populations and under control of

the modulo functions selectively lists anything from none to all of the




data and sample statistics. The results from the sampling phase are
stored out on the disk files for later use. The program then inter-
rogates the user to find out if confidence intervals of the mean and
that of the variances are wanted. If they are desired by the user,

the program then requires the input of appropriate tabular values of

T and Chi-square. The confidence intervals are then listed for

each of the two statistics, namely, the mean and standard deviation
that have been indicated by the user. The final part of the program
then requests the user to specify which of the various frequency
distributions he wants to have produced. The program then processes
the stored statistics into the desired frequency tables. The frequency
distributions of the mean are processed into class intervals having a
width of 1/4 of the standard error of the mean. The frequency distribu-

tions of the "

t" statistic are processed into class intervals having a
width of 1/4. The frequency tables for the chi-square statistic and
sample variance are processed into class intervals having a width of 1/8
of the expected value of the sample variance so that the distance between
zero and mid-point of the frequency distribution takes up eight class
intervals.

The program uses the system random number generator which generates
uniform random variables from zero to one. These uniform random variables
are transformed into normal random deviates using the techniques given by
Knuth (7). This procedure is carred out by a function sub-program

called RNOR. This function basically produces a normalized deviate with

mean 0 and standard deviation 1. This normalized deviate is then




multiplied by the desired standard deviation, the desired mean is then
added to it to produce a single observation. This is in a loop controlled
on the size of the sample so that the desired number of observations are
generated. At the end of this loop the mean and sample variance are
produced and the inside and outer loop are controlled by the total number
of samples wanted. The calculations involved in the program are the
standard calculations given by all elementary statistics books.
Three disk files have been used in operating the program. The
function of each file is as follows:
File 9: At the completion of the data generation phase contains
all of the basic sample statistics.
File 10: If the option is required, contains all possible
confidence intervals of the mean.

File 11: Contains the confidence intervals of the variance.

Theorems and Formulas

Following are four statistical theorems given by Li (8) that have
been practically applied in developing the framework of the program.
Through them the constructive conclusions can then be drawn.

A. "As the size of the sample increases, the distribution of

the means of all possible samples of the same size drawn
from the same population becomes more and more like a normal

distribution provided that the population has a finite

variance.'" (p. 33)




B. "If the population is normal, the distribution of sample
means follows the normal distribution exactly, regardless

of the size of the sample.'" (p. 35)

C. '"The mean of the means of all possible samples of the same
size drawn from the same population is equal to the mean of
that population." (p. 35)

D. "The variance of these sample means is equal to population

variance divided by the size of the sample." (p. 36)

In addition to these four basical theorems, many others have been
directly or indirectly used in the development of the program. It is
impossible to indicate all of them here. Anyone who is really interested
in this matter could read and find them in any standard elementary
statistics book.

The following are the formulas for the sample statistics which are

computed and tallied into the corresponding frequency tables:

1. Sample Mean X = ZXi/n
’ 3 2 Sas =.2
2. Sample Variance s” = Z(Xi -X)"/(n - 1)
3.. Sample "T" T = (R )/ (s/va)
" * 1" 2 2 2
4. Sample "Chi-Square" ¥~ = (n - 1)S“/o
5. Standard Error
of the Mean SE = 0/vn
Where
Xi = Computer generated observations

n = sample size per set of data

U = population mean

0 = population standard deviation




6. Confidence Interval 9 /3 - &
of Mean X~ ¢t ¥5n < U <) S T /% /n

7. Confidence Interval

2 2 S )
of Variance (n - 1)S /Xi <HgET < (= l)SZ/,\2
Where
t = Given tabular value of "t"
2 s ; .
Xy = Given right-tailed tabular value
)
Xo Given left-tailed tabular value.

Input

All computer input formats are free style as are broadly used in
the current terminal oriented languages. The computer reads the exact
forms that a user enters. A series of message for input is given to
the user to request that a user enters the main parameters that must
exactly coincide with the following order:

1. Population mean.

Population standard deviation.

N

3. Random number argument as seed for data generating.
4. Number of samples wanted.

5. Number of observations per sample.

6. List control for sample data.

7. List control for sample statistics.

"

8. Tabular value of "t," if requested.

9. Two tailed tabular values of "Chi-Square," if requested.




The program will control the listing of the sample results, data,

and statistics, according to the user's commands. Item 6 and 7 are
these controls. For example, if the user wants the results to be
printed every tenth, he simply enters number 10 to answer the request.
The results then will be listed in every tenth time, for instance, 10,
20, 30 ........., etc. The random number argument should be a large

odd integer. If more than one number has to be entered on the same row
and at the same time, then, the comma (,) set between them is needed.
After the sample results have been completed, a series of messages are
given to the user to request the entry of "YES" to print the various
frequency tables. Since the word "YES'" is so crucial in affecting the
output the user must be cautious. During data entry, user must very
carefully re-—examine each line he enters before he depresses the "Return"
key. If an error is detected soon after making it, the user can make

an internal correction in the computer storage simply by depressing the
"Control" button all the way and then punching '"H'" key to move the curser
back to the position where correction is needed. The desired characters
are then retyped. For more serious errors, the user simply depresses

the "Rub Out'" button and re-enters the line. If the user finds some
errors after depressing the '"Return" key, he should terminate the job

and start over. So, to be equipped with the knowledge of how to operate

a terminal machine is very strongly recommended.

Sample Results

The following are two sets of sample exhibits of the execution runs

on a teletype. The first one (Exhibit 1) is the inputs and their results
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with the confidence intervals of mean and the confidence intervals of
variance only. The second (Exhibit II) is the inputs and their results
with sample data (observations), statistics, and their frequency

distribution tables.

1. Exhibit T
Inputs and Results with Confidence Intervals

(1) Input Portion

ENTER THE DESIRED GRAND MEAN OF THE POPULATION.
&2

500

ENTER THE DESIRED STANDARD DEVIATION OF THE POPULATION.
3e

ENTER.. A LARGE ODD INTEGER AS A SEED FOR DATA GENERATING.
4365791

ENTER THE NUMBER OF SAMPLES WANTED.
30

ENTER THE NUMBER OF OBSERVATIONS PER SAMPLE.
12

HOW FREQUENTLY DO YOU VWANT DATA LISTED?
. @=NONE, ! =ALL,2=EVERY OTHER,3=EVERY THIRDseeseess ETC.
@
HOW..FREQUENTLY DO YOU WANT THE SAWMPLE STATISTICS LISTED?
g=NONE, | =ALL,2=EVERY OTHER,3=EVERY THIRD, eeseeees ETC.
S

DO YOU WANT THE CONFIDENCE INTERVAL FOR POPULATION MEAN?
INSERT YES OR NOe.

YES
ENTER YOUR DESIRED TABULAR VALUE OF "T".

2.2015

DO YOU WANT THE CONFIDENCE INTERVAL FOR POPULATION VARIANCE?
INSERT YES OR NO.
YES :

ENTER YOUR DESIRED TWO TABULAR VALUES OF "CHI-SQUARE".
ONE FOR “LEFT TAIL", THE OTHER "RIGHT TAIL".

3.81974,21.91579
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(ii) Statistics and Confidence Intervals of Mean

Mean = 50

# * XBAP * VAR * LRt * CHI=-SG *
5 50.22 Ui 36 278 9.455
10 4O . E4 12.269 -0e157 14,995
15 50.0¢ 11110 " P.000C 13.578
20 S5C .00 9.584 Q2CC¢ 11714
2 49 .30 10.9&3 -0 eT727 13424
30 49 .32 13.866 -2 .+.631 16.951
# * MEAN(CL) =-- MEANC(R) *
1 47 « 64 51.70
2 LE .38 58+ 56
3 46.75 51.54
4 48 .51 5285
5 4E 46 51.96
6 48 .76 52.06
7 4€.58 51%11
8 4€ .89 51.36
9 4E .63 52.19
10 47 .62 52.07
il 47.79 Slwl7
12 4E .31 5172
13 L4EL.E] 50 .99
14 47 «'53 51«36
15 47 .88 52+.12
16 47 « 71 51554
1% 4E 05 51 17
18 47 « 4 € 51«23
19 48 .26 51.0¢€
20 48 .03 5197
21 47 .39 49 .83
22 47«81 51+108
23 48 . 46 Bls8l
24 48 .71 52«44
25 4T 20 S5le4l
26 4& .41 52.021
27 4E « 38 51.30
28 48 499 52.76
29 47 « 51 5125
30 46495 51.69
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(iii) Confidence Intervals of Variance

Variance = 9

# * VER(L) =~ VAFI(R) *
1 S«LilS = " 29.382
2 5.436 31221
3 Tl 83 4¢ 912
4 4,582 26317
5 3.+883 22..3003
6 3+389 19,467
7 6.3E6 36.683
8 6.210 35.671
9 3.951 C2.695
10 €.158 35.369
11 3¢ 554 20.414
12 3.608 20.721
13 5.951 34183
14 4 +537 CE.062
£S5 5576 32.0C¢
16 4,542 26.086€
17 3.033 17,418
18 3.962 22757
19 2.700 5¢ 510
20 4.810 27.629
21 1 <853 10.644
22 4470 25.675
23 3.4E8 20 +035
24 4w3 LT 24.7%94
25 5«53 31.663
26 4034 23173
27 2.652 I'S+231
28 L.408 25316
29 4,368 25.087
30 6.961 39.984
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2. Exhibit IT
Inputs and Results with Frequency Distribution Tables

(1) Input Portion

ENTER THE DESIRED GRAND MEAN OF THE PCPULATION.
# 2
50,

ENTER THE DESIRED STANDARD DEVIATION OF THE POPULATION.

"
Ooe

ENTERE A LANLGE ODD INTEGER AS A SEED FOR DATA GENERATING.
4365791

ENTER THE NUMBER OF SANMPLES VANTED.
100

ENTEE THE NUMEER OF OBSERVATIONS PEER SAMFLE.
10

HOW FREQUENTLY DO YOU VWANT DATA LISTED?
I=NONE, I=ALL,2=EVERY OTHER33=EVERY THIRDyeseesss BETC.
10

HOW FREQUENTLY DO YOU WANT THE SANMPLE STATISTICS LISTED?
€=NONEs1=ALL,2=EVERY OTHER,3=EVERY THIEDssesseoes ETCe.
1@

DO YOU VANT THE CONFIDENCE INTERVAL FOR POPULATION MEAN?
INSERT YES OR NO.
NO

DO YOU UVANT THE CONFIDENCE INTERVAL FOE POPULATION VARIANCE?
INSERT YES OFE NO.
NO
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(ii) Sample Data and Statistics

SAMPLE OBSERVATIONS:

i@ 47 .58 55 4476 45.59 45.92 S1%26 50 .49 45.59
486438 550

S0 .31 5¢.81 50 .96 44.18

D
O
L]

wm
\O
(62}
—
.

(02}
3

20 54«36 4
‘/470(15 L’A.-
30 54472 47 .
49.12 48 BT

/—1()0114 510514 51016 52085

()
(&)}
n
L]

-~
(0))
o)
B
o
oy

40 54 .51 49 .78 52.71 43 .87 49 .78 45695 46421 50 .93
49,98 51 33
56 4447 55625 51 .67 51 .26 50 « 62 S4.04 48 .66 54.04
49 .41 4831
(1% 48 .02 44 .03 44439 5¢ «17 50«36 51 «2€ 49431 4E « 50
48 .91 4% 437
70 49.7¢ LE 46 4614 54.06 49 .09 50«99 4677 49 . 49
4165 49 .34
80 55+95 47 .66 48 .63 51.01 U6 .26 4E 45 49.27 4T« T8
5187 50« &2
S 51.69 48«37 55417 5123 52.91 50 o€ E 45,58 49 .51
50«47 44 4,74
16¢ 47 « 63 45.85 49.51 LT 42 49 .29 49 .29 53.20 UE « 98
49 .27 53«58
% 3k >k 3k 3k 3k >k 3k 3k 3k 3k 3 3k 3K ok o % 5 ok % %k
# * XEBAFR * VAH * g * CHI-SC *
10 49.06 166233 -2735 16.233
20 49453 7953 -« 530 7.953
30 49 .80 12995 -{Je«191 10.995
40 49.51 1@.7€1 -0 el 79 12791
50 5077 12«50 €754 12 «5G&
(46 L4843 5642 -2 (49 5.842
2 4897 5759 -1.359 5.759
1335/ 49.76 T+732 -0 «271 Te 732
90 49 .78 C.083 ~%.236 2.0863
160 49,36 5.599 - «853 5.599
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(1ii) Frequency Table of Means

ENTER YES, TO PRINT FREGQUENCY TABLE OF MEANS.
YES '

FEEQUENCY TAELE OF DMEANS
LOVER BOUND FREGUENCY
dL46Z2053E+02
AOULZHEH+G2
«H4EE6TO96LE+E2
<4681 6EE+E2
«4T7154Q0E+0
e473911E+0
4T7C2E8E3E+E
4TEH655E+P2
UB1lP26E+02

(R Ao I \b)

)

DW= = R0

«483398LE+02 3
c485T7TCE+QE €
«A8BlUlE+E2 i
«49C513E+02 8
« 4928 85E+2 8
«495257E+02 1¢
«49T76Z8E+E2 16¢
«SCULEBE+E2 11
«S5U2372E+E2 3
«SLATHUTE+BE &
« 597 1 1 SE4+G2 4
«SE9UBTL+@E 3
«S511859E+@2 4
«S514230E+0D2 5
«516602E+0E 3
+ S189TAE+D2 ¢
«521345E+02 4
+ 5237 17E+62 €
«SE26LBI9LE+LR 1
e SC84L46CE+B2 7
«530E32E+22 g
«533204E+C2 {
« 53557 6E+02 ¢
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(iv) Frequency Table of Variances

ENTEE YES, TO PRINT FREQUENCY TAELE OF VARIANCES.
YES

FEEQUENCY TAELE OF VARIANCES
LOVEL6. BOUND FREQUENCY
D g

« 112500 E+C ] ©
«225CUBE+Q] ]
+3375C0E+@ 1 9
4500 E+Q ] 8
« 56250 E+L ] 1¢
«6750COE+E] 10

~]
“
<N 0O
n

ST SUBE+D ] 1.8
«9CEOUUDE+G 12
01(;, 125C0E+02 1.
« 1 125ECE+E2
-123756LE+p2

C T

«lUECSSCE+G2
«1575C86L+E2
«l6ETS5CLE+02
«1E8CLCUOE+EL2
«191Z250E+GE
;25C0E+@2

‘OP"F}C\‘P}(?\"“J»—-.—-o—-(.),’ﬁa'?(.li}(,\){_,v

2225

+21375GE+02
«CE5CEOE+E2
«236250E+02
«247500E+E2
+25&T750QE+02
CTOLEBE+Q2
«28125@QLE+62
«292500FE+B2
«303750E+@2 9]
«3150CC2E+C2 %
«326250E+C2 1
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(v) Frequency Table of "T'" Values

ENTER YES, TO PREINT FREQGUENCY TAELE OF T'S.
YES

FREQUENCY TABLE OF 'T' VALUES
LOWER BOUND FREQUENCY

- 4PCOBOE+C] l
~«37500QE+0 1 7
4.35 COOUE+0 1 l
«3250C0BE+01
-~ JUCOOECE+D] @
«2T75CUEE+Q 1 1
-+2SCCECE+D 1
~e2CSCPYE+D] 1
CWEBUEE+Q ] 4
-1 75CQCE+Q1 1
-+ |5CUBOE+E1 £
- 1250060LE+01 i
-« lCO0BOE+Q ] 7
- 75CCCOE+CQ T
- SUCCLBE+CR 2
-« 2S50PUCE+QY 9
U 11
25CC00E+OE 4
«SULOZEZE+DQ g
e TSOLURE+CD 3
«1BBURZE+D] 3
« 12500 E+C] 4
e lSUPCHBE+D ] 3
e 175CGCRE+2 1 2
eclCBEBOE+(D1 1
CCCEPOURE+C] %]
CCoUPRRWE+C] 2
«2T5CCBE+Q ] 1
«3UCCOWE+D ] 7
«325000E+01 4]
«3500BRE+CD] ©
«375CO0E+C ] @
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1A

(vi) Frequency Table of '"Chi-Square" Values

ENTER YES, TO PRINT FREQUENCY TAELE OF CHI-SQ'S.
YES ’ ek

FREQUENCY TABLE OF CHI-SQUARE VALUES
LOWER BOUND FREQUENCY

’ ¢

0]

1

9

&

19
“6TS5CCCE+C 1 1@
«TE8ETESCO0E+0Q ] 13
OVUCOOE+Q 1 HE
«l01250E+0¢E 15
1 125C0E+E2 3
«1Z3750E+@2 4
«1350G0UE+E2 3
«146Z5CE+0G2 0]
«157500E+E2 5
«16ET7E5CE+GE 3
1 EUCUOE+C2 1
«191Z25@0E+02 1
“20250CE+02 )
«213750E+E2 %
“2250CPE+Q2 ¢
«236Z5CE+02 o
«24T7ECOE+E2 G
«258750LE+p2 )
«2TLCEODE+EZ2 @
«28125CE+02 7
292500 L+@2 e
«38375CE+02 4
«315CBZE+@2 g
«326250E+22 1
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By studying the output of the sampling experiments from a single
normal population, a student should be able to obtain a better under-

standing of the purpose of this program and develop his intuition

about the natures of the basic statistical analyses.
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CHAPTER III

SAMPLING FROM TWO NORMAL POPULATIONS

Description

This program called "Sample II'" is used to demonstrate the results
of sampling experiments from two normal populations. It will independently
draw a pair of samples of any size from each of two normal populations
with a different specified means and standard deviations. The entire
program operation is divided into five sections.

A. Input of operational parameters.

B. Drawing of the sample observations.

C. Calculation of sample statistics.

D. Calculation of confidence intervals.

o

Output of desired frequency tables.

In the first section of the program the user is requested to enter
the desired operational characteristics. The program first asks for the
means then the desired standard deviations, then a large odd integer to
be used as seed for a random number generator, the number of samples
wanted, and then the desired sample size for each of the two samples.
The program again requests two parameters which are used to control the
selective listing of the sample data and listing of sample statistics.
The second part of the program draws the appropriate observations for

each of the samples and selectively lists from none to all of the data

and statistics. The results from the sampling phase are stored out on
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the disk files for later use. The program then interrogates the user to
find out if confidence intervals of a difference between two means are
wanted. If they are desired by the user, the program then requires

the appropriate tabular values of T so as to calculate the left and

right boundaries for the intervals. Only the confidence interval for

the difference between means is provided in this case because it is often
used in the most statistical applications. The listing of this confidence
interval for each sample follows. In the final section the program requests
the user to specify which of the various frequency distributions he wants
to have produced. The program then processes the stored difference of
means and the standard error of the difference between two means and

the polled population variances into the desired frequency tables.

The frequency distributions of the difference between two sample
means are processed into class intervals having a width of 1/4 of the
standard error of the difference between two means. The frequency distri-
butions of T statistic of the difference between two means are pro-
cessed into class interval having a width of 1/4. The frequency table for
pooled sample variances is processed into class intervals having a width
of 1/8 of the expected pooled population variance so that the distance
between 0 and the mid-point of the frequency distribution takes up
intervals eight classes. Finally, the frequency table for F statistic
of the ratio of two sample variances is processed into class interval
having a width of 1/8 of the expected ratio of two population variances;

the frequency table for F statistic will become a non-central F distribu-

tion if two population variances are not equal.
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The program uses the system random number generator which generates
uniform random variables from zero to one. These uniform random vari-
ates are then transformed into normal random deviates by using the
techniques given by Knuth (7). The procedure is carried out by a
function sub-program called RNOR. This function produces a normalized

deviate with mean 0 and standard deviation 1. This normalized deviate is
then multiplied by the desired standard deviation and the desired mean is
then added to it to produce a single observation. This is in a loop
controlled on the size of the sample so that the desired number of obser-
vations are thus generated. This is repeated for the second sample group.
At the end of this loop the means and pooled sample variance are computed
and the inside and outer loop are still controlled by the total number of
samples wanted the procedures and methods of calculations in this program
are described in any good elementary statistics book.

Three disk files have been designated to operate the storage of the
entire sample information. The basic function of each file is as follows:
File 9: At the completion of the data generation phase contains

the major part of the basic sample statistics.
File 10: Contains the rest of the sample statistics.
File 11: If the option is required, contains all possible

confidence intervals of difference between two means.

Theorems and Formulas

Following are three essential statistical theorems given by Li (8)

that have been applied in developing the framework of the program.

Through them the further theoretical achievements can then be deduced.
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A. "The mean of the differences between two sample means is
equal to the difference between the means of the two popula-
tions from which the two sets of samples are drawn." (p. 122)
B. 'The variance of the difference between two sets of independent
sample means is equal to the sum of the variances of the two

respective sets of sample means.'" (p. 124)

a

"The distribution of the difference (il = iz) between sample
means approaches the normal distribution as the sample sizes

n. and n, increase, if the two populations from which the samples

1 2
are drawn have finite variances. If the two populations are
normal at the outset, the differences (il = XZ) follow the
normal distribution exactly regardless of the sample sizes."
(p. 124)

Indeed, in addition to these three important theorems as stated
above, many others have been also directly or indirectly used in the
development of the program. Anyone who is really interested in this
matter could read and find them in any standard elementary statistics
book.

The following are the statistical formulas which have been used

and applied in developing the program. Among them four major sample

statistics are tallied into the corresponding frequency tables.

1. Sample Mean X, = IX../n,




(R

(57

2 s = 2
Sample Variance B, = g k.. =X J fn, = 1)
i j 17 ok it
where i = 1,2
S L 0
Difference Between = =
U=y = X
Two Sample Means 1 2
Pooled Variance
2 2 T
Sp = [Sl(nl - 1) + bz(nz - l)]/(nl + n, - 2
Variance of the Difference Between
Two Sample Means
2 2 2 ?/
(1 g = 06 J = §° + ST /n.
(i) 0, 02 \ARp bp/nl S/,
2 2 2 2
13) = + S
(ii) o] # 9, VARnp @l/nl >2/n2

Standard Error of the Difference
Between Two Means

U Statistic

T Statistic

! o 2 2
i) TLE Ol = CZ
= = 2 2
= (¥, ~ X 3 +
e \2)//sp/nl 5, /m,

(i) If oi #0

/n2

NN

- - 4 Z
\ = - 4 ] q
T (Xl x2>//sl/ul + S

24
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9. F Statistic F = SZ/SZ
1==2
Where
Xij = Computer generated observations for each sample group
ny, = Number of observations per sample for the first sample
group
n, = Number of observations per sample for the second sample
group
Ul = Standard deviation for the first population
Oy = Standard deviation for the second population
“L = Grand mean for the first population
M, = Grand mean for the second population

10. Confidence Interval of Difference
Between Means

(1) If o, = oz

(ii) If © 7/ 0]

(X, - X,) * t YVAR
np

Where

t = Given tabuldr value of "t'" with (nl + n, - 2) degrees of

2

of freedom.

In Formulas 7 and 8 mentioned above, only (il = iq) in numerator
P4

portion is used instead of [(}_{l = R = (pl - U?)J. The reason to do so
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is that it is intended to give the user more games to play in testing

the statistical hypothesis that two population means are equal.

Input

All computer input formats are free style, as are broadly used in
the current terminal oriented languages. A series of messages for
operating the input portion is given to the user to request that the

following operational parameters be entered.

L. Grand mean for the first population.

2. Grand mean for the second population.

3. Standard deviation of the first population.

4. Standard deviation of the second population.

5. Random number argument as seed for random number generator.

6. Number of samples wanted.

7. Number of observations per sample of first group.

8. Number of observations per sample of second group.

9. List control for listing of sample data.

10. List control for listing of sample statistics.

11. Tabular value of "t" for confidence interval of difference
between two means.

The list controls, items 9 and 10 need further comment. If a

user wants the results to be printed every twentieth, all he has to do

is to enter number 20 to response to the computer's interrogation. Then

the results will be listed in every twentieth time for instance 20, 40,
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The means for the two populations do not have to be equal. Both
equal and unequal situations are handled in the program so that users
are offered alternative ways to practice the elementary statistical
concepts without worrying which case would be best to follow. If two
standard deviations are equal then the pooled variance is computed and
will be used all the way; otherwise, the non-pooled variance will be
substituted. So, to put it briefly any individual user will be totally
free to handle his own problem and to make his own decision on what
input to be entered and what results to be printed.

If more than one number needs to be entered on the same row, then
the comma (,) between them is needed. After the sample results have
been completed, a series of messages are given to the user to request
the entry of "YES'" in order to print the various frequency tables. This
"YES'" should be entered as the first three characters on the line. During
data entry, user must very carefully re-examine each line he enters before
he depresses the "Return' key. If an error is detected soon after making
it, the user can make an internal correction in the computer storage
simply by depressing the "Control'" button all the way and then punching
the "H'" key to move the curser back to the position where correction is
needed. The desired characters are then retyped again. For more serious
errors, the user simply depresses the "Rub Out'' button and re-enters the

line. If the user finds some errors after depressing the '"Return' key,
he should terminate the job and start it over. So, to be equipped with

the knowledge of how to operate the remote terminal machine is very

strongly recommended.
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Sample Results

Following are two sets of sample exhibits of the execution runs.
The first one (Exhibit III) is the inputs and their results with the
confidence intervals of difference between two means and the second
(Exhibit IV) is the inputs and their results with sample observations,

statistics, and the frequency distribution tables.

1 Exhibdit Tild
Inputs and Results with Confidence Intervals for
Difference Between Two Means
(1) Input Portion

ENTER jST DESIRED GRAND MEAN FOR THE FIRST POPULATION
#£? i
S55.

ENTER 2ND DESIRED GRAND MEAN FOR THE SECOND POPULATION.
52. i

ENTER DESIRED STANDARD DEVIATION FOR THE 1ST POPULATION.
Se =

ENTER DESIRED STANDARD DEVIATION FOR THE 2ND POPULATION.
3. B

ENTER. A LARGE ODD INTEGER AS A SEED FOR DATA GENERATING.
4365791 g

ENTER THE NUMBER OF SAMPLES WANTED.
3z i

..ENTER NOS. OF OBSERVATION PER SAMPLE FOR 1ST GROUP.
..ENTER NOS. OF OBSERVATION PER SAMPLE FOR 2ND GROUP.
12 i
HOW. FREQUENTLY DO YOU WANT DATA LISTED?

@=NONE, 1=ALL,2=EVERY OTHER,3=EVERY THIRDs eeeeees ETCe
P : = 5

HOW FREQUENTLY DO YOU WANT THE SAMPLE STATISTICS LISTED?
@=NONE, 1=ALL,2=EVERY OTHER,3=EVERY THIRDs s e weess ETCe

S

DO YOU WANT THE CONFIDENCE INTERVAL FOR DIFFERENCE
BETVEEN TWO MEANS? INSERT YES OR NO.

YES o

ENTER YOUR DESIRED TABULAR VALUE OF "'T'.
2.08614 i
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£

(ii) Confidence Intervals of Difference Between Means

Difference Between Two Means = 3

g % MEANCL) =< MLEAIIC(IY) *
1 -3e22 e 311
2 -0 e24 SRR
3 -+ 65 5029
4 Celt3 6621
S -4 e47 4.18
6 -0« 67 885
7 Ze2l T 00
& -2.91 4,30
a -1e65 e 56
19 -7 639 o O
1d - e 60 89
12 -1.79 3496
13 - e927
14 -3e26

p

16 el 9.03
1T -1 454 63 E
18 3«35 11425
10 ~0.85 7.93
20 14782 8469
21 -0 e 59 5¢14
22 @ e 6l Bel2
23 Fe51 Be28
24 245 9 o4
5

o
1
D]
L]
?
-J
.
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2. Exhibit IV
Inputs and Results with Sample Observations, Statistics,
and Frequency Tables

(1) Input Portion

ENTER 1ST DESIRED GRAND MEAN FOR THE FIRST POPULATION.

ENTER 2ND DESIRED GRAND MEAN FOR THE SECOND POPULATION.
ENTER DESIRED STANDARD DEVIATION FOR THE IST POPULATION.
ENTER DESIRED STANDARD DEVIATION FOR THE 2ND POPULATION.

ENTER A LARGE 0DD INTEGER AS A SEED FOR DATA GENERATING.

ENTER THE NUMBER OF SAMPLES VANTED.
100

u’)

ENTER NOS. OF OBSERVATION PER SAMPLE FOR 1ST GROUP.

12

ENTER MNOS. OF OBSERVATION PER SAMPLE FOR 2ND GROUP.

H0W FREQGUEHTLY DO YOU WANT DATA LISTED?
=N O ]'j_’ l-x/\LLJQ_F'TT.‘—jV OTI" J\_)-'JJTJL e TI:I?D) ® 0000 0 LTC-

&N]

T T“} SAMPLE STATISTICS LISTED?

HOW FREGUENTLY DO Y OU
C ;_.U_“\’ T“IR,,)......J ETC.

C=WN0NEZ, 1 =ALL,2=LEVERY OTHI

YANT THE CONFIDENCE INTERVAL FOR DIFFERENCE
ZN TG MEANS? INSERT YES OR O
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(ii) Sample Observations

SAMPLE OBSERVATIONS:
20 57462 49,02 57 w32 5787 6l1.14 6l1.82 60 « 60 52+71
52«32 54.34 6077 5221 '
240 53.96 55239 S0 « 65 49 35 57 16 45647 5425 53455
5583 53.16 ‘
SODDDDDDODD>D>D5>5>>>
49 S e 66637 5764 6019 A7 o 4E 6195 6376 4957
55.67 S1.42 58305 S6.46
40 4T « 05 /L7 4 66 5732 S50.26 53.69 56451 S56.82 53650
S4.4] 50697 ’
DODDDIODDODDODDOOE>>>>
60 6221 55«33 5344 56439 5675 54.28 50650 59.08
4':@./!] E.’r-‘ol’l 51-5(‘ LS.L‘? i
69 50 66 52.02 54415 S4 .90 4793 54611 54417 525957
57«77 58«14
DODIDODDDD5D5O5>>330>53>
80 S54.69 67«74 56463 S54.02 5220 65611 53¢57 59 .20
55« 39 62.17 57 « 68 55443 '
r’;‘m E?Ioh/l E)')O‘/lg 5/1032 5(3-81 54.’7(’7 55058 56072 58-52
ST o 4: e 71
SO>I DD IS D IS D
128 VISRRIES 55«58 53.69 5125 48 .89 S50.14 S4.89 60«79
55¢53 42 T3 60 e Q7 5607
1609 57 « 99 S4e.7 5935 46680 48412 5356 49 .84 53.29

2
N

5371 49 .1

DODDDOOIODDIIIDDOIDO>
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(iii) Sample Statistics

# % MEAN=} * MEAN-Y % DIFF OF MEANS * VAR-X # VAR-Y *x VAR OF DIFF
10 55.11 52«71 2040 23.318 3.839 2.247
20 S6.41 52485 3«56 17.990 12.381 2737
30 56408 51.69 4439 23.317 Te342 2.6717
40 56.84 53.062 3o 324066 16.836 Aa384
54 54.08 53.31 G 154487 10«75 2.362
60 54,90 53.94 95 183395 8.924 2909
7@ 53«52 24618 ~(ie 65 464236 Ael04 4.293
80 5724 58525 1.98 15.231 5.432 1796
9F 55.74 53.72 2423 18.944 4266 2.905
107 53.11 S52.64 Del6 29.184 17274 44159

#ook T e Rt « POOL VAR
19 1602 Te67 14.102
29 215 145 15466
3 2. €9 3elf 16128
43 1«54 1.92 25.399
5¢ De51 144 13331
60 0«07 1+ 51 115383
70 -(1e32 10 e 50 27412
80 1e48 2% T 10711
90 1.43 YARRAVA| 339

)
)

l ﬂ(’.‘ f", L=} 1 ® c
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(iv) Frequency Table of Difference Between Means

ENTER YES, TO PRINT FREQUENCY TABLE OF DIFFERENCE BETWEEN MEANS

FREQUENCY TABLE OF DIFF
. T

-« 59MABO3E+0 | 6}
-eS47TI2E+G 1 G
-~ e 54531 E+91 )
-e461351E+01 G
-« 418170E+G1 1
...g)7/|OC>l)T4.z.ﬁ?1 )
~«3318CEE+A1] f
-e23862T7TEL+01 i
-~ e 24544T7E+01 1
-e2WU2266E+01 3
-+ 1520Q5E+71 4
-« 1 159C4E+0(1 =
- 727233E+007 5
-e295425E4+00 10
e 1 3638YLE+EZ 4
«568192E+00 11
«1000CAE+D 1 7
.IA?1F1F+GI 8
« 186362E+91 11
.?@9549¢+ﬂ1 5
e 272723E+{1 17
e31590C4E+0 1 6
.?RO(‘Q:’:.;.C‘I 1
AP2266E+01 ¢

NS HHTESG] 3
ABBC2TE+T] 1
«5318
«STHORIE+T ] |
«B1B1TGE+D1 0]
«661351E+01 5]
THU531E+7 ] G
THTT12E+01 7
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(v) Frequency Table of Pooled Variances

ENTER YES, TO PRINT FREQUENCY TABLE OF POOLED VARIANCES.
YES

FREQUENCY TABLE OF POOLED VARIANCES
LOWER BOUND FREQUENCY
/) » %}
e 222507 E+( 1 o}
CAULSOUGE+T ] 5
«6OTSHAE+0] 2
CHBOCBAOE+T] 1%
«111250E+02 19
« 13350FE+02 18
e 1557 50E+G2 1S
ol 7
o2 7
L] ':4‘ " o 7
24475 &
« 26700 2
e 28592 5¢ bal
«31150¢ @
e 33375 %
e 35600 6
¢ BT G25 0}
JAGASAO 2 5]

4227 50F

‘
AUSHOGIE+OZ 14
cUBT250LE+C o)
48953 F L+ %
«eS51175CE+E 7
e S34C0BHBE+T2 g
« S55625CE+82 7
«5785C0LE+02 @
o(,['-rj75n';+(/::’) s}
« 62300CE+E2 5
e B45250E+C2 )
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(vi) Frequency Table of "T'", Difference of Two Means

NTER YES, TO PRINT FREQUENCY TABLE OF "T'", DIFF OF TWO MEANS.

i [P

FREQUENCY TABLE OF "T", DIFF OF TWO0 MEANS
LOVER BOUND . FREQUENCY

- 430 BOOE+D G
«375000E+0 1 o

- 35C0COE+T 7
- 3250CCE+T1 ]
*-r)ﬁ’jh(’wl*r 1 @
- 2750C0E+01 5}
-«250020BE+@ 1 1
-e22500CE+0 1 7
- 2000FCCE+21 a2
-+ 175%00E+% 1 )
-+ 15¢GF0CE+01 4
-« 125000LE+01 3
-« |0QGOOLE+0G1 3
-e7500ACE+QC 2
-eS5C0ECZEFCA 1l
- OE+00 9
(“?. 5
«250003E+20 9
«SOGBCRE+EA 9
e 75003CE+020) g
1AGEAGE+D] 3]
125008 E+@] !
<1 500GBE+01 o
175006 E+0] 4
20U HBAE+T ] 5
«225000E+A1 3
«25000AE+0 1 2
«275000E+D 1 1
«30BCOBE+D] 2
«32500RE+H1 4]
«350GANE+A] )
«37500CE+2 1 )
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(vii) Frequency Table of '"F'", Ratio of Two Variances

ENTER YES, TO PRINT FREQUENCY TABLE OF "r", RATIO OF TUO VARIANCES.

"F'", RATIO OF TWO VARIANCES

UENCY

6]
«34T7222E+30 1
e OU4[HULEFED 3
e 134167TE+01 12
«1388C9E+01 5
e173611E+6G1 15
208333 E+Y 6
«243056E+01 9
2T7TT7TT73E+01 6
«3125C0E+C1 S
e 347222E+0 1 2
e 38 1944E+01 5
A1 666TE+0] 3

—

«451389L+01
486111E+21

. 4
+520833E+7 1 2
e 555556E+01 0
«500278E+%1 2
«62500CE+01 2
- 0]

59722E+0 1
0[1/'/141:.;.(’1
29167E+21

STRENN o

.
. 63'70L+f1

« 79861 1E+01 g
.”3f333ﬂ+¢] (7
«B63M56E+01 1
.9@2778E+01 8
.9’27f\ﬁ:01‘.'+ﬂ1 1
«972222LE+01 |

c10C694E+02 5
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By studying the output of the sampling experiments from two
normal populations, a student should be able to obtain a better

understanding of the purpose of this program and develop his intuition

about the natures of the basic statistical analyses.
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CHAPTER 1V

DISCRETE DENSITY FUNCTIONS--BINOMIAL AND POISSON

Description

These programs, called '"Density 1" and "Density II", are used to
compute density functions for the binominal and poisson distributions.
Individual probabilities of each distribution plus both cumulative
densities, less than or equal to, and greater than or equal to, are
computed. The programs give the message to the user to enter the sample
size and proportions of a ''success" for the binomial or the Lamda para-
meter for the poisson distribution.

Even though the computer programs that handle these two discrete
density functions are relatively similar, each specific function will be
discussed separately. First, the binomial distribution will be discussed.
According to the nature of binomial function, the probability of a
"success' must be the same for each trial in any single sample size, and
the trials must be all independent. The developed procedures of the
program thus completely follows this nature. There are three categories
of the density functions in the program, namely: P(X), individual
probabilities associated with the specific probability of obtaining a

success on a single trail; PLEX, ascending accumulated probabilities from

these individual ones; and PGEX, descending accumulated probabilities.
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"... generally speaking, the poisson

According to Freund's book (5),
distribution will provide a good approximation to binomial probabilities
when n (the trials) is at least 20 and 6 (the probability) is at most
0.05; when n is at least 100, the approximation will generally be
excellent provided n x 8 does not exceed 10." (p. 83) 1In reality,
the poisson distribution can perform more functions in statistical
applications than just the approximation of the binomial, however, it
is not the major object to discuss here. Similar to the binomial distri-
bution categories, it has P(X), PLEX, and PGEX to identify each function
which it plays. Only one parameter involved in the program for the

poisson distribution is "LAMBDA."

Methodology

No disk files are involved in this program. All computations used
in the programs of Density I and Density II are in double precision.
Mathematical development and recursive relations of the initial formulas
are used to compute the successive terms. The program also allows the
user to change his version of the operational parameter(s) that the
probability of a "success'" and the total number of trials in the binomial
or the "LAMBDA" in the poisson distribution in order to lead another
version of the probability density functions until user enters the word

"NO" to request a stop of the computer execution.

Mathematical Analysis for Binomial

The initial formula is that:

P (x3n,0) =n!/x! (n - x) ! 671 - 0©)
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P (x+ 1imn,0) =nl/Gx+lta-x-110*Ttag-gpr %21
To form a ratio, such that

P (x + 1;n.6)/P(x;n,8) = [(n - x)/(x + L8l - 8)7.

Hence,

Bilx + 13n,8) = Plx3m,0) - [ - =)fGe + 1)] . [B/(1 — 8)].
Therefore, the recursive relations are:

P (O;n,6)

1]
—~
fu
|
o

1

P (1;n,0) (L= 8y~

]

w0 ) i
o (= 1) o o= % T2 et e

B ol A A — ) L e A e

P (2;n,0)

P (3059

etc.

Mathematical Analysis for Poisson

The initial formula is that

-\ x +
P (x+ 1;)) = e . i l/(x + 1)!

To form a ratio such that

P (x + 1;A)/P(x3A) = XM/ (x + 1)

Hence, P(x + 1;A) = P(x; MM/ (x + 1)

Therefore, the recursive relations are:

-t , P(1;)\) ='e_A. X

P(0;M)

sty a9

P(2;))

il
(1)
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Sample Results

This section of sample results shows the execution of each
program. For the binomial the sample size of 20 and a proportion
of a "success" of 0.25 for the sample trials were used. For the

poisson the "LAMBDA" values of 5 and 10 were used, respectively.

1. Execution Results for Binomial

(i) Exhibit Vv

ro
(]

Sample Size =

\
U =

(@
po
w

ENTER THE DESIRED SAMPLE SIZE (N).

# 7
20
ENTER THE DESIRED PROEABILITY QOF A SUCCESS FOR THIS SAMPLE (P).
o
X PCX) PLEX PGEX

0 L.E317121 C.2317121 1.0000CQE0

] g.02114l141 Z.02431262 £.99€82879

e 6694781 B.09126043 97568738

3 €«13389562 P.22515665 B«S0E&T3957

4 PelB968545 Qedlugylsby QeTTUBA39D

5 £.22233115 .61717265 0«58515850

6 De.16860929 678578195 P«36282735

7 Bell240620 .8981E814 B.21421805

8 DelCLEBEEY €+95967483 CelG1EL118BO6

2 02706675 P.98613558 0e04ags2s517
10 0.0r992228 996065786 Ge.£13806442
11 G.CB3006T5 Z.99506461 C.C@3%4c14y
12 D.0007516€9 0 +999E1630 B.06093539
13 BeCBB15419 099697649 G.02E18370
14 B.ECLCLE?L 99999619 CLEEEESSI
15 CelZGEOG3IA3 Z 99999961 B .2CEZ3IEI
lé LOLQbQC@Sé 099999997 G 0UEELE39
17 C.0BOELHOES 1. 006eER00 P.CCLBYOE3
18 C.000ER00E 1 BECEECEED G.00C0C000E
19 C.CEEBECEE 1. 0CoECOCE C.00000C0E0
1.600ECE0E CelblL0OEELE

20 00800000

ENTERE NG TO END THE INPUT» YES TO RE=-START NEW PROBLEN.
NO '




2. Execution Results for Poisson

DESIRED ‘'LANMBDA' [FOR

(i) Exhibit VI
"LAMBDA" =
ENTER THE
#?
5
X P(X)
) 0.00673795
1 0.03368973
2 D.084u22434
3 C.lup37390
4 017546737
5 B.17546737
6 @.14622281
7 @.10444486
g 006527804
9 0.03626558
10 Z.01813279
Lt CL.00824218
12 Q.00343424
1.3 2.00132086
14 B.COC4LTITA
15 B.00015725
16 B.02C0AL914
1.7 Q.0C2@ 1445
18 A AR NN
19 B.0EeOClOE
op RL.opCorReee
21 A AATA RS
2e RN AR A AR AN
ENTEE NO TO END

YES

5

PLEX
) « 00673795
s UL UZTEE
M« 12465202
«265@2592
4449329
«61596065
276218346
« 566628633
«931908637
J.96817194
(.08630473
099454691
99798115
B.999302201

5‘»

Lo X

oax®

B «9997 7375
B.99993699
B.99998E13
0.999G3458
0956559868
099999965
0.966569¢9¢C
0299956569968

peeew

—
Do
[
=
=

THE INPUT», YES TG

THE POISSON

oM
o

J0C0Y
26205
7232
34798
497408
50671
63935

81654
.133071(7
L e 6809363
0« (23182806
.01369527
«20545309
DB2E 1885
DBLEO9TS9
.pgpcecea2s
RO 6% ]
Q.00C019E7
G.00000542
QelOR14€
BeQ0RECB3I5
NN AR AR
C.QCcocoepe

\O (‘_\
O LN
Y mMm

.b

\O

L ]
Q om M \’3

(,-J("‘Lﬂ(ﬁ\](ﬂ\o"“”ﬁ
6

L
N

xr\h—e‘\ﬁﬁmh‘_

W

R

QT
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DISTRIBUTION.

RE-START NEW PROELEN.




(ii) Exhibit VIT

ENTER THE
10

X
0 4]
1 z
2 4
3 @
4 e
5 5]
6 @
7 0
g ¢
9 %
10 4]
11 %
12 4]
13 @
14 @
15 @
16 @
17 @
8 @
19 ]
20 ©
21 5]
22 5]
23 5]
24 g
25 %)
26 17
27 6]
28 5]
e9 5
30 ©
31 0]
32 Y
33

ENTER NO
NO

G

"LLAMBDA"Y = /1.0

DESIKED "LAMEDA"

PO
AR AR
«BEBAS4ACH
“ZPECTROC

)« UET56665

1891664
378332

6325546
«090BT7923

J+112599063

«125110684

012511004

«11373640
« 09478633
.C729€705
52077

“ 334718 U7
« 2169879
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FOR THE POI1SSON DISTRIBUTION,

PROBLEM.
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By studying the output of the program from the density functions
for the binomial and poisson distributions, a student should be able

to obtain a better intuitive understanding of the nature of these two

distributions.
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Appendix A

Program for One Normal Population

The following source statement listing as it ran on a BURROUGHS

B6700 is from the program for the sampling experiments from a single

normal population.
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FILE S=LJU/ZINMUNTITeREMOTESRECORD=14
FILE 62L1U/70U0TsUNT1=aFMOTESRECORD =] 4

FILE 9L IU/DSKA»UNLT=DISKARECORD=140 AREA=30430sBLOCKING=15
FILE IOfLIU/Uﬁn”cuwzrvnlbh;ngcu%0nlu,AHfhr13*15:HLUCh1H5315
FILE 11U TU/ZDSKC, UNIT=DISKs RECORD=140 ARY AR5 215, BLOCKING=15

Caew  THIS PROGRAM DEALS WITH ONE SINGLE NORMAL POPULATION
Cewe  AMU=2ASSUMEN GRAND MEAN FOR THE FOPULATINN

Cuten STGHMA=STANDARD DEVIATION FOR THE POPULATION

Cewe IARG=ARGUHENT USED FUR THE RANDOM NUMBER GUNERATOR
Cetw  NK=[HE OVER=ALL TOTAL NUMBER OF SAMPLE SIZE

Cere  N=NUMBER UF OuSFRVATIONS PFR SAMPLE

Ceew  [IST=LIST CONTROL FUR UHBSCRVATIONS

Crwwn LST=LIST CONTROL FOR SAAPLE STATISTICS

Ceww  CIV=TABULAR VALUYE QF T's

Ceewr  CHIL=LEFT TABULAR VALUE OF CHI=SQUARE

Cete CHINK=RIGHT TABULAR VALUE OF CHI=SQUARE

DIMENSION X(50),1XB032)sIT(32)s1CH(32)
DATA YES/Z'YESY/
REWIND 9
REWIHD 10
REWIND 14
HRITE (6p500)
500 FOPHATC/Y THIS IS A PRUGRAM TO DEMNNSTRATE THE DISTRIBUTION OF SAM
SPLE STATISTICS® 7Y FROM ONE NORMAL DISTRIBUTIONGY)
HERTITECOH,?200)
200 FORMAT(/' ENTFR THE DFSIRED CGRAND MEAMN OF THE POPULATION.')
READN €S5a#) Amltl
HRITECG6,201)
201 FORMAT(/Y ENVER THE DESIRED STANDARD DEVIATION OF THE PUPULATION,
$)
READ (5,7) sigHa
HRITE (6s20%)
205 FORMATC/Y ENTER A LARGE 0DD INTEGER AS A SEED FUR DATA GWENFERATING.
84
READ (5ad) IARG
HRITE (6,209)
202 FORMATC(/' ENTER THE NUMBER OF SAMPLES HANTED s *)
READ (5s/) NK
WRITE (66203)
203 TORPHMAT(/Y ENTER THE NUMBER OF OBSERVATIONS PER SAMPLE.')
READ (547) W
BRITE (6a206)
204 TORNBATC/ZY wod FRCQUENTLY DO YQU HANT DATA LISTED?'/! U=NONE» 1=AL
$Le22EVERY OTHER:3=EVERY THIRDs sgs v ETC")
READ (58 /) LIST
HERITE 62505
505 FORMAT(/Z' HoW FREQUENTLY DO YOUU WAN THE SAHPLE STATISTICS LISIED?D

- (R AL O=WONLA1=ALLPZ2FEVERY UTHERM3ZEVERY THIRDsvesevsss ETCs))
READ (Saz) L8
1%STe=0

D eLSTeNE«0) [XST A=Y
HRITE €(6s206)
206 FORMATC/Y DO YOU WANT Tut COMFIDENCE INTCRVAL FOR POPULATION MEAN?

30/ 0 THSERT ¥ES OR RNOe1)

READ (55101 ) fds

IXC1T7=0

IFCANSEQs YES) 1%C LTz

1F (IXCITeEQa() GO 110 7ot
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RRITE (6+212)
212 FORMAT(/' ENTER YOUR DLSIRED TABULAR VALUE OF "Yn,')
READ (S5,7) CLT
70! WRITEC6,209)
209 FOPRMATC/ZY DO YOU WAMNT THE CONFIDENCE INTERVAL FOR PUPULATION VARIA
SNCE2Y/' INSERT YES UK NOG ')
KEAD (5,101) ANS
IXCHI=O
1 CAHS E@eYES) IXCHIzY
IF (IXCHI«Egeu? GO TU 4
WRITE (6s213)
213 TORMAT(/% ENTER YOUK DESIRED THO TABULAR VALULES UF “CHI=SQUARE™."
$/' ONE FOX SLEFY TAIL™, THE DIHCR WRICHT TALLW Y2/
READ (Ss/) CHIL,CHIR
4 TF ¢LISTwEN.0y ‘GO T w9
WRITECG6,400)
00 FORMATC(/' SaMpLE OBSERVATIONS! /)
9 DF=2FLOAT(N=1)
Cexe  COMPUTE THFEORET
SESSIGMAZSORT(F
D0 5 J=i,3?2
IXB(1)=0
11¢r)=0
5 ICH(1I=0
Cwer ISHA NILL BE USED AS A CONTROL SHITCH
Iiiw/‘.‘*lxk‘f]‘?IXLHI"J"};IA
Cowe  REPEAT THIS PROCEQURE Ty OBTAIM SAMPLE DATA UNRTIL WK TIHES
DO 15 K¥KulepK
S5z0.0
S570.0
Cx*r  GENERATE THE DATA SET AND CurPUTE THE SuUM OF SQUARES
00 10 J=t el
[X=2(RNORCIARGY*STOGHMA+AMUY %1000
XCAy=t LAY CIX)/100.,0
SESextd)
10 SS=3S4X(J)=w?
Cete COMBUTE YHE SAMPLE MEAN
AVE=S/FLOAT(N)
SSESS=SeAVF
Cwrn COMPUTE THE SaMpLE VARIANCE
VAR=S S/ AT N= 1)
Cere COMPUTE THE TeSTATISTICS
Te(AVE“ AU /SORT(VARZFLUATIR))
Caws  COMpUTE CHIeSy STAVISTICS
CHISOnSS/5TGHARR?2
Cwee COHPUTE MEANSSTATISTICS
TAR(AVE=“ANY# i e 0755« T o0
Cene  ALLOCATE £4CH NOF MEANaSTATISTICS
IFCIAeLT 1) 1A=
IFCIAGT 1) 14=32
IXBCIAY=TX¢IAnded
Ceme  ALLOCATE EfCH OF T=STATISTICS
IH:]"':‘»Jfff\/r(‘/
TEC LB T o) [8=1
IF(IR¢GTe32) Iu=32
ITCIB)=170I8) ¢!
Cx#e  ALLYCATE LACH OF CHI~SOU STAYISTICS
IC=VAR/ZSIE A2 e 20840%1,0
TECICellTcd ) 101
li"(]',c(:rlef\‘) I.c=30
LCRCIC e CHe LY e

STANDARD ERRORCSE)




Cawn

102
85

Cabn
Cewsw
Can

402
94
Cazewm

CHerwr
Cre

404
96

Coavne

(%]
e O
N

401
Catw

309
Care

311
392

1F GLIST«ER0) GO TO 85

JFCMODCKKPLIST)oGT40) (0O TQ &5

KRITE OUT THE SpMPLE DATAs IF LIST CUNTROL REQUESTED
HRITE (60102) KKe(XCJYrd=1sN)
FORHATCIS P 8F8e2/(0X006FB¢2))

IF (IXCITafQel (ANDe IXCHIWEQsO) 60 TU 96

IF CIXEIT «EQe 0) GO TO 4

COHMPUTE THE CONFIDENCE INTERVAL FOR MEAN

HRITE LEFT AHO RIGHT BOUNDRY UF CONFIDENCE INTERVAL OF
ONTH DISK FiLE 10

CT=SQRT(VAR/FLOAT(N))

CIML=AVE=CIT+(T

CIMp=AVEL+CITCY

HRITE (10e0402) KKs CIMLsCIMR

FORMATCIY »I345X,F962r2XsF9e2)

1F (ITYXCHI«EQasD) 6o T0 06

COMpPUTE THE CONFIDENCE IHTERVAL FOR VARLIANCE
CHKI=VARasFLOAT(HN=1)

CIVL=CRI/ZEHTIR

CIVR=CKI/ZCHIL

WRITE LEFT AND RTIGHT BUUNDRY OF CONFIDUNCE INTERVAL OF
ORYg DISK FTILE 11

KRITE C(11e4064) KKsCIVLECIVR

FORMATCIY» 1305X,2F10463)

IE  ¢LST EQs0) GO TO )

LF (HMUDCKK#1LSTY «GTWe0) 60 T 1S

HRITE THE SAMPLE STATISTICS ONTO DISK 9

HRITE (99302) KKs AVES VAR, ToCHISAH

FORHATOIX s 1363XsT0a2+2X0F0c303%sFS6¢303X0T7943)

REWIND 9

REHIND 10

REWIND 11}

IFCISHALEQeQ) GO TQ 300

I1F CEXSTA«EQuD) GO T0 309

HRITFC6,601)

FORMATCZ! FAaRfrghdhatpbRettnnant)

WRITE UUT THE SAMPLE STATISTICS FROM DISK TO PRINTERS I
HRITECGS305)

FORMAT(/? £ ¢ XBAR * VAR ® bl [ * CHI=SO

READ(S s 302»END=309) KKs AVEs VAR T2 CHISQ
WRITECG6,302) KKpAVESVARS T CHISQ

GO 10O 307

ITCINCIToER,O efNDe IXCHIWEQ.0) GD T0 300
IF CIXCITeEQoD) OGO T 313

HRIVE OUT inl ContTOENCE INTERVAL OF MEAN FROM PRINTERS
WRITECGHZL L)

FORBETL #8 t % HEANCL) == MEAN(R) w't)
REANCI0, 602, E1D2313) KRKeCITHLsCIMR

HRITE (69602) KK CLIMLSCIN®

60 70 292

IT CJXCHIEQ:O) GO To 300

50

MEAN

VARIANCE

b REQUESTED

')

IF NEEDED

hRITE OQUT THE CONFIDENCE INTEKRVYAL NF VARIAWCEs IF NEEDEU

KRINE (g2319)

FORMAT( /! & * VAR(L) == VAR(R) )
REANDCLT,400,EKND=300) KKsCIVLSCIVR

WRITEC62604) KKoaCIVLICIVH

GO 10 394

KRITE (6e009)

FOUR FREOUENCY TABLES WILL BL PRINVED RESPECTIVELTs IF
HRITE (6:10¢)

REQUESTED
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108 FORMATC//' ENTER YESs Tu PRINT FREODUENCY TABLE OF MEANS.')
READ (S,101) ANS
101 FORMAT(A3Z)
IF CANSRHELYES) GO TO 2t
WRITE (6el0g)
108 FORMAT(/' FREQUENCY TABLE 0OF MEANS'/
$' LOYWER BRUND FREQUENCY ")
BNDzAMU=4 e 00 SE
0O 20 T=14s32
HRITE (65,105) BNDsIXBC])
20 BND=BND+SL/440
105 FORMATIEL 3400 18)
21 WRITE (Grl09)
109 FORMATC(//' ENTER YESs TU PRINI FREQUENCY TABLE OF VARIANCESe')
READ (%, 101) ANS
IF(ANS HEZYES) GO TO 22
NRITE (4s115)
115 FORMAT(/*' FREQUENCY TABLE OF VAR ANCES'/
$' LoHER BUUND FREQUENCY ')
BND2Qe 0
DO g0 Tz%fs30
KRITE (6,105) BHND»ICHC(L)
40 BNDaBND4SIGHAR®D/E,0
22 HRITE (62110)
110 FORMAT(//"' EMTER YES» YO PRINT FREOUENCY TABLEESORE T4 6"
REAND (55101) ANS
[FCANSeNEYES) GU TO 23
WRITE (62106)
106 FORMAT( /¢t
(Nl £ 4

FroQue ARLE @F YUTYS WALUES Yy
- Oy ore. N ¥

BHD=»4,0
DO 25 I=1,32
WRITE (62 009) BNOATITCL)
25 BND=RND4 2%
23 WRITE Cesldy)
111 FORMAT(//" ENTER YES» 10 PRINT FREQUENCY TABLE OF CHI=SQ''Se?)
READ (S,101) ANS
IFCAHS o NE« YES) GO 10 24
NRITE (6s107)
107 FORMAT(/' FREQUENCY TABLE Of CHI*SQUARE VALUES'/
&' LowER pounD FREQUENCY ')
BND=0e O
00 30 I=31¢30
WRITE (0rl05)  BNDsICH(I)
30 BHD=BRDtDE/ZHe0
24 COMTINUE
35 slop
END
FUNCTION RNOR(IR)

Cetw  SURPRUGKRAN 10 GENERATE AND 10 CUMVERT ARGUMCNT INTO RANUOM NORMAL
(R MUHBER ¢ .

Cet# MOUDLELICATINN OF A PROGKAM WHITTEN BY DRe KREX Le HURST

Cun UTAH STATE UNLIVERSTITY LUGANs UTAN

SSET nwN
DATA L0/
SRESEY 0N
100 6T a0) GO 1O 20
10 X222, 06RANDONCIRY =] 40
\:;_’,Ov‘.ufu'ug;:l(Ji,’)-l « 0
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SEXaX+YaY
LECSoGES €l 50)) GO TO 10
S=SQRT(=2,04AL0G(S)/S)
RNOR=X*S
S$SET 0OWN
G02=zY2S§S
SRESET OwN
[=1
GO 10O 40
30 RNOR=GOZ
1=0
40 RETURN
END
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Appendix B

Program for Two Normal Populations

The following source statement listing as it ran on a BURROUGHS

B6700 is from the program for the sampling experiments from two normal

populations.




EILE
FILE
FILE
FILE
LS

Corn
Cuwnt
Caxe
Crwe
Cune
Catn
Cann
Ceve
Cree
Cexe
Crew
Cane

500

200

201

204

704

207

203

206

54

S=LIU/ZINAUNTIT=REMUTE P RECORD =1 G
6=LIU/OUTIUNIT=REMUTESRECORD=14

9 LIU/DSKA»UNIT=DISKsRECORD=14s AREAT30430» 8L OCKING=15
IUELIU/UQKH.UNI1:UIsn-uLCDwnv1a.ARFA=RO+50.HLUCK1HG:15
11=LXU/USNC,UHIT:UISN,ﬁtCURuulq.ARFA=30.3U.ULUCKINGr15

THIS PROGRAM pEALS WITH Tun NORMAL POPULAYIUNS
AMUX=ASSUMED GRAND HEAN FOGR THE FIRST PODPULATION
AMUY=ASSUMED GRAND MEAN FOR THE SECOND POPULATIUN
SIGMAX=STANDARD DEVIATIUN FUR THE 1ST POPULATION
SIGMAY=STANDAKD DEVIATIUN FOR THE 2ND POPULATJION
TARG=ARGUMENT USED FOR THE RARDOM NUMBFR GENERATOR
NK=THE RHULE TOTAL NUMBER QF SAMPLE S1ZE
NX=qUHHBER OF UBSERVATIUNS PtR SAMPLE 0F SAMPLE 1
NY=HUHBER OF UHBSERVATIUNS PER SAMPLE OF SAMPLE 2
LIST=LIST CQNTRQL FOR UBSERVATIQNS

LST=LIST CONTROL FOR SAMPLE STATISTICS
CITsTABULAR VALUE OF T's

DIMENSION XC50) s YCOM »IMUCI2) o ITC32)s TIF(32) e IVAR(32)

DATA YES/Z'YES"/

REWIND 9

REWHINU 10

REWMND 11

HRITE (65500)

FORMATC/ZY THIS 1S A PRUGRAM TO DEMONSTRATE THE DISTRIBUTION
SPLE STATISTICSs Y £¢ FRUM TWU NORMAL POPULATIONS:')
HRITE(6,200)

OF SAM

FORMATO/Z' ENTER 1ST DESIRED GRAND MEAM FOR THF FTIRST PRPUILATION. )

READ (54/7) AMUX
HRRITE (6+201)

FORMATC/' ENTER 2ND DESIRED GRAND MEAN FOR THE SECOND PUPULATION.'

$)
READ (5,7) AMUY
HRITE (6s200)

FORMAT(/' ENTER DLSIRED STANDARD DEVIATION FOR THE 1ST POPULATIUN,

£
READ (5e/) SIGMAX
HRITE (6270¢4)

FORMATC(/' ENTER NESIRED STANDARD DEVIATION FOR THE 2ND POPULATIUN,.

&8
READ (5»/) SIGMAY
HRIVF (65207)

FORMATC/' ENTER A LARGE ODD INTEGER AS A SCED FOR DATA GENERATING,

gt

READ (5as) IARG

HRITE (6¢20%)

FORMETC(/* ENTER THE NUMBER OF SAMPLES HWANTEDSY)
READ (%9 /2) WK

HRITE (0r20p)

FORMATC(/' ENTER NOSe OF ODSERVATION PER SAMPLE FOR 1ST GROUF.')

READ (S5,/) HX
WRITE C62203)

FORMATC/ CRTLR NOSe OF GBSLRVATION PLR SAMPLE FOR 2ND GROUPs')

REAND (5,.7) NY
WRITE (69206)

FORMATC/ZY wpw FREQUEKTLY DN YOUu HANY DATA LISTED?'/! O0=NONE» 1241
TLa2=EVERY NTHER,3=EVERY THIRD S consiaen LY
READ (S53/) 4105 T

WRITE (6:208)

)
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208 FORMAT(/' HOoM FREGUENTLY DO YQU WANT THE SAMPLE SIATISTICS LISTED?
gt O WONE s 1=ALL, 220 VERY OTHER,3=EVERY [HIRUs» 2060060 EICeY)
READ (S5,/) LST
1XS14=0
YF (LST NEwO) IXSTA=Y
WRITE (6+210)
210 FORMAT(/' DQ YOU KANT THE CONFIDENCE INTERVAL FOR DIFFERENCE !
§/7' BETHFEN THO MEANS? INSERT YES OK NOs')
READ (5,101) ANS
101 ORMAT(AZ)
IXC1T=0
IF (ANS,EQ.YES) IXCIT=2
IF (IXCITeEQs0) GO 10 10
WRITF(N)QI.))
212 FORMATC(/' ENTER YUUR DESIRED TABULAR VALUE QF *T",')
READ (S52) €EIT
10 0F (LIST«EQC) GO Tu 9
HRITE (6s214)
214 FORMAT(/' SAKMPLE OBSERVATIONS!'/)
@ DFX=FLUOAT(NX=1)
DFY=FLOAY(NY=1)

Cxtn COMPUTE THEQRETICAL STANDARD ERROR

SIGMA=(CSTGMAX®*2/FLUATI(NX) e (STGMAY##2/FLOATINY))
SE=SQRT(SIAaMA)

Cwee COMPUTIT PUONLED SIGHA

SIGPLa(STUMA X« 2« (NX*1)+STGHAY - #24(NY=1))/(WX4NY=2)
FPo(SICHAX#w2)/(SIGHMAY~%2)

D0 5 Is1s32

JMU(CT)=O

LR =0

Ivf\}~\'( [)=0

ITFCI)=0

[V, ]

Cawe REPEAT THIS PROCEDURE TU OBTAIN SAMPLES UNTIL NK TIMES

DO 15 KK=1,NK
SXr0.0
SY=0.0
SZ=0.0
SS5X=0.0
SSY-"O(O
S§8Z2=0+0

Cews  GENERATE 151 SET OF SAMPLE DATA AND COMPUTE THE SUM OF SQUARES

DO 13 JutsN)
IX=(RUORCIARG)*STGMAX4AMUX) %100,0
XC)=FLOATCIX)/10040
SXesXex(J)

13 SSX=S5SXeX(Jywe?

Care  GEMNERATE ZHD SET OF SAMPLE DATA AND COMPUTE THE SuUM OF SQUARES

00 11 K=laMy
IV (RNURCTARG) *STGIAY4AMUY)®100,0
YCRYEELOATCIY)YZ100.0
SY=SY®Y LK)
11 SOY=SSY+Y(K)#n?2

Cexx  COMPUIT THE AVERAGE FOR FACH OF SAMPLE 1(IX) AND SAMPLE 2(IY)

AVX=SX/FLOAT(HX)
AVY=SY/FLUATONY)
ZuAVX=AVY

Creaw  COMPUTE THE CORRECTLD SUM OF SQUARFS FUz IX & LY

SSNeSOXnSX#AVX
SSYrSSY=SYupVY

Cexr  COMPUTE THE VARTANCES FUR EACK OF IX AND 1Y

VARX=SSY/FLOAT(ix=1)




Cate
Caewx
Coen
Care
Cann

Cewn
Cunn

Cane

Ceee

72
73

Carwn

Cuwnn

401
()5

Cavnw

Cowe
Cww

Cane

50

Cann
57

304
67

Catr«

56

VARY=SSY/FLOAT(NY=1)

POOLED VARIANCE, IF EQUAL STANOARD OQEVIATIONS
VARPLE(VARX S (KX"1)eVARY *(HNY®=1))/(NXeNY=2)

SAHMPLE VARTAHCE FOR DIFFERENCE BEVWEEN TwO MEANSs IF POULED
VARTSaAVARPL/FLOATIHX)Y ¢ VARPLZFLOAYCHY)

SAMPLE VERTANCL FOR OIFFERENCE BETWELN TWO MEANS» IF NOI POOULED
VARTD=(VARY/FELOATONX) )+ (VARY/ZFLOATINY))

YFR"=RATIO NfF THQ VARIANCES

FeVARX/VARY

TARULATE EACH OF THE SAMPLE STATISTICS INTO ONE OF THE SAMPLE
DISTRIBUYIONS

ALLOCATE LacH OF u=STATISYICS

TA®{¢440/S5E41540

IECIAWLT 1) 1A=1

IF CLA«GT«32) IA=32

IMUCTA)=THUCTIA) +1

ALLYCATE EacH OF THE POULED SAMPLE VARIANCES
IV2VARPL/SIGPL2R¢0+140

IF IV L Tel) Iv=1

IF CI¥eGTe«30) V=30

IVARCIVI=IVAR(CIV)+1

ALLOCATE EACH OF T=STATISTICS

IF (SIGHAX<F0.SIGMAY) GO 10 72

T=2/SQRT(YARTD)

GO 10 73

T1=7/SQRT(VARTS)

I0=2T2440417,0

LEclBe e by ezl

I (THeGTe32) [B=32

ITOIRI=TT(TI )2

ALLOCATE CACH OF FeSTATISTICS
[Cm(VARX/VARY)®(8B.0/FP)+1,0

IF (ICeGTe30) IC=30

FEFCICYeTIF ¢ IC el

IF (LD ST e 0500 GO TG B85

IF (MODCKK»LISY)eGTe0) O TU 85

KRITE OUT TiL SAMPLE DATA IF CONTROL LIST REQUESTED
HRITE (6+216) KK (X CI) s Jest 3 INXY
FORMATCLX s I5s6FRe2/C6XstFBa2))

HRITE (60216 KKoC(Y(J)sJz=1aNY)

WNRITE €680t )

FORMATO/ZY 2523533335232 >20>33>1/)

IF (IXCITeEQal o &NDe IXSTAEQsO) GO TUO 15

CONPUTE THE CUNFIDENCE INTE&VAL FOR DIFFERENCE BETWEEN THO MEANS
IF (IXCITekEQe0) GO TO &7

I (STGHMAZNeNE«SIGIAY) el TGO . 50

COrpUTE LEFT AMND RIGHY BOUNDRY OF CONFINDENCE INTERVAL OF
DIFFERENCE BETWEEN YHO MEANSs IF POOLED VARIANCE
ClH.=Z=CI1vsSQRT(VARTS)

CIMR=Z4CITeSQRT(VARTS)

GO TO 52

COMPUTE THE SAME CORNFIDENCE INTERVALs IF VAKIANCE NOT PUOLED
CIML=Z%CITaSQRTC(VARTD)

CIHi=Z+CTIT+SOKT(VARTD)

WRITE OQUT THE CONFILDLNCL INTERVAL ONTO DISK 11

HEITE C11#304) KKpCIHLECIHR
,‘r!l).ivftt(},‘:r137_3’(;F\3|;’:’?P:ef'9’02)

1F (LST;[().(}) G0 T0O 15

IF (HUDCKERLSTY «GT«0 ) G010 1S

PRINT VARIS IF SIGMAX=SIGHAYs VARTD IF NOT




SV

91 IF (SIGHMAXNESSIGMAY) 60D TUu &9
Cees  WRITE OUT THE SAMPLLC STATISTICS ONTNH DISK 9
WRITEC(9,301) KK, AVXs AVY s Zs VARXsVARY,VARTS
301 FORMATCIXsT13eFBa2s1XobB42s5XsFB84202X92F9¢303XsF943)
GO 10 Yo
Cees  WRITE OUT THE SAMPLE STATISTICS ONTO DISK 9
89 KRITE(S,201) !\K-A\"P/\aAVYpZﬁVAHX;VA"(Y!VARTU
Cxes NKWRITE Oul THE SAMPLE STYATISTICS ONTUO DISK 10
92 KWRITE (10:302) KRoTsFsVARPL
302 FORMATCOLIXA T30k T 20 1X0F74281%0F943)
15 CONTINUE
REWIND @
REWIND 10
REWMIND 11
IF CIXSTA«EQ«D AND« IXCIT4EQeOY ~GO-TO- 300
IF (IXSTACEQeO) GO 10 394
WRITE (60305)
305 FORMATC/ZY 2 &« MEAN=X * MEAN~Y ¢ DIFF OF MEANS * VAR®"X * VAR=Y * V
SAR OF DIFE at')
389 IF (SIGHAX«NE«SIGHAY) Gao T0 397
Cuen WRITE THE SAMPLE STATISTICS FROM DISK To PRINTERs IF REQUESTED
391 READ(9»30LsEND=392) KKs AVX e AVY s Z8 VAKX VARY s VARTS
WRITE (0s301) KKsAVXaAVYsZs VARX»VARYPVARTS
GO 10 391
Cere WRITE VARIOD FROM DISK TU PRINTERs IF REQUESTED
397 READ(9»3CLsEND=392) KKrAVXsAVYpZaVARXsVAKY S VARTD
WRITEC(6,5,301) KKs AVXo AVY s Zo VARXp VARY P VARTD
GO TO 3%7
Cxwa  WRITE OUT THE RESTS 0F SAMPLE STATISTICS
292 WRITE ey a0y
VG FORMATC(//Y = "I" 2 wE" &« pOOL VAR #!)
3Y3 PEADCLIU, 302:END=394) KReToF e VARPL
KRITEC(6,307) KKaTs»F s VARPL
GO 710 2393
394 1F (IXClT«EQeO) GO Y0 300
Ceww  KHPRITE OQUT THE CONFIUDENCE INTERVAL FROM PRINTERs IF REQULSTED
HRITE (64+307)
307 FORHMAT(/! b # MEANCL) @2~ HEANCR) w9
395 READCIIF304,END=300) KKsCIMLECIHR
WRITECOH, 304 KKs CIML s CLMR
GO 10 399
300 AVZ=SZ/HLUATONK)
§$87=SS7=SL4AVZ
VARZ=S8S//V LUATI(NK=1)
WRITE (6a21l7)
217 FORMATC(/!Y svtemphbhctptnw?/)
MU= AMUY s AuyY
Ceww  FOYR FREOUENCY TABLES wWILL BE PRINTFO RESPELCTIVELYs IF REQUESTEUD
WRITE (6al0g)
108 FORMATC//7' ENTER YESs TU PRINT FREOUENCY TABLE OF DIFFERENCE BETWE
EN MEANS')
READ (H5s301) ANS
IF (ANS HELYES) GO TO 21
HRITE (6+104)
104 FORMAT(/' FREQUENCY TAHLE OF DIFFERENCE BETWEEN MEANS.'/
$' LONER BUUND FREQUEHCY ')
U””‘-’-/M”"-’v’e():‘.Uf)
DO 20 Ixle372
WRINE (6p1065) ONDeIlHMUC])
20 BND=REND+SE/460
105 FORMAT(L1X e 13,6,18)

o
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21 HWRITE (6510¢)
109 FORMAT(//' ENTER YESs TU PRINI FREQUENCY YABLE OF PUOOLED VARIANCES
$.Y)
READ (5,101) AHS
IE (ANS,NE.YFESY 60 T0 22
WRITE (62115
115 FORHMATC(/® FREQUENCY TABLE OF PQOLED VARIANCES'/
$' LOWER HUUND FREQUENCY ')
BND=040
DO 40 I=1:s30
WRITE (6+1085) BNDrPIVARC])
40 BND=BHD+SIGPL/B,O
22 WRITE (6,110)
110 FORMAT(//" ENTER YESs TUO PRINT FREQUENCY TABLE OF "T", DIFF OF TW
$0 MLANS ')
READ (5»,101) ANS
IFCANS«NEWYES) GO TO 23
WRITE (6:106)
106 FORMATC(/' FREQUENCY TABLLE OF "T"s OIFF OF THO MEANS'/
$' LoVUER BUUND FREQUENCY ')
BNOz=6,0
DO 25 I=1s32
HRITE (661085) UBHO»ITCI)
5 BNDaBND+425
3 WRITE (63111)
1 FORMATC(//' ENTER YESs TO PRINT FREOQUENCY TASBLE OF "F®, RATIO OF TW
£0 VARIARCES:')
READ (5.,101) ANS
IF (ANS HNESYES) GO 10 24
LWDTYr r s LA NN Y
107 FORMATC(/'  FREGUCHCY TABLE OF "F", RATIO OF THO VARIANCES'/
£' LOWER RUIND FrREQUENCY ')
BHU=040
DO 30 TI=21,30
WRITE (6¢1085) BNDsILIF(CI)
30 BND=HO+FP/3e0
24 CONYINUE
35 STOP
END
FUNCTION KNDRCIR)

2t
2.
11

Ceew  SUBPROGRAM TO GENERATE AND TO CONVERT ARGUHENT INTO RANUOM NORMAL
(X NUMBE R, ¢

Cetw  MNDIFICAYION OF A PROGRAM HKRITTEN BY DRs REX Le HURST

Cew UTAK STATL UNIVERSITY LOGAN, UTAH

SSET OwWN
DATA T/0/

SRESEY QwWy
JF(1eGT40) GO 10 30

10 Xu2,02RANDOMOIRY=*L D

Yr?2 00 RANDOMCIKY=1,0
SaXaXtYrY
IF(SsGEL(140)) GO T 10
SeESQRT(=2.0AL0NGCS)/S)
RNOReA®S

SSET OWN
GD2uYnS

SsRESET Oun
I=1
GO 70 4p
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30 RNOR=GO2
I=0 '

40 RETyYRN
END
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Appendix C

Program for the Binomial Distribution

The following source statement listing as it ran on a BURROUGHS

B6700 is from the program for the binomial distribution.
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FILE 5=LIU/ZINSUNITEREMUTE» RECORD =1 4
FILE 6=LIU/0UTsUNITERENOTE s RECGRD =14

Crew  THLIS PROGRAM COMPUTES THFE DISCRETE DENSTTY FUNCTION OF BINOMIAL
Ceta  DOUKLE PRECISION ARE USED THROUGH ALL ALPHABETS EXCEPT (l,JdsKslos
Cen MaN, AND Y) IN THE PKOGRAM

Coxe  USERS HAVE TU DECLOE WHAT SUITABLE PARAMETERS TO USE

Cera N DENOTES THE SAMPLL SIZE OF TYRIALS

Cuxr P DENOTES THE PROBAGILITY OF A SUCCESS

IMPLICIT REAL2B(AHrU=XpZ)
DIMENSION QIC100)
IRD=S
IPR=n6
HRITECIPRSS00)
500 FORHMATC/' THIS IS A PRUGKAM TO COMPUTE THE PROBABILITY OISTRIBUTIO
SN OF Y70 BINOMIAL FUR DITFERENT TRIALS,')
S HRITE CIPRs100)
100 FORMATC/Y ENTER THE DESIRED SAMPLE STIZE (N)s*)
READ CIRDe/Z4END=20) N
6 HRITE CIPR»,101)
101 FORpAT(/Y ENTER THE DESIRED PROBABILITY OF A SUCCESS FOR THKIS SAMP
SLE (Plet)
READ (IRDe/) o
IF (P(L,TQU (”Hm l”n(:]c]) G() ](J ?C‘
Cewe  INITIAL THREE VALULS FOH T1HE ELRST - TINE
Q=1,0=P
QIlN)=1,40
NMap= |
Cese ACCUMULATE THL PROBABILITY PORTION OF SUCCESS AND FAILURE
DO 10 I=z=1sNM
IIluy=]
10 QICI1)=QICI]+1)eQ
Cewn  INTTIAL THREE BEGINNING PROBABILITIES FOR FYXsPLEX AND PGEX
FX=QI(1)eQ
FLExEFY,
PGEX=1¢0
A=1,0
120
Cevn HRITE OUT THE FIRST FRUBABILIVIES FOR EACH OF THEM
WHRITE (1FKs105) Taf XePLEY e PGEX
105 FORMAT(! X':Ux:'“(X)';llxr'VLEX':llX:'PG&X'/14f3F15.b)
DO 15 I=1sN
Cewe  PGEXSPROBRABILITY OF GREATER THAN & EQUAL TO
PGEX=PGEX*FX
Cees  COMPUTE THE BINOMIAL CUCFFICIENT PORTION
AzheDELOATON=LI+1)+F/DFLUATC(T)
Cewe  COMPUTE THE BINOMIAL PRUBARILITY« Fx
FXapeQl(1)
Cewr  PLEX=PROBARBILITY UF LESS THAN A& EQUAL T0
PLEX=PLEX®F x
19 WRITECIPRs 106) I2FXsPLEXSFGEX
106 FORMAT(INAIFLIYaB)
HRITECIFPRs108)
108 FORKAT(/" ENTER NO TU END THE INPUT, YES TO RE=START NEW PRUBLEM

Eap CLEDP?200)  YANS

(
FOOYARS « B0 Yy GO TQ 20
(
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20 sTo0p
END
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Appendix D

Program for the Poisson Distribution

The following source statement listing as it ran on a BURROUGHS

B6700 is from the program for the poisson distribution.
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EIE 5L IU/ TN UNITEREMUTE » RECORD=1 4
FLLE 6rLIU/0UTPUNTT=RENOTESRECORD 214

Cauvwe THIS PROGRAN COMPUTES THE DISCRETE DENSITY FUNCTION OF POISSON
Cera  LAMBDA 1S THE UNICQUE PARAMETER TO BE ENTERED IN THE PROGRAM

Crex  DOUBLL PRECISIUN 1S USED THROUGH THE ALL ALPHABETS EXCEPT(1sJsKoLs
Cew HeNs, AND Y) IN THE PRUOGHAM

IMPLICIT REAL#B(A~Hs0~X,2)
IRD=5S
IPR=6
Cexa DELYA IS THE SMALLEST PROBABILITY WE CAN GET
DELTAs+50)=R
WRITE (IPKRs200)
200 FORMATC/Y THIS IS A PROGRAM TO COMPUTE THE PROUABILITY DISTRIBUTIQ
&N ofFt/! PUISSON FOR DIFFERENT LEVELS OF LAMBDAG')
1 HRITE (IPRs202)
202 FORMAT(/' ENTER THE DESIRED "LAMBDA® FOR THE PO1SSON DISTRIBUTIUNS
$')
READCIRDAZ»CNDELO)  ALAM
Cwnw INITIZL THE VALUES
Cwee  EXZpPROBABLILITY OF PUISSON
FX=140/DEXP(ALAM)
PLX=l X
PGX:I.O
I=0
/‘I:] o 0
Cawn PLEY=PHROUPAQILITY 0OF LESS THAN & EQUAL To
Catd R EURErRUBARILITY OF SREATER IHAN & EQUAL T0
HRITECIPR»100) IalFXsPLXIPGY
100 FORMAT( /" x"ax.'P(X)'.zzx,'PLEX'.11x,'Potx'/la.3F15.d)
2 PGX=PCX~FX
FXmFXeAlLAMZAL
PLX=aPLX+FX
[2]41
Al=pT+1,0
WRITE (IPRsj02) IsFXsPLXePGX
102 FORMATCLGs3F1565)
Ceen  |ET CUMPUTER STOP AT THE SMALLEST PROBAQILITY
LF 01 a0=RL% o GTs DELTAY GO T0 2
HRITECIFRAL10G)
104 FORMAT(/' ENTER NO TU END THE INPUT, YES TU RE<START NErn PROBLEMe!
$)
READCIRDAI06) YANS
106 FORMAT(AZ)
IF (YANS.EQ,'NOY) G0 TQ to
GO 710 1
10 s10pP
END
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