
 
 
General rights 
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright 
owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights. 
 

 Users may download and print one copy of any publication from the public portal for the purpose of private study or research. 

 You may not further distribute the material or use it for any profit-making activity or commercial gain 

 You may freely distribute the URL identifying the publication in the public portal 
 
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately 
and investigate your claim. 
  
 

   

 

 

Downloaded from orbit.dtu.dk on: Aug 07, 2019

Active nanophotonic antenna arrays for effective light-matter interactions

Kaminski, Piotr Marek

Publication date:
2019

Document Version
Publisher's PDF, also known as Version of record

Link back to DTU Orbit

Citation (APA):
Kaminski, P. M. (2019). Active nanophotonic antenna arrays for effective light-matter interactions. Technical
University of Denmark.

https://orbit.dtu.dk/en/publications/active-nanophotonic-antenna-arrays-for-effective-lightmatter-interactions(25e50076-97f4-479a-8e0e-bcb9505bb0f6).html


 

Active nanophotonic 
antenna arrays for effective 

light-matter interactions 
 
 

Ph.D. thesis 

Piotr Marek Kamiński 

March 2019 





Active nanophotonic antenna
arrays for effective

light-matter interactions

Piotr Marek Kamiński

Ph.D. Thesis
March 2019



Thesis title:
Active nanophotonic antenna arrays for effective light-matter interactions

Ph.D. Student:
Piotr Marek Kamiński
piotr.marek.kaminski@gmail.com

Supervisors:
Associate Professor Samel Arslanagić, Ph.D.1

Professor Olav Breinbjerg, Ph.D.1

Professor Jesper Mørk, Ph.D.2

1Electromagnetic Systems
DTU Electrical Engineering
Ørsteds Plads, building 348
DK-2800 Kgs. Lyngby
www.ems.elektro.dtu.dk
ob@elektro.dtu.dk

2Quantum and Laser Photonics
Department of Photonics Engineering
Ørsteds Plads, building 345A
DK-2800 Kgs. Lyngby
http://www.fotonik.dtu.dk/
jesm@fotonik.dtu.dk

Submission date:
14 March 2019

Remarks:
The present version was adapted for printing after the thesis defence.

c© 2019 Piotr Marek Kamiński

mailto:piotr.marek.kaminski@gmail.com
www.ems.elektro.dtu.dk
mailto:ob@elektro.dtu.dk
http://www.fotonik.dtu.dk/
mailto:jesm@fotonik.dtu.dk






Abstract

Active nanophotonic antenna arrays for effective light-matter interactions

We have investigated novel phenomena such as bound state in the continuums (BICs),
Dirac cones and exceptional points in photonic crystal (PhC)-based lasers.

We found that the extent of the ring of exceptional points can be controlled with
thickness of the PhC slab. For a specific thickness, the extent of the ring can be
reduced almost to a point. Then, large Q-factor values are found over the broad region
of the Brillouin zone (BZ). These results were used in the design of high Q-factor, small
footprint PhC-based resonators that could be used in photonic crystal surface-emitting
lasers (PCSELs). Furthermore, we found that elliptical air-holes introduce frequency
separation between the two large Q-factor bands leading to the uniform field profile
without field localization effects. The dispersion of the PhC with elliptical air-holes is
radically different along the high symmetry directions and is significantly altered by a
sheer rotation of the air-hole. This may allow to easily control band curvature along
specific directions and thus control mode spacing in finite size structures.

Moreover, we have investigated the dynamic model of the self-pulsing Fano laser.
We observed that the laser dynamics are confined to the curved surface after the initial
transition stage. We proved that after the initial transition stage, the original five-
dimensional (5D) model can be reduced to only one-dimensional (1D) in the limited
region of the parameter space and that the system evolves into two-dimensional (2D)
beyond the exceptional point when the steady-state eigenvalues transition from being
purely real to a complex conjugate pair.

We have used the simplified 2D model to associate the unknown origin of instability
with a new unstable periodic orbit separating the stable steady-state from the stable
periodic orbit. We have classified the bifurcation standing behind the two orbits
and an equilibrium point (steady-state) as a Bautin bifurcation. Furthermore, the
instantaneous eigenvalues have been found to form a complex conjugate pair within
the pulse, which is bounded by two exceptional points. In total, four exceptional
points are found to be crossed within a single loop in the phase space.

Finally, we have demonstrated that the intervals of the solution following the
adiabatic prediction are interrupted by abrupt nonadiabatic transitions when the state
is at the periodic orbit. These transitions have been observed in close vicinity of the
pulse. To the best of author’s knowledge, this is the first time when the nonadiabatic
phenomena are observed in the complex Fano laser system in which the exceptional
points are crossed due to the self-modifying behaviour, without any need for an
external parameter variation.





Resumé (in Danish)

Aktive nanofotoniske antennearrays til effektiv lys-materiale interaktion

Vi har undersøgt nye fænomener, så som bundne tilstande i kontinuummet (BICs),
Dirackegler og exceptionelle punkter fotonisk krystal (PhC)-baserede lasere.

Vi har fundet, at udstrækningen af ringen af exceptionelle punkter kan justeres
gennem tykkelsen af PhC-pladen. Med en specifik tykkelse af pladen kan ringen stort
set reduceres til et punkt. I dette tilfælde er der store værdier af Q-faktoren over
hele den brede Brillouin-zone (BZ). Disse resultater er blevet brugt til at designe høj
Q-faktor, lille areal PhC-baserede resonatorer, som ville kunne bruges i fotonisk krystal
overfladeudstrålende lasere (PCSELs). Ydermere fandt vi ud af, at elliptiske lufthuller
introducerer en frekvensseparation mellem de to store Q-faktorbånd, hvilket fører til
en uniform feltprofil uden lokaliseringseffekter i feltet. Dispersionen af PhC’en med
elliptiske lufthuller er radikalt forskellig langs retningerne med høj symmetri, og den
ændres signifikant ved en ren og skær rotation af lufthullet. Dette kan muliggøre nem
justering af båndets krumning langs specifikke retninger og dermed mode-afstanden i
strukturer af endelig størrelse.

Vi har ydermere undersøgt den dynamiske model for selvpulserende Fano-lasere.
Vi observerede, at laserdynamikkerne er begrænsede til den krumme overflade efter det
indledende overgangsstadie. Vi beviste, at den originale femdimensionelle (5D) model
kan reduceres til en endimensionel model (1D) efter det indledende overgangsstadie
i et begrænset område af parameterrummet, og at systemet udvikler sig til en todi-
mensionel (2D) model på den anden side af det exceptionelle punkt, når steady-state
egenværdierne overgår fra at være rent reelle til et komplekst konjugeret par.

Vi har brugt den simplificerede 2D-model til at kæde den ukendte oprindelse af
ustabilitet sammen med et nyt, ustabilt periodisk kredsløb, som adskiller det stabile
steady-state fra det stabile periodiske kredsløb. Vi har klassificeret bifurkationen bag de
to kredsløb og et ligevægtspunkt (steady-state) som en Bautin bifurkation. Ydermere
konstateres det, at de øjeblikkelige egenværdier danner et komplekst konjugeret par i
løbet af pulsen, som er afgrænset af to exceptionelle punkter. I alt fire exceptionelle
punkter krydses i løbet af en enkel sløjfe i faserummet.

Slutteligt har vi demonstreret, at intervallerne af løsningen i forlængelse af den
adiabatiske forudsigelse er afbrudt af bratte ikke-adiabatiske overgange, når tilstanden
er ved det periodiske kredsløb. Disse overgange er blevet observeret i umiddelbar
nærhed af pulsen. Dette er, efter forfatterens bedste overbevisning, første gang
ikke-adiabatiske fænomener observeres i det komplekse Fano-laser system, hvor de
exceptionelle punkter krydses ved hjælp af selvmodificerende adfærd uden behov for
ekstern parametervariation.
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Chapter 1

Introduction

As a matter of fact, an excited electron decaying to a lower energy level is a source
of all light in our lives. There are three possible radiative processes, absorption,
spontaneous emission and stimulated emission. Spontaneous emission does not require
a photon, instead the electron spontaneously decays to the lower energy state emitting
a photon. This process is responsible for most of the light around us. On the other
hand, both, absorption and stimulated emission, are dependent on the presence of
a photon. Absorption excites an electron to a higher energy state, while stimulated
emission stimulates an excited electron to decay to a lower energy state creating a
new photon of the same properties as the incident one. If there are more electrons in
the higher energy level than in the lower energy level, the medium exhibits population
inversion. Then, the stimulated emission dominates and the medium provides net
amplification of light. The process of stimulated emission, first described by Einstein
in 1917 [1], led to the invention of the first laser 40 years later [2]. The gain medium
together with a resonating cavity constitute the core of a laser. The name laser is in
fact an acronym standing for "light amplification by stimulated emission of radiation".
At first, named as "the solution looking for a problem", nowadays, laser applications
span from barcode scanners [3] and hair/wrinkle removal [4] through cutting, welding
[5] and additive manufacturing [6] to lidar systems [7], laser surgery [8], data storage
[9] and optical communication [10]. Laser owes its popularity to the properties of light
that it generates such as monochromaticity, directionality, intensity and coherence.
The very first laser was a solid-state laser, ruby laser [11]. The gain medium was made
out of the ruby crystal and pumped by the flashlamps, the laser cavity was made by
silver coating both ends of the ruby rod, one end was completely coated, the other
one only partially to allow for light propagation. It produced light pulses at 694nm
wavelength. Since then many laser types have been conceived, e.g. chemical, gas, dye,
metal-vapor, solid-state and semiconductor lasers. They are usually classified based
on the material used as the gain medium which also affects the operating wavelength.

Since the Ph.D. project is a part of NATEC (Nanophotonics for TErabit Com-
munications) project, here, we focus on semiconductor lasers as they are used for
high-speed optical communication and integrated photonic chips in the future. Com-
mercial semiconductor lasers are fabricated with III-V chemical compounds, the most
common families of semiconductor lasers are those using GaAs and those using InP
as a substrate. Lasers using GaAs operate at wavelengths in the range from 630nm
to 1100nm. InP-based lasers operate at longer wavelengths in the rage of 1100nm
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Figure 1.1: Examples of 1D, 2D and 3D PhCs. Colours indicate different materials. Dimension of
the PhC is defined by the periodicity of the material along one or more axes.

to 2000nm, among them is the telecommunication wavelength 1550nm at which the
silica optical fibers have a low loss window. This is also the operational wavelength in
our case so that the potential new devices could be integrated with already existing
optical communication systems. Thus, we will be working with InP-based lasers and
the gain medium will consist of several layers of an active material made out of InAs.

The simplest semiconductor lasers have been using Fabry-Perot resonator as an
optical cavity which is usually obtained by cleaving or coating the ends of the laser
and the gain material is placed along the cavity. This kind of laser is called an
edge-emitting laser due to its emission from the side. It usually exhibits output powers
on the level of several hundreds of milliwatts when accompanied by high beam quality.
However, these lasers will usually support multiple longitudinal modes within the gain
bandwidth of the active material. This leads to laser instabilities as the number of
lasing modes can vary with temperature and pumping power. Moreover, the constantly
increasing demand for capacity in optical fiber transmission requires lasers with very
narrow frequency spectra. This and single frequency operation can be met by lasers
using distributed Bragg reflectors (DBRs), which are made of alternating layers of
dielectric materials with different permittivities. DBRs can be used in edge-emitting
lasers, but also in vertical-cavity surface-emitting lasers (VCSELs) which are one of the
most novel commercially available semiconductor lasers. In contrast to edge-emitting
lasers, in VCSELs light propagates perpendicularly to the gain medium and is emitted
vertically. This significantly shortens the path of light in the gain medium and puts
strict requirements on reflectivities of top and bottom mirrors. However, the very
high reflectivities limit the output power of VCSELs to only several milliwatts [12].
Despite this disadvantage, VCSELs possess numerous advantages over edge-emitting
lasers such as catastrophic damage free operation [13–15], convenient integration in 2D
multi-wavelength array [15–17], circularly symmetric Gaussian beam [18] and due to
very short cavity length they emit only single longitudinal mode. Currently, VCSELs
have replaced edge-emitting lasers in short-range optical fiber communication. DBR
is the simplest possible, 1D, type of PhC, see Fig. 1.1. When one wants to increase
output power a VCSEL she/he should increase its area. However, as simple reflector
as DBR grating does not provide enough opportunities to sufficiently control mode
distribution in the cavity and when the area of a VCSEL increases, its beam quality
degrades very quickly due to competition from higher order modes [18, 19].

Over the years, the concept of DBR has evolved towards 2D and three-dimensional
(3D) PhCs, see Fig. 1.1. Particularly, 2D PhCs are an attractive solution as they are
relatively easily fabricated and are very flexible in their design providing access to rich
physics. PCSELs have recently grabbed considerable attention due to their large-area
single-mode lasing, which led to watt-class high-power, high-beam-quality PhC lasers
[20–22]. The square lattice PhC is shown in Fig. 1.2(a) with the corresponding
reciprocal space (b), BZ (c) and the photonic band structure (d). PCSELs operate
at the Γ-point of the PhC band structure and take advantage of the very low group
velocity at this point [23, 24]. At the Γ-point, rotationally symmetric mode can be
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found. It does not radiate due to perfect destructive interference. It enables lower
lasing threshold of large-area surface-emitting lasers [25–28]. Some of the designs have
on purpose broken in-plane rotational symmetry [29] and vertical symmetry of air-holes
[30, 31] to extract more power in the vertical direction while maintaining relatively
low lasing threshold [21]. Moreover, flexibility in the design of PhCs has allowed to
include numerous additional functionalities in PCSELs such as beam steering [22, 32,
33], polarization and beam pattern control [34–39], to mention a few.

The rotationally symmetric mode at the Γ-point is called the symmetry-protected
BIC and it exhibits an infinite quality factor (Q-factor). There is also another type
of BIC that is particularly important for PCSELs, it is a trapped BIC which arises
due to destructive inference of radiating modes with the guided resonance in the PhC
slab [27, 40, 41]. Strong confinement of light offered by quasi-BICs in finite structures
allows the field to be stored longer in the structure and leads to strong enhancement of
electromagnetic fields [42–44]. This finds application in e.g., surface-enhanced Raman
spectroscopy [45, 46], four-wave mixing [47] and optical sensing [48].

In order to increase the output power of PCSELs, their area can be increased.
However, it cannot be done indefinitely since as the PhC area increases, the spacing
between the modes decreases. Because of the broad spectrum of the active material,
at one point this will lead to multi-mode lasing which quickly degrades the quality
of the beam. Several solutions have been proposed to mitigate these issues. The
solutions include double-hole unit cell structure [20], vertically asymmetric air-holes
[49, 50], external reflection [51] and Dirac-like cone dispersion [52]. Particularly, the
last solution has been shown to be not only very effective in alleviating these issues,
but also very interesting from the physical stand-point [53–59].

Moreover, it has been demonstrated that Dirac cone dispersion can be deformed
when losses are present in the structure and a ring of exceptional points is spawned
[60]. In photonic band structure, exceptional point is a point at which two modes

(a) (b)

(c) (d)

Figure 1.2: (a) Square lattice PhC in physical space, white and red colours indicate different materials.
(b) The square lattice in the k-space. (c) The k-space lattice showing the construction of the BZ,
marked in yellow, and the irreducible Brillouin zone (IBZ), marked in black. The centre is treated as
the origin, the lines connecting the origin and other lattice points are drawn together with the lines
bisecting them. The BZ is the area closer to the origin than any other point. The IBZ is part of the
BZ not satisfying any symmetries. (d) Photonic band structure of the PhC consisting of dielectric
cylinders (ε=8.9) in air with radius of the cylinders r = 0.38a, where a is the lattice constant. The
band structure is plotted along edges of the IBZ. Two photonic band gaps are marked in yellow.
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Figure 1.3: Schematic of PhC-based Fano laser. The gain medium is uniformly distributed in the
PhC slab. The lasing cavity is defined between the PhC mirror (marked with green dashed line) and
the right mirror due to Fano resonance (marked with blue dashed line).

exhibit not only the same radiation losses and resonating frequencies, eigenvalues,
but also the same mode profiles, eigenvectors [61–64]. Observation of exceptional
point in PhC slabs has sparked broad interest due to their intriguing properties,
e.g., unidirectional zero reflection/transmission [65, 66], inverse pump dependence
of lasers [67] and single-mode operation lasers [68, 69]. Moreover, exceptional point
physics offers access to new directions in system control and may provide new, exciting
opportunities for the design of novel nanophotonic devices that can find applications
in photonic switches and isolators [70–72].

Dirac cones, exceptional points and BICs have opened a new page in the nanopho-
tonics research [71, 73–79]. However, there are still many unknowns concerning future
applications of these phenomena, and even their presence is sometimes uncertain.
Particularly, the question arises whether the BIC persists when the size of the PhC
decreases to several unit cells. Recently, some efforts have been made towards re-
alization of BIC-based ultracompact resonators [80]. However, in this case, a high
contrast grating, which is a 1D PhC slab of bars, was investigated. It is not known
to what extent the effect would persist in 2D PhCs. Moreover, it is of importance
to investigate the influence of BICs on the ring of exceptional point which, to the
best of author’s knowledge, has not been given enough space in the literature thus far.
This could lead to the development of a new class of ultracompact lasers that could
combine advantages of multimode cavities with stable single mode emission [68, 69].

Furthermore, the icon of the NATEC project is a PhC-based laser that utilizes
Fano resonance to form a narrow-band mirror of the lasing cavity, the second mirror
of the lasing cavity is due to PhC. The configuration of the so-called Fano laser is
shown in Fig. 1.3. Fano resonance arises as a consequence of interference between
the continuum of PhC waveguide modes and the discrete resonance of the nanocavity
side-coupled to the waveguide [81]. The spectral width of the resonance is determined
by the Q-factor of the side-coupled nanocavity. One of the features of the Fano
resonance is the highly asymmetric lineshape which has been shown to significantly
reduce energy consumption in optical switches [82]. Moreover, the PhC Fano laser
has been recently demonstrated to be the first nanolaser generating a self-sustained
train of pulses at gigahertz frequencies [83]. Self-sustained pulsing occurs due to the
laser becoming unstable and does not require any external intervention except of the
continuous pumping. However, there is a region in the parameter space in which,
if the laser is perturbed strongly enough, it becomes unstable despite the employed
analysis indicating the stable steady-state which normally should lead to continuous
wave operation. The origin of laser instability is unknown in this region.

In [84–87], it has been shown that single mode self-pulsing in distributed feedback
lasers is strongly related to complete mode degeneracy (exceptional point) of a pair
of longitudinal modes. In this case as well as in the Fano laser, the self-pulsing was



5

attributed to dispersive Q-factor self-switching and the repetition rate was on the
order of several GHz [83]. Thus far, it has not been investigated whether exceptional
points play a role in the self-pulsing Fano laser. Furthermore, the nonlinear interaction
between the carrier density and the electromagnetic field in the laser cavity changes
the internal state of the laser in a periodic manner without any need for external
modulation. Thus, this kind of self-adopting interaction could potentially be used to
sweep across or encircle an exceptional point.

The purpose of this study is to further investigate novel phenomena such as BICs,
Dirac cones and exceptional points in PhC-based lasers. The research activities are
identified with motivation to work on fundamental scientific challenges that may lead
to new discoveries and technologies, not necessarily immediate applications. In the
first part, we examined the relation between the rings of exceptional points and BICs.
We found that by varying thickness of the PhC slab, we can control the extent of
the ring of exceptional points by moving trapped BICs in the BZ. We have shown
that for a specific thickness, the extent of the ring can be reduced almost to a point.
Then, large Q-factor values are found over the broad region of the BZ. These results
were used in the design of large Q-factor, small footprint PhC-based resonators. In
the second part, we investigated the dynamic model of the self-pulsing Fano laser.
We demonstrated that after the initial transition stage, the original 5D model can
be reduced to only 1D in the limited region of the parameter space and that the
system evolves into 2D beyond the exceptional point when the steady-state eigenvalues
transition from being purely real to a complex conjugate pair. We used the simplified
2D model to associate the unknown origin of instability with a new unstable periodic
orbit separating the stable steady-state from the stable periodic orbit. Furthermore,
the pulse was found to be bounded by two exceptional points and four exceptional
points were found to be crossed within one period of the laser operation. Finally, the
simplified model has been used to investigate the non-Hermitian dynamics. Using the
general framework of [88], we demonstrated that the intervals of the solution following
the adiabatic prediction are interrupted by abrupt nonadiabatic transitions in close
vicinity of the pulse.

Reading Guide

Chapter 2 introduces the topics of PhCs, BICs, Dirac cones and exceptional points. It
is discussed how the extent of the ring of exceptional points can be controlled. The
primary goal of this investigation is to find the connection between the extent of the
ring of exceptional points and presence of the BICs in the vicinity of the Γ-point and
examine potential application in PhC based lasers. It is shown that these results can
be used in the design of high Q-factor PhC cavity of small footprint.

Chapter 3 investigates the steady-state as well as the instantaneous eigenvalues of
the stability matrix of the dynamic model of the Fano laser. We demonstrate that
the original dynamic model can be replaced by the ’minimal’ model after the initial
transition stage, which lasts only a few picoseconds. Then the simplified model is used
to investigate the origin of the laser instability when the steady state eigenvalues are
negative suggesting stable steady-state operation. Finally, the pulsing behaviour is
linked to the nonadiabatic transition occurring in the vicinity of the instantaneous
exceptional points bounding the pulse.

Chapter 4 presents the summary, conclusion and future directions of this work.
Chapters 2 and 3 can be read independently.

Throughout the present report, the time factor e−iωt, with ω being the angular
frequency, t being the time and i being the imaginary unit, is assumed and suppressed.





Chapter 2

Photonic Crystal Based Lasers

This chapter investigates phenomena such as bound states in the continuum, Dirac
cones and exceptional points with the aim of further improvement of PhC-based lasers.
These phenomena are described based on the literature in the following three sections
2.1, 2.2 and 2.3, respectively. We began with a brief introduction of the basic concepts
in PhCs and discuss the models of the PhC slab used in the study, see section 2.1.
Subsequently, section 2.2 discusses the concept of BICs based on the literature and in
relation to the configurations considered in the project. In section 2.3, we review the
literature on Dirac-like cone dispersion in PhCs using our own examples.

In the following sections, we exploit these discussions and present our results.
Particularly, in section 2.4, we demonstrate that by varying thickness of the PhC
slab, we can control the extent of the ring of exceptional points. We show that for
a specific thickness, the extent of the ring can be reduced almost to a point. Then,
large Q-factor values are found over the broad region of the BZ. These results are used
in section 2.5 to design small footprint PhC slabs with total Q-factor values rapidly
increasing with an in-plane size of the structure. Moreover, in sections 2.4.2 and 2.5,
we found that elliptical air-holes introduce frequency separation between the two large
Q-factor bands leading to the uniform field profile without field localization effects.
The dispersion of the PhC with elliptical air-holes differs radically along the high
symmetry directions and can be significantly altered by a sheer rotation of the air-hole.
Finally, section 2.6 introduces configuration of the Fano laser and demonstrates that
introduction of the second side-coupled nanocavity can significantly increase accessible
Q-factor values of the 3D PhC Fano structure.

2.1 Introduction - configuration and its properties

Modern information society is fueled by discoveries coming from laser research. Partic-
ularly, semiconductor lasers contribute significantly to the field of optical storage and
fiber-optic communication. Thus far, the researchers working on semiconductor lasers
have been mainly focused towards widening their range of accessible wavelengths and
increasing their modulation speed. Surface-emitting semiconductor lasers such as
VCSELs were especially successful. These devices possess fundamental advantages
over edge-emitting lasers, such as easily obtained circularly symmetric Gaussian beams
[18], 2D integration [13] and catastrophic optical damage free operation [15]. The
mode confinement is achieved using refractive phenomena in case of the lateral con-
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(a) (b)

Figure 2.1: (a) Schematic of the watt-class, high-beam quality PCSEL [21], (b) 3D model of a PhC
membrane of finite thickness h with square lattice of circular air-holes with dimensions of 8a× 8a.

finement, while the diffractive mechanism is responsible for the vertical confinement.
The mechanism is based on a 1D periodic structure, which causes Bragg diffraction
resulting in coupling between forward and backward propagating waves leading to an
enhancement of the modes which satisfy the Bragg condition. Unfortunately, these
lasers usually suffer when high output power is simultaneously required with high
beam quality, which, in this case, is considerably degraded by the competition from
higher-order modes [18]. Moreover, in order to introduce capabilities such as on-chip
beam steering and polarization pattern control, external devices have to be used
together with the laser. This eliminates the most notable advantage of semiconductor
lasers which is their compactness.

The concept of 1D Bragg grating can be extended into 2D PhCs [23]. This allows
to obtain a multidirectional Bragg diffraction making it possible to control the lasing
field over the large 2D area of PhC-based lasers. This control allows for a lot of
flexibility in their design, particularly BICs are natural sources of beams of different
shapes [36, 37], they are highly sought in the fields of high resolution microscopy [89],
optical trapping [90] and ultra-high-density optical memory [91].

The recently realized watt-class, high-beam-quality PCSEL consists of a PhC and
an active layer sandwiched between two cladding layers, see Fig. 2.1(a) [21]. The
active layer is formed from multi quantum-wells and is electronically pumped by
electrodes placed at the top and bottom of the device. The light is amplified in the
active layer and is confined to the region in its close vicinity. Since the PhC layer
is positioned very close to the active layer, evanescent wave leaks into the PhC, the
lattice constant, a, of which is designed to match the wavelength of the light inside
the active layer. The lasing principle is based on multidirectional Bragg diffraction,
due to which a 2D standing wave is formed over a large area of the PhC. This keeps
the light wave for a long time in proximity of the active medium leading to further
enhancement of the radiated field. However, for research purposes, PCSELs usually
consist of a PhC membrane made of semiconductor material suspended in air, see Fig.
2.1(b). An active material is incorporated in the PhC membrane and usually consists
of several layers of quantum wells or dots. The positive net material gain in these
configurations is achieved by optical pumping and emission takes place perpendicular
to the membrane, below and above the membrane in the case of symmetric vertical
profiles of the air-holes [83, 92].

Figure 2.1(b) shows a 3D model of a PhC membrane which is finite in all directions;
this model will be investigated in section 2.5. Before that, we introduce a model of a
2D unit cell of a PhC together with the corresponding BZ and IBZ, see Fig. 2.2(a).
The PhC in Fig. 2.2 is composed of a square lattice of circularly shaped air holes with
symmetric vertical profiles introduced in a material with dielectric constant εd = 10.05.
The PhC is periodic in the x and y directions and infinitely long in the z direction.
The radius of the air-hole is set to 0.28a, where a is the lattice constant. Due to PhC
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(a) (b)

Figure 2.2: (a) 2D unit cell of a PhC together with the corresponding BZ and IBZ, (b) Band diagram
in the Γ-M and Γ-X directions of a 2D PhC. The blue, black and red curves correspond to different
bands. The band edges is marked with a dashed pink ellipse.

resemblance to solid-state crystals, it is often described in terms of a photonic band
structure. In our case, the photonic band structure is computed with an eigenfrequency
solver [93] using the finite element method [93]. Eigenvalues are defined as Ω = ω− iδ,
where ω is the angular frequency and δ represents losses. Here and in the following
sections the structures are investigated under the transverse-electric (TE) polarization;
only in-plane electric field intensity components (Ex, Ey) and out-of-plane magnetic
field intensity component (Hz) are present. Figure 2.2(b) shows the detailed structure
of the bands in the vicinity of the Γ point plotted over 20% of the BZ versus in-plane
wavenumber k along the two principal directions Γ-X and Γ-M. Configuration is
infinite along each direction, thus it does not exhibit any radiation losses and the
eigenvalues are purely real. Usually, there is a frequency range within which none of
the optical modes exists in the entire BZ, this frequency range is called a photonic
band gap. Importantly, at the band edge of a photonic band structure the group
velocity of light waves slows down and ultimately vanishes. The group velocity is
defined as #»v g = ∂ω/∂

#»

k , thus it can be estimated directly from the band structure.
Vanishing group velocity results in a standing-wave over the whole area of the PhC.

However, in order to form a laser cavity which would exploit the standing-wave
over the whole area of the PhC, the PhC has to be of finite thickness h. Fig. 2.3(a)
shows a model of a 3D unit cell of a PhC. The configuration has an open boundary in
the z direction and is periodic in the x and y directions. The computational domain of
the model shown in Fig. 2.3 is terminated with perfectly matched layers at the top of
the model and with periodic boundary conditions along the x and y directions. At the
bottom of the model, the computational domain is terminated with perfect magnetic
conductor in order to enforce the TE-like polarization in the middle of the PhC slab
thickness. In this case, the configuration exhibits out-of-plane radiation losses which
vary as a function of wavevector #»

k . Therefore, the eigenvalues are complex. The
Q-factor is defined as Q = Re(Ω)/2Im(Ω) and is plotted in Fig. 2.3(b). It is seen that
the black and blue modes exhibit rather low Q-factors, on the other hand the mode
marked in red exhibits a diverging quality factor at the Γ-point. This is a known case
from the literature; this mode is a symmetry-protected BIC [27] and it usually appears
at high symmetry points in the BZ. It is characterized by an infinite Q-factor, see
Fig. 2.3(b) and it arises due to symmetry mismatch of the given mode with radiation
modes. This can be explained by looking at the mode profiles. Figure 2.4 shows
magnitudes of Hz at the Γ-point together with the corresponding components of the
electric field intensity shown as arrows.

It is seen that the black and blue modes at the Γ-point, Fig. 2.4(b),(c), have a
symmetric (Ex, Ey) distributions with respect to the axis crossing the unit cell in
the middle, perpendicularly to the x and y axes. This leads to the strong coupling
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(a) (b)

Figure 2.3: (a) 3D unit cell of a PhC, (b) Out-of-plane Q-factors of the PhC slab with finite thickness
h = 250nm versus in-plane wavenumber k along the Γ-M and Γ-X directions. Q-factors are plotted
over 20% of the considered directions. The PhC parameters are the same as in Fig. 2.2.

(a) (b) (c)

Figure 2.4: Field profiles of the three modes at the Γ-point evaluated in the middle of the PhC slab
thickness in the case of the configuration shown in Fig. 2.3. Magnitudes of Hz for (a) the lower
band (red), (b) the middle, flat band (black) and (c) the upper band (blue) shown in 2.2, respectively.
Colors of the frames correspond to colors of the bands in Fig. 2.2. The arrows show Ex and Ey.

to the radiation modes and, thus, larger out-of-plane losses. Consequently, the
threshold gain of these modes is so high that none of them would be able to compete
with the third mode at the Γ-point; the red curve in Fig. 2.2(b). This is because
the (Ex, Ey) distribution is antisymmetric in this case. The system preserves 180◦
rotational symmetry, thus the mode in-plane components offset each other. It results
in destructive interference between the Ex, Ey field components, increases the out-of-
plane Q-factor and decreases threshold gain required for lasing [24]. That is why the
antisymmetric mode, the red mode at the Γ-point in Fig. 2.2, is selected as the lasing
mode. Furthermore, in Fig. 2.3(b) it is seen that the mode is symmetry-protected
only in very close vicinity of the Γ-point and as soon as we move away from the
Γ-point the Q-factor drops rapidly. The symmetry-protected BICs is very sensitive
to perturbations breaking the symmetry while the perturbations that preserve the
symmetry, such as modifications of the radius, have no influence on the Q-factor.

Thus far PCSELs have been exploiting symmetry-protected BICs as the lasing
mode, mainly because of the low threshold gain that they ensure. However, large
Q-factor of the lasing cavity limits output power of the laser. That is why the
recent realization of the watt-class PCSEL has ’broken’ the symmetry-protected BIC
by breaking symmetry of the structure, while maintaining relatively large Q-factor,
and thus small lasing threshold [21]. The high output power has been obtained by
utilization of asymmetric in-plane profiles of air-holes [29], asymmetric vertical profiles
of air-holes [30, 31] and backside reflection from the bottom of the PCSEL [20, 94].
All of these effects rely on suppression of the destructive interference and exploitation
of constructive interference in order to extract more power from the configuration.

There is also another type of BICs that exist in PhC slabs, it is called a trapped BIC.
It arises as a result of total destructive interference, thus its origin is fundamentally



2.1 Introduction - configuration and its properties 11

different from the symmetry-protected BIC [27]. Trapped BICs have been shown to
be more versatile because perturbations such as air-hole radius variation only displace
the trapped BIC in k-space, while they are less sensitive to symmetry-breaking
perturbations than the symmetry-protected BIC [26, 92]. This characteristic might
be crucial in the design of future PCSELs making it more robust towards fabrication
tolerances. Trapped BICs are discussed in more details in section 2.2.

Naturally, the broader the laser area, the higher the output power and the better
beam quality can be obtained. Unfortunately, the area of the laser cannot be increased
indefinitely. There are two fundamental constraints that limit the lasing area of
PCSELs. Firstly, the frequency spacing between the modes is inversely proportional
to the size of the cavity, i.e. as the laser cavity becomes larger, the frequency spacing
between the modes becomes smaller. Since the gain spectrum of the active material
is usually very broad compared to the width of the resonance, it results in a very
similar gain experienced by the fundamental and the competing modes leading to
the multi-mode lasing. Secondly, as the lasing area increases, an in-plane feedback
leads to field localization. Consequently, the carrier density in these areas is depleted
resulting in the reduction of the gain experienced by the lasing mode. This modified
spatial gain distribution might overlap more effectively with the field distribution of
one of the competing modes. This might lead to instability of the lasing mode and
multi-area lasing [50]. There are several possible solutions that have been recently
proposed: double-hole unit cell structure [20], vertically asymmetric air-holes [31,
49, 50], external reflection to increase threshold margin between the modes [51] and
photonic band structure exhibiting Dirac-like cone dispersion close to the Γ-point [52].

Particularly interesting is the solution based on the Dirac-like cone dispersion which
allows not only to significantly reduce the in-plane feedback, but also to increase mode-
spacing by orders of magnitude. Dirac-like cone is characterized by linear dispersion
in contrast to the quadratic dispersion that is usually used to create band-edge modes
in PCSELs. When the photonic band structure is plotted in 3D ω(kx, ky), then the
Dirac-like dispersion will be formed by two bands exhibiting linear dispersion and
meeting at a single point, i.e. Dirac point. In this way a general conical surface
will be formed. Application of Dirac-like cones in PhC slabs not only overcomes two
fundamental limitations, but is also very interesting from the physical standpoint as
it is expected that many fascinating phenomena will arise in analogy to the similar
band structure exhibited by graphene [53].

Furthermore, it has been shown that when the PhC is designed to exhibit Dirac-like
cone dispersion and is accompanied by radiation losses, the Dirac-like cone is deformed
and the ring of exceptional points is created [60]. Exceptional point in PhCs is the
point in the complex band structure at which two individual resonances have the
same resonating frequencies and spectral widths (i.e., the real and imaginary parts of
the eigenvalues are the same) as well as the same mode profiles (i.e., the eigenvectors
are also the same). It is a very general and peculiar phenomenon observed in optical
waveguides [95], unstable laser resonators [96], self-pulsing lasers [84–87], coupled
nanolasers [97], quantum systems [98], metasurfaces [99, 100], electronic circuits [101]
and mechanical resonators [71]. Moreover, exceptional points possess many intriguing
properties such as unidirectional zero reflection or transmission [65, 66], inverse pump
dependence [67] and single-mode operation [68, 69]. Therefore, the application of
Dirac-like cone dispersion not only can further increase single-mode output power
in PCSELs, but it is also a very rich field which is currently at the forefront of the
scientific research. Dirac cones and exceptional points in PhCs constitute considerable
part of the current chapter and will be discussed in more details in section 2.3, while
section 2.4 will present new results and discuss possibility of controlling extent of the
ring of exceptional point and its relation to BICs.
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2.2 Bound states in the continuum in photonic crystals

This section is based on the literature and introduces theoretical background of BICs
as well as nomenclature used in the following sections. BICs offer a perfect confinement
despite being inside the continuous spectrum of radiating waves. They are a general
wave phenomenon. They have been firstly identified in quantum mechanics [102],
but since then they have also been experimentally observed for electromagnetic [25],
elastic [103], water and acoustic waves [104].

BICs in compact single particle structures are very difficult to realize [27, 105, 106],
that is why most of the investigations are conducted with structures either extending
to infinity or periodic at least in one direction. Thus, PhC slabs are an ideal candidate
for studying BICs, also because of their fabrication ease. They are periodic in the x,
y directions and light can be perfectly confined in the out-of-plane z direction.

Subsequently, the concept of BICs in PhC slabs is defined. Figure 2.5 shows the
band structure for the configuration in Fig. 2.2, but the PhC is of finite thickness
h = 250nm. The gray region in Fig. 2.5 marks the continuum of radiation modes.
The continuum is bounded by the light line (black dot-dashed line) which is defined
as ω = c0k‖, where c0 is speed of light in free space and k|| is magnitude of an
in-plane components (kx, ky) of wavevector #»

k . Light cone can be understood by
considering that radiating waves in the far-field closely resemble free-space plane waves
satisfying ω = c0

√
k2
‖ + k2

⊥ for some value of k⊥ which is a component of wavevector
#»

k perpendicular to the PhC slab [107]. As long as k‖ is smaller than ω/c0, k⊥ can
take any value resulting in a mode of a frequency ω greater than c0k‖. These modes
create continuum of modes. The BIC is the mode at the same k‖ as the continuum
of modes. Despite this the BIC is not coupled to the continuum of modes and thus
does not radiate. On the other hand, when k‖ is larger than ω/c0 i.e. it lies below
the light line, a solution decays exponentially away from the PhC slab. This is a
guided mode in the PhC slab and for a given k‖ we will have a discrete set of ω at
which these modes will appear. They are characterized by infinite Q-factors. However,
guided modes above the light line couple to radiation modes, and thus no longer have
infinite Q-factors. Then, they are called guided resonances [108]. BIC is a guided
resonance that is perfectly confined to the slab despite being among the radiating
modes. Subsequently, different types of BICs, that are of relevance for PhC slabs, will
be described together with the mechanisms standing behind them.

The most basic BIC is due to symmetry of the structure [25–27, 108, 109]. In this
case, a state of a given symmetry class is decoupled from a continuous spectrum of
another symmetry class. In a PhC slab, it often appears at high symmetry points of
the BZ such as the Γ-point, k|| = (0, 0); then the system preserves 180◦ rotational

Figure 2.5: Band structure of the PhC slab of finite thickness h = 250nm for the TE-like polarization.
Parameters of the PhC slab are the same as in Fig. 2.2. The gray region indicates the continuum of
radiation modes. Its boundary is marked with the black line indicating the light line.
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symmetry. The even and odd modes with respect to the rotational symmetry are
decoupled from each other [27]. The even modes with respect to the rotational
symmetry have an infinite Q-factor because their in-plane components of the electric
field offset each other, as found in Fig. 2.4(a). This perfect destructive interference
of the in-plane components Ex, Ey results in no field being radiated. However, these
modes are no longer symmetry-protected away from the Γ-point because the destructive
inference of the Ex, Ey is not perfect anymore. This leads to coupling to the continuum
of radiation modes and rapid drop in their Q-factors as we move away from the Γ-point,
as found in Fig. 2.3(b). Symmetry-protected BICs are sensitive to perturbations
breaking symmetry, however they are robust towards any variation of the parameters
preserving the symmetry, e.g. variation of the air-hole radius [27].

Recently, other type of BICs have been proposed and experimentally demonstrated.
These BICs are called trapped BICs and they do not arise due to symmetry, but as
a result of destructive interference obtained by proper parameter tuning [27, 40, 74,
110, 111]. We distinguish between three kinds of trapped BICs [27] appearing when:

1. two identical resonant structures interact through a radiation channel,

2. two different resonances in the same cavity are coupled to a radiation channel,

3. the radiation amplitude of the single resonance is suppressed.

The trapped BIC in the 1st point is also called a Fabry-Perot BIC and it stands
behind the formation of the lasing cavity in the self-pulsing Fano laser fabricated
within the NATEC project [83, 112]. When a cavity is side-coupled to an open PhC
waveguide, then at the resonating frequency of the cavity the transmission through
the waveguide will drop to zero due to destructive interference of the wave travelling
through the waveguide and radiation from the cavity [81]. When the two cavities are
at a distance d = nλ/2, then the resonating Fabry-Perot cavity can be formed in the
waveguide trapping the light between the two narrow band mirrors, Fig. 2.6(a). One
of the cavities could be replaced by termination of the PhC waveguide with a PhC
exhibiting photonic band gap and creating a broad band mirror, Fig. 2.6(b). The
unique property of the Fabry-Perot BIC is that the two cavities can interact through
the waveguide even over long distances. This long-range interaction has been studied
not only in PhC cavities, but also in qubits coupled through the waveguide [113, 114].

The 2nd point BIC can be obtained by careful design of the resonance frequencies
and radiation rates from the cavity to the radiation channel, e.g. a waveguide. The
radiation from both resonances can interfere destructively leading to the trapped
BIC [115]. These BICs are obtainable when number of resonances is larger than the
number of radiation channels [116].

The 3rd point BIC requires only a single resonance and is associated with simulta-
neous suppression of the radiation amplitudes #»c ( #»

k ). The radiation amplitude can be

(a) (b)

Figure 2.6: Schematics illustrating Fabry-Perot BICs. (a) Cavities form narrow-band mirrors in
the waveguide at the resonance frequency. Then, the waves are trapped between them if distance
between the cavities is d = nλ/2. (b) Similarly, Fabry-Perot BIC can be realized when instead of the
narrow-band mirror, a hard boundary is placed on one side, e.g. a PhC exhibiting photonic band gap.
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determined using the Bloch theorem for PhCs [107]. The electric field of a resonance
in the PhC slab can be expanded as

#   »

E #»
k ( #»ρ , z) = ei

#»
k · #»ρ #  »u #»

k ( #»ρ , z), (2.1)

where #»

k = kxx̂+ ky ŷ is the 2D wavevector restricted to the BZ describing the wave
propagation in the plane of the PhC slab, #»ρ = xx̂+ yŷ is the in-plane position vector
and # »uk is a periodic function in #»ρ . For frequencies below the diffraction limit, the
only propagating wave amplitudes are cx,y = x̂, ŷ · 〈 #»u ( #»

k )〉, where 〈〉 indicates a spatial
average [74]. When both cx,y are zero, then no power will be radiated into the farfield,
thus a guided resonance is turned into a BIC. Generally, cx,y are complex numbers,
thus it is unlikely that both cx,y will become zero at any point of the BZ by variation
of the two parameters kx and ky. However, if the PhC slab exhibits some symmetries
then the degrees of freedom of cx,y can be reduced. In fact, the PhC slab considered
in the following sections exhibit several symmetries:

1. it is invariant under 180◦ rotation around the z-axis (ε( #»r ) = ε(− #»r )),

2. it exhibits time-reversal symmetry (ε( #»r ) = ε∗( #»r ))

3. it is vertically symmetric satisfying mirror symmetry with respect to the z-plane.

In this case, both cx,y are simultaneously purely real or imaginary [74]. Thus,
there are only two degrees of freedom left and by varying kx and ky in the BZ, both
radiation amplitudes can be suppressed resulting in the robust BIC. It is noted that
simultaneous suppression of cx,y is accidental as it arises due to parameter tuning
and is considerably distinct from the symmetry-protected BICs as it is not related to
symmetry incompatibility of the guided resonance with the radiation continuum.

The trapped BIC is robust towards small perturbations of the system parameters;
any variation of them will result in a shift of the BIC in the BZ, and not in its
destruction. Moreover, it has been shown that the Q-factor of trapped BICs decays
more slowly away from the design point in the BZ compared to symmetry-protected
BICs [92]. This allows to design a mode with a large out-of-plane Q-factor value over
the large region of the BZ. This property is crucial in the design of real life devices
based on PhC slabs which are always of finite sizes and thus their total Q-factor
depends on the finite samples of the dispersion relation in the vicinity of the BIC. The
formation of trapped BICs can also be understood as the interband coupling [117]
between the higher order bands [37, 40]. When the PhC slab is infinitely thick, there
is no coupling between the bands due to the orthogonality of the modes. However,
when the PhC slab thickness is finite, then the system exhibits radiation loss and the
modes are not orthogonal anymore. The bands can be coupled through the radiation
continuum and if they interfere destructively a trapped BICs can be created [40].

Due to coupling of guided resonance with radiation continuum, BICs are closely
related to Fano resonances [26, 106, 108, 110, 118, 119]. As the BIC is approached,
the Fano lineshape in the reflectivity spectrum will become sharper and eventually
disappear completely at the BIC. Thus, Fano lineshapes are a birthmark of BICs.

High confinement of light offered by BICs is ideal for applications such as sensors
[120], filters [121] and lasers [21, 122]. Particularly, PCSELs usually operate at the
symmetry-protected BICs ensuring low lasing threshold. Moreover, trapped BICs
enable creation of modes with large Q-factor over the large region of k-space. This
might enable creation of very large Q-factor, small footprint PhC slab resonators as
discussed in section 2.5. BIC is also the phenomenon standing behind the lasing cavity
in the self-pulsing Fano laser designed and fabricated within the NATEC project.
Thus, BIC play a crucial rule in the discussion presented in the following sections.
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2.3 Dirac cones and exceptional points in photonic crystals

2.3.1 Two-dimensional photonic crystals - Dirac cones

In this section, we discuss phenomena of Dirac cones, exceptional points and their
potential applications based on the current state-of the art literature. We do this
using our own examples strictly relevant for the investigations in sections 2.4 and
2.5. Scientific interest in Dirac-like cone dispersion has been sparked when the first
photonic analog of graphene has been demonstrated [123–125]. In the photonic analogs
of graphene, the Dirac cone has been found in a hexagonal lattice PhC at the edge of
the BZ as a result of double degeneracy of two bands forming a conical dispersion. It
has robustly emerged due to hexagonal symmetry of the lattice without any need for
parameter tuning [126]. However, this Dirac cone lies below the light cone, thus does
not allow for surface-emission.

Dirac cone can also emerge accidentally at the centre of the BZ as result of fine
tuning of the structural parameters, e.g. radius of the air-holes [54–58]. In this case, a
pair of doubly degenerate bands can meet at the Γ-point with a singly degenerate band
creating a triple degeneracy. Then two of the bands form a linear conical dispersion
touching at the Dirac point, whereas the third band also crosses a Dirac point, but
it exhibits a quadratic dispersion. This kind of dispersion is not truly a Dirac cone
dispersion, which was found in graphene, thus because of the third quadratic band, it
is called a Dirac-like dispersion [127]. It does not lead to the properties that graphene
is famous for, however it provides a linear and isotropic dispersion that can be very
useful for PCSELs and can spawn rings of exceptional points opening door to novel
non-Hermitian physical phenomena in photonics regime [60].

We start by investigating the dispersion diagrams of a 2D PhC of square lattice
with circular air-holes, see Fig. 2.7(a) and (c). The dielectric material of the PhC
does not have any losses or gain, there is also no radiation loss as the configuration
is periodic in the x and y directions, and is infinite along the z direction. Thus, the
system is Hermitian and the eigenfrequencies, Ω, are purely real. Fig. 2.7 shows a
standard quadratic dispersion in a square lattice 2D PhC with a doubly degenerate
bands at the Γ-point and a third band separated in frequency. When radius of the
air-holes in the PhC is tuned, all three bands become accidentally degenerate at the
Γ-point forming a Dirac-like cone dispersion, see Fig. 2.7(b) and (d). It is found in
Fig. 2.7(b) and (d) that isotropic Dirac-like cone dispersion is only an approximation
in the vicinity of the Dirac point at the center of the BZ. It is also noted that at the
Dirac point, the eigenfrequencies become degenerate, but not the eigenmodes what
is further confirmed in Fig. 2.8 [61, 78]. It is seen that at the Γ-point, the bands
creating the Dirac cone exhibit a dipole-like and a quadrupole-like modes, while the
third quadratic band exhibits a dipole-like mode which is degenerate with one of the
bands of the Dirac cone at the Γ-point.

Moreover, the quadratic dispersion surface crossing a Dirac point is almost com-
pletely flat along the Γ-X direction, and the electric field is mostly parallel to the
k-vector for the modes in this band, see Fig. 2.8(b). Thus, the modes in this band are
quasi-longitudinal, whereas the modes in the other two bands have wavevectors mostly
perpendicular to the electric field. The surface of quasi-longitudinal modes crossing the
Dirac point corresponds to the longitudinal solution of the Maxwell equations when
εx = 0 and εy = 0 for the TE polarization [56]. Unfortunately, the effective medium
theory can only be applied to extract εeff and µeff when the triple degeneracy at the
Γ-point is formed by low order modes such as monopole and dipole [128]. Therefore, it
has been shown to work satisfactorily when the PhC is formed from dielectric cylinders
immersed in air, [56], however, when the structure is inverted, as in our case, the
eigenmodes have considerable projections on higher order modes, see Fig. 2.8. It is
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(a) (b)

(c) (d)

Figure 2.7: (a),(b) Band diagrams in the Γ-M, Γ-X directions of a 2D PhC (εr = 10.05) of square
lattice (a = 780nm) of circular air-holes (a) r = 0.28a, (b) r = 0.3136a. (c),(d) are the 3D band
diagrams in all directions over 20% of the BZ. The results obtained for the TE polarization.

(a) (b) (c)

Figure 2.8: Magnitudes of the electric field of the three modes close to the Γ-point plotted for small
k|| along the Γ-X direction. Obtained for the configuration in Fig. 2.7(b),(d). Colors of the frames
correspond to colors of the bands in Fig. 2.7. The arrows show (Ex, Ey).

seen that the modes have dipole-like and quadrupole-like character. However, these
are not the clear modes, but mixtures of higher order modes. Thus, the effective
medium theory cannot be used. If the configuration was a homogeneous isotropic
medium, then the flat surface of quasi-longitudinal modes would be completely flat.
However, due to spatial dispersion of the PhC with circular air-holes, the surface
exhibits quadratic dispersion for directions other than Γ-K direction, Γ-M direction
being the most extreme case as seen in Fig. 2.7(d).

It has been shown that Dirac-like cone dispersion in PhCs can be used to ensure
single-mode operation in large-area surface-emitting lasers and avoid localization of
the fields in these lasers [52, 129]. It can be understood by:

1. Taylor expanding the frequency up to the first order around the Γ-point, ω(k||) =
ω(0) + ∂ω

∂k||
k||, k||

∣∣
Γ = 0
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2. calculating mode spacing as a difference between the frequencies of the modes
at the wavevectors k1 = π/L, k2 = 2π/L, L is the largest dimension of the PhC

Then, we can arrive at the two equations, which were presented in [52], for the
mode spacing in the case of linear, ∆ω = απ/L, and quadratic, ∆ω = 3βπ2/L2,
dispersions. Thus, it is seen that the mode spacing decreases much more rapidly in
the case of the quadratic dispersion leading to multi-mode lasing. Furthermore, large
area PCSELs can take advantage from one more consequence of the linear dispersion.
In this case, localization effects are significantly reduced as the group velocity is not
only larger than in the case of the quadratic dispersion, but also constant for all the
modes. Thus, the lasing cavity can be interpreted as a 2D Fabry-Perot cavity where
the in-plane feedback is almost completely eliminated and comes only from the sides
of the finite size PhC [52]. Then, the lasing mode is selected based on the lowest
out-of-plane losses which differ for each mode.

2.3.2 Photonic crystal slabs - exceptional points
Dirac-like cone dispersion has been shown not only to be mapped into near zero
index materials and allow an increased lasing area while maintaining single mode
operation, but also to spawn a ring of exceptional points [60]. Exceptional point is
the point at which two or more eigenvalues and eigenvectors coalesce upon variation
of the parameter on which a considered matrix depends [61, 130]. In the case of
PhCs, exceptional point is the point in the dispersion diagram where two resonances
have the same resonating frequency and spectral widths, and identical mode profiles.
This is in direct contrast to the eigenvalue degeneracy at the Dirac point discussed
above as at the exceptional point there are no two independent eigenvectors, there is
only one, resulting in impossibility of obtaining a diagonal matrix at this point [62,
131]. In order to highlight this difference the term ’coalesce’ is used when eigenvalues
and eigenvectors become the same, and the term ’degenerate’ is used when only the
eigenvalues are identical. Exceptional points arise due to nonhermiticity of the system.
Non-Hermiticity is introduced when the system has an external input or output so that
the energy is not conserved. This can be an open boundary so that the system exhibits
radiation loss or it can be made out of the material exhibiting loss or gain. Then, the
eigenvectors do not form an orthogonal basis and the eigenvalues are complex with
the imaginary part indicating growth or decay. Usually, non-Hermiticity of the system
is simply associated with amplification or dissipation being present in the system.
However, this is not a whole picture as the non-Hermitian physics differs drastically
from Hermitian physics when degeneracies are present [61].

In real life configurations, the PhC is always of finite thickness. In this case, guided
modes in the PhC slab are coupled to the continuum of radiation modes above the
light line due to periodic modulation of the refractive index and become so-called
guided resonances [108]. These states are no longer perfectly confined to the slab and
exhibit radiation loss resulting in the system becoming non-Hermitian.

PhC slab is modelled as shown in Fig. 2.3(a). The open boundary is simulated by
perfectly matched layer placed 2a away from the PhC slab. The results are obtained
for the TE polarization enforced in the middle of the slab. However, the thicker the
slab is, the larger the contribution from the transverse-magnetic (TM) polarization
becomes. The field is said to be TE-like polarized as long as the slab thickness is lower
than the wavelength [107]. Subsequently, we vary the radius of the air-holes for the
configuration considered in Fig. 2.7, but this time the PhC slab is of finite thickness,
h = 250nm. When two degenerate dipole-like modes become degenerate with a
quadrupole-like mode at the centre of the BZ, the dispersion becomes much different
than in Fig. 2.7, see Fig. 2.9. Particularly, it is found that the real (imaginary) part
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(a) (b)

(c) (d)

Figure 2.9: (a), (b) Real and (c), (d) imaginary parts of the eigenvalues versus k|| for a PhC slab
(εr = 10.05) with finite thickness h = 250nm, a square lattice (a = 780nm) of circular air-holes
r = 0.304a under the TE-like polarization. (b), (d) show the cuts of the 3D dispersion diagrams along
the high symmetry directions, Γ-M and Γ-X. The dispersion is plotted over 10% of each direction.
Pink dots in (b) mark the exceptional points while pink dotted-lines indicate the extent of the ring of
exceptional points.

(a) (b) (c)

Figure 2.10: Magnitudes of the magnetic field of the three modes at the exceptional-point. Obtained
for the configuration in Fig. 2.9(b), (d). Frames colors correspond to colors of the bands in Fig. 2.9.
The arrows show (Ex, Ey).

of the eigenvalue is degenerate and non-dispersive with respect to k|| inside (outside)
the ring of exceptional points. The exceptional points are marked with pink dots
in Fig. 2.9(b). At these points the real and imaginary parts of the eigenvalues are
identical as well as the corresponding field profiles of the coalescing modes. These
field profiles are shown in Fig. 2.10.

Moreover, strong dispersion of losses is observed close to the Γ-point in Fig. 2.9(c),
(d). The two dipole-like modes exhibit the same considerable radiation losses, whereas
the loss of the quadrupole-like mode is zero at the Γ-point as this is a symmetry-
protected BIC discussed in section 2.2. When we approach the exceptional point
in Fig. 2.9(d), the imaginary parts of the eigenvalues rapidly approach the same
value while following square-root dispersion, which is a birthmark of exceptional point.
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(a) (b)

Figure 2.11: (a) Real and (b) imaginary parts of complex square root function
√
z plotted versus Re(z)

and Im(z). The red trajectory indicates how the initial state, marked with red dot, changes when
Re(z) and Im(z) make a loop around the exceptional point, which is at Re(z) = 0 and Im(z) = 0.

Outside the ring of exceptional points, it is the real part of the eigenvalues which
follows square-root dispersion. The square root dispersion can be understood by
considering a simple effective Hamiltonian which describes the evolution of the system.
The effective Hamiltonian near the Γ-point has been derived in [57] for a square lattice
PhC. The flat band is decoupled from the other two bands forming a Dirac-like cone
dispersion [60], that is why the considered Hamiltonian is only a 2x2 matrix:

Heff =
[
ω0 vg|

#»

k |
vg|

#»

k | ω0 − iγd

]
. (2.2)

The eigenvalues of Heff are ω± = ω0− i
γd
2 ± vg

√
| #»k |2 − γ2

d/(4v
2
g), where ω0 is the

frequency at the degeneracy, | #»k | is the magnitude of #»

k ||, vg is the group velocity when
γd = 0 (Dirac-like dispersion). In Eq. (2.2), only a dipole-like mode exhibits radiation
loss, γd, since the quadrupole-like mode is a symmetry-protected BIC at the Γ-point,
γq = 0. The equations show that the eigenvalues coalesce when the square-root is
zero. In this approximate scenario, extent of the ring of exceptional point depends on
γd/(2vg). When dispersion of loss of the quadrupole-like mode is taken into account,
extent of the ring is dependent on (γd − γq)/(2vg) [60].

Moreover, the square-root behaviour in the vicinity of exceptional points is associ-
ated with some very unique topological properties, particularly an exceptional point is
encircled [70–72, 88, 130–132]. When the loop in the parameter space is made around
the exceptional point in a quasistatic manner, then due to square root behavior only
half of the loop is spanned by real and imaginary parts of the eigenvalues. It is simply
because of

√
z =
√
reiφ/2, where r and φ are magnitude and phase of z. Then, the two

eigenvalues connected by the square root behaviour are exchanged after the full loop in
parameter space [61, 130, 132, 133]. This phenomenon can be understood by studying
Fig. 2.11 which shows a complex square-root function,

√
z, plotted versus real and

imaginary parts of the variable z. Additionally, the corresponding eigenvectors are
also exchanged upon a loop in parameter space around the exceptional point, however,
they acquire an additional phase change of ±i [62, 134–138]. Therefore, while only
two loops are needed for the eigenvalues to go back to the initial state, four loops are
required for the eigenvectors [130–133].

Phenomenon of encircling an exceptional point has been used in [60] to prove that a
ring of exceptional points has been spawned out of the Dirac-like dispersion and not a
single exceptional point along only one direction. Particularly, it has been shown that
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by choosing a parameter space composed of k|| along any direction and radius of the
air-hole, and then by following a loop enclosing an exceptional point, the eigenvalues
switch along any direction [60]. This proves that an exceptional point exists along all
directions. This is important because Fig. 2.9 shows that even though the exceptional
point is along Γ-X direction, it is not fully present along Γ-M direction. The radius
of the air-holes has to be adjusted by 0.25nm so that an exceptional point is found.
Change of 0.25nm is too small to be distinguished in reality. Therefore, if the slab
was to be fabricated, fabrication errors would lead to the slab that is very close to
exceptional point along all directions, but it would not be an exact exceptional point
along any of them. Additionally, when radius of the air-holes is decreased (increased)
by 1%, all bands shift down (up) in wavelength by 8nm, the double-degenerate bands
are no longer degenerate with the third band at the Γ-point resulting in splitting
between the bands of around 4nm. Therefore, special care has to be taken of the PhC
slab fabrication when it exhibits a ring of exceptional points.
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2.4 Control of the rings of exceptional points

2.4.1 Photonic crystals with circular air-holes

This section elaborates results presented in [P1], [P3] which can be found in appendix
C.1 and C.4. Particularly, we demonstrate that by varying thickness of the PhC
slab, we can control the extent of the ring of exceptional points. We show that for a
specific thickness, the extent of the ring can be reduced almost to a point. This is
accompanied by large Q-factor values over the broad region of the BZ.

In the previous section, it has been shown that the extent of the ring of exceptional
points depends on the ratio of dipole-like mode radiation loss and the group velocity.
Thus, if one is able to control one of them, it would allow not only to control the
position of the exceptional point in the k-space, but also the strong dispersion of loss
that is strongly connected to it. On one hand, this control over the strong dispersion
of loss could be exploited in improving the characteristics of large-area single-mode
PCSELs as the loss contrast between the modes is enhanced [60]. On the other
hand, if the radiation loss is reduced, the lasing threshold of the PCSEL could be
significantly decreased leading to a potential design of very small foot print, large
Q-factor PhC-based resonators that could be used as lasing cavities [P2].

Initially, one may expect that by introduction of gain in the PhC slab, e.g. several
layers of quantum wells or quantum dots in the membrane, one could compensate for
radiation loss present in the PhC slab of finite thickness. However, it is found that
realistic gain values have negligible impact on the extent of the ring, see Fig. 2.12
which shows the real and imaginary part of the eigenvalues in the case of gain/loss
in the slab. The presence of material absorption or gain can be modelled with the
refractive index imaginary part nc = n − iκ. Negative κ stands for gain whereas
positive κ accounts for absorption. κ can be directly related to the required material
gain g0 through equation g0 = −2κω/c [139]. Thus, in our case, when κ = −0.1 and
λ = 1550nm the material gain is g0 = 808.4cm−1. In Fig. 2.12, it is found that these
values of κ introduce very small variation of the real part of the eigenvalues, and only
the imaginary part of the eigenvalues is shifted. In order to significantly affect the real
part of the eigenvalues and extent of the ring of exceptional points, the imaginary part
of the refractive index has to be comparable to its real part. The required amount
of gain would introduce a variation in the real part of the refractive index due to
Kramers-Kroning relation. This would require corresponding adjustment of the PhC
parameters, e.g. air-hole radius, to preserve the ring of exceptional points when large
amount of gain is introduced. Anyway, this large κ values require extremely high

(a) (b)

Figure 2.12: (a) Real and (b) imaginary parts of the eigenvalues versus k|| in the direction of Γ-X
for different values of κ. Data obtained for the same parameters as in Fig. 2.9
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Table 2.1: Data presenting the influence of the PhC slab thickness, h, on the extent of the ring of
exceptional points. Results obtained for a PhC slab with a square lattice (a = 780nm) of circular
air-holes introduced in a dielectric material (εr = 10.05) of a varying thickness h.

Frequency [THz] Thickness [nm] Part of the Γ-X Radius of the air-hole
340 25 0.018 0.2965a
293 50 0.038 0.2985a
263 75 0.046 0.3a
242 100 0.046 0.3a
203 200 0.038 0.303a
193 250 0.036 0.303 85a
175 450 0.032 0.309a
173 625 0.014 0.3185a
171.1 650 0.0055 0.3173a
170 675 0.0015 0.3156a
168.5 700 0.000 26 0.3142a
168 711.3 ∼0 0.3136a
167.5 725 0.000 15 0.313a
164.3 850 0.0026 0.311a
161.3 1000 0.0037 0.3076a
165.3 1125 0.004 0.319 45a
164 1250 0.0054 0.3176a
162.6 1375 0.000 54 0.317a
162.1 1420 ∼0 0.3163a
161 1500 0.0004 0.316a

material gain which is not achievable experimentally, thus this idea to control the ring
of exceptional points has been abandoned.

On the other hand, one may observe that when the PhC slab is infinitely thick,
then no radiation losses are exhibited and the ring of exceptional points is non-existent.
The system is Hermitian and the eigenvectors and the eigenvalues are purely real.
Upon parameter variation of the PhC only an accidental degeneracy of the eigenvalues
can be present at the Γ-point in terms of a Dirac-like cone dispersion. Therefore, one
may expect that when the thickness of the non-Hermitian system, which a PhC slab is,
is increased, then we could at least approach a 2D case. This would result in reduced
radiation losses, and thus the ring of smaller extent.

Therefore, in the following, we consider PhC slabs of various thicknesses. For
each thickness of the slab, radius of the air-hole is adjusted in order to ensure an
accidental degeneracy in the vicinity of the Γ-point. It is noted that we consider a
first-order Dirac-like dispersion at the Γ-point, meaning that first-order mode in the z
direction is considered. Higher order Dirac-cone like dispersions can be obtained for
higher frequencies or thicker PhC slabs, however here they will not be considered. In
Figs. 2.14 and 2.15, we plot the band structure along the Γ-X direction and examine
influence of the slab thickness on the extent of the ring of exceptional points; the
results are shown for the following thicknesses: Fig. 2.14(a),(b) h = 100nm, Fig.
2.14(c),(d) h = 250nm, Fig. 2.14(e),(f) h = 625nm, Fig. 2.14(g),(h) h = 675nm, Fig.
2.15(a),(b) h = 711.3nm, Fig. 2.15(c),(d) h = 850nm, Fig. 2.15(e),(f) h = 1250nm,
Fig. 2.15(g),(h) h = 1420nm. The results for all the thickness are summarized
in Table 2.1, which presents frequency at which the ring of exceptional points has
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Figure 2.13: Extent of the ring of exceptional points as a part of the Γ-X direction plotted versus
thickness of the PhC slab. Based on the data from Table 2.1.

appeared, considered thickness of the PhC slab, extent of the ring in terms of the
fraction of the Γ-X direction and required radius of the air-hole in order to ensure an
accidental degeneracy in the vicinity of Γ-point. The way extent of the ring changes
with thickness of the PhC slab is summarized in Fig. 2.13.

The extent of the ring is the largest when thickness of the slab is h = 100nm, see
Figs. 2.14(a),(b) and 2.13. It is found that as thickness of the slab increases, not
only the extent of the ring of exceptional points decreases, but also the difference
in losses between the modes at the Γ-point. This behaviour can be explained by
two related effects. Firstly, as the slab thickness increases, the mode confinement in
the slab improves resulting in lower radiation losses. Secondly, as the mode is more
and more confined to the slab, the group velocity decreases as the field propagates
mostly in the high index membrane, not in air. Thus, as the extent of the ring
approximately depends on the ratio of the dipole-like mode radiation losses and the
group velocity, larger thickness of the slab leads to a ring of exceptional points being
closer to the Γ-point and a smaller difference of losses between the quadrupole-like
and the dipole-like modes at the Γ-point.

Furthermore, it is found in Fig. 2.13 that as thickness of the slab increases, there
are two distinct minima in the extent of the ring of exceptional points at 710nm and
around 1420nm. This is also seen in Figs. 2.15(a),(b) and (g),(h) showing that in
both cases the real parts of the eigenvalues create Dirac-like cone dispersion close to
the Γ-point, while the imaginary parts become very small, almost negligible compared
to other cases in Fig. 2.13. However, it is emphasized that the system is still non-
Hermitian. Losses have been greatly reduced and the system approximately behaves
like a Hermitian system with Dirac-like cone dispersion at the Γ-point, but the ring of
exceptional points has not disappeared. It has been significantly reduced and can be
found in a very close vicinity of the Γ-point.

On the other hand, when thickness of the slab becomes lower than h = 100nm,
the mode confinement is worsened, and large part of the field propagates in air. This
results in strong increase of the group velocity counteracting further increase of the
extent of the ring. As thickness of the slab is decreased, the frequency, at which the
ring is present, increases rapidly. Eventually, the free space case is approached when
no radiation loss is present.

It is found in Fig. 2.13 that the minima in the extent of the ring appear at
equidistant points from each other and the curve varies in a periodic-like manner.
Subsequently, we calculate an effective wavelength in the slab to gain an additional
insight. The approximate formula for the effective refractive index is neff = (1 −
FF )nr + FF [24], where nr = 3.17 is the refractive index of the membrane, FF is a
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 2.14: (a),(c),(e),(g) Real and (b),(d),(f),(h) imaginary parts of the eigenvalues versus k||
along the Γ-X direction. Results obtained for a PhC slab with a square lattice (a = 780nm) of
circular air-holes introduced in a dielectric material (εr = 10.05) of a varying thickness h. Thickness
of the slab is (a),(b) h = 100nm, (c),(d) h = 250nm, (e),(f) h = 625nm, (g),(h) 675nm. Radius of
the air-holes is adjusted accordingly in each case in order to ensure accidental degeneracy at the
Γ-point. Note that the scale in (h) is different than in (b), (d), (f).
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 2.15: (a), (c), (e), (g) Real and (b), (d), (f), (h) imaginary parts of the eigenvalues versus
k|| along the Γ-X direction. Results obtained for a PhC slab with a square lattice (a = 780nm) of
circular air-holes introduced in a dielectric material (εr = 10.05) of a varying thickness h. Thickness
of the slab is (a),(b) h = 711nm, (c),(d) h = 850nm, (e),(f) h = 1250nm, (g),(h) 1420nm. Radius
of the air-holes is adjusted accordingly in each case in order to ensure accidental degeneracy at the
Γ-point.



26 Chapter 2. Photonic Crystal Based Lasers

filling fraction FF = 30.9% at the first minimum seen in Fig. 2.13, when h = 711.3nm.
In the case considered, neff = 2.5 which corresponds to an effective wavelength
λeff = 713nm. It is found to be very close to the slab thickness at the first minimum.
Thus, the recovery of the Dirac-like cone dispersion in the vicinity of the Γ-point
appears to be strongly related to dielectric slab phenomena. Here, we recall that the
TE-like polarization is enforced by a perfect magnetic conductor boundary condition
in the middle of the PhC slab, Fig. 2.3. Thus, when the slab thickness becomes very
small, it can be understood that the perfect magnetic conductor short-circuits (Hx, Hy)
and Ez, which are inevitably present in the membrane of finite thickness, thereby
reducing the radiation loss. Moreover, due to the enforced TE-like polarization, all
antisymmetric modes in the z direction with respect to the in-plane electric field
intensity components are excluded. This results in the minima in Fig. 2.13 occurring
at even multiples of λeff/2.

Similar variation of radiation loss has been observed in [30] in the PhC slab under
the TE-like polarization. This has been explained in terms of destructive interference
of the waves diffracted vertically within the slab. When the slab has been λeff/2
thick, only the waves diffracted at the bottom and the top of the air-hole satisfy
perfect destructive interference, the rest contributes to the radiation loss. Once the
slab thickness is increased to λeff , then for each diffracted wave there is another one
interfering destructively with the former one leading to the reduced radiation loss and
the extent of the ring of exceptional points. This observation has been used to reduce
the destructive interference and extract more radiation by introduction of the air-holes
with vertically asymmetric profiles [21, 30, 31]. This would increase an extent of the
ring beyond what is achievable with thickness variation and would result with an even
stronger dispersion of loss close to the Γ-point finding application in large area, single
mode PCSELs due to the increased loss margin between the modes. However, in the
following we focus on the opposite, i.e. minimizing the radiation loss minima, and
thus reducing the extent of the ring as found in Fig. 2.13. This knowledge will be
used in the design of small footprint, large Q-factor PhC resonators in section 2.5.

In addition to Fig. 2.15(a),(b), Figure 2.16 shows the band structure along all
directions for the first minimum in Fig. 2.13 when the slab thickness is h = 711.3nm,
the inset shows a closer look on the imaginary parts of the eigenvalues. It is found
in Fig. 2.16(a), (b) that the real parts of the eigenvalues resemble very closely the
eigenvalues of the 2D PhC shown in Fig. 2.7. The main differences is in the frequency
at which Dirac-like cone dispersion appears: (2D: 158THz, 3D: 168THz), and the
flatness of the third quadratic band which is flatter in the 3D case. The imaginary
parts of the eigenvalues are found to be very close to zero in the 3D optimized
case. Therefore, when the thickness of the membrane is optimized, the 3D PhC
(non-Hermitian system) behaves approximately as a 2D PhC (Hermitian system).
Notably, the radius of the air-holes required to ensure an accidental degeneracy at
Γ-point is the same in both cases, r = 0.3136a. However, the insets of Fig. 2.16(c),(d)
reveal that the imaginary parts of the eigenvalues are not exactly zero in the optimized
thickness case, and the losses increase away from the Γ-point.

It is found in Fig. 2.16(c),(d) that the quadratic band (black) exhibits the most
stable behaviour, i.e. its imaginary part is the closest to zero and stays very close to
zero over the broad area of the BZ. The low imaginary part of the eigenvalue signifies
very large out-of-plane Q-factors which are shown in Fig. 2.17. Originally, when the
slab thickness is h = 250nm, only one of the bands exhibits a symmetry-protected BIC
present at the center of the BZ and its Q-factor drops rapidly away from the center,
Fig. 2.17(a). The other two bands exhibit out-of-plane Q-factors on the order of 102.
On the other hand, in the optimized thickness case, all three bands exhibit very large
out-of-plane Q-factors in the vicinity of the Γ-point, Fig. 2.17(b). Particularly, both,
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(a) (b)

(c) (d)

Figure 2.16: (a), (b) Real and (c), (d) imaginary parts of the eigenvalues versus k|| for a PhC slab
(εr = 10.05) with h = 711.3nm and a square lattice (a = 780nm) of circular air-holes r = 0.3136a
under the TE-like polarization. (b),(d) show the cuts of the 3D dispersion diagrams along the high
symmetry directions, Γ-M and Γ-X. The dispersion is plotted over 10% of each direction.

quadrupole-like and dipole-like, modes are characterized by two peaks in the Q-factor
at the Γ-point. Difference in losses between these two modes becomes almost negligible
in the close vicinity of the Γ-point resulting in the extent of the ring being reduced
almost to zero k|| ≈ 0. Therefore, the increase in thickness allowed to bring a Q-factor
of the dipole-like mode up to a comparable value with the symmetry protected BIC
resulting in the ring compressed almost to a point.

Particularly, the out-of-plane Q-factor of the quadratic band (black) is shown to
be larger than 106/108 over 20%/8% of the Γ-X direction, respectively, and is more
than 400 times larger than in the case of the other two bands, Fig. 2.17(b). In the

(a) (b)

Figure 2.17: Out-of-plane Q-factors for the PhC slab of finite thickness (a) h = 250nm, (b)
h = 711.3nm plotted versus k|| along 20% of the Γ-M and the Γ-X directions. The PhC is composed
of a square lattice (a = 780nm) of circular air-holes introduced in a dielectric material (εr = 10.05),
radius of the air-holes has been adjusted in order to ensure an accidental degeneracy at the Γ-point.
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(a) (b) (c)

Figure 2.18: (a) Real and (b) imaginary parts of the eigenvalues versus k|| along the Γ-X direction.
Results obtained for the same configuration as in Fig. 2.16. (c) shows distribution of |Hz | calculated
at the Γ-point for the quadrupole-like mode having second order distribution along the z direction.

case of 250nm-thick slab, these values of the Q-factor have been achievable only at
the BIC and have been dropping rapidly away from it. This Q-factor enhancement
in the optimized PhC slab thickness have been achieved due to trapped BICs being
present along both, Γ-M and Γ-X, directions of the black band close to the Γ-point.
Thickness optimization have allowed to move these BICs from the edges of the light
cone towards the centre of the BZ. This has resulted in a broad area of the BZ being
covered with large Q-factor values due to flatness of the black band, which is referred
to as the flat band in the following. This is particularly important in the design of
small area PhC-based lasers since the finite-size structure always sample a dispersion
relation in a finite neighborhood of the desired point in k-space. The Q-factor of the
flat band drops faster along the Γ-M than the Γ-X direction because of a decreased
flatness of the band along this direction. It becomes comparable to the other two
bands at around 10% of the Γ-M direction. The Q-factor value along this direction
could be improved by moving the trapped BICs slightly away from the Γ-point so
that large Q-factor values would be available over a broader region of k-space.

When the slab thickness is increased beyond 711.3nm, the extent of the ring of
exceptional points increases again. However, even in the most pronounced case the
extent of the ring does not reach the same value as in the case of the thinner slabs.
At this point, we recall that the rings in Table 2.1 and Fig. 2.13 are obtained for
the first order modes in the z direction. When the slab thickness increases beyond
711.3nm, not only higher-order modes come into play, but also the field polarization
cannot be said to be TE-like anymore. As the slab thickness increases beyond λeff ,
the contribution from the TM-like polarization becomes comparable [107]. Thus, the
configuration becomes increasingly difficult to analyze. When the first-order mode is
considered for h > λeff , radiation losses are reduced compared to the slabs thinner
than λeff = 711nm as the case approaches a 2D PhC, similar trend is observed in
[30]. When the second order mode in the z direction is considered for thicknesses
λeff < h < 2λeff , extent of the ring can reach similar values as in the case of the
first order mode for thinner structures. For instance, Fig. 2.18(a),(b) shows the band
structure when the slab is h = 1375nm thick and the ring is obtained for a second
order mode in the z direction, see Fig. 2.18(c), then the extent of the ring constitutes
0.023 of the Γ-X direction.

Therefore, we have shown that by increasing thickness of the PhC slab, we can
move trapped BICs close to the Γ-point, and thus decrease difference in losses between
a symmetry-protected BIC and the coupled dipole-like mode at the Γ-point. This
decreases extent of the ring of exceptional points almost to the point and ensures large
Q-factor values over the broad region of the BZ. This is used in section 2.5 to design
small-area, large Q-factor PhC slabs.
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2.4.2 Photonic crystals with elliptical air-holes

In the following, we study a PhC configuration with a square lattice (a = 730nm)
of elliptical air-holes. The 2D and 3D unit cell models are shown in Fig. 2.19. We
consider an elliptical air-hole of constant ellipticity with semi-major axis a0 = 1.25r0
and semi-minor axis b0 = 0.8r0, where r0 is the parameter we vary. As before, we
vary the size of the air-holes to achieve an accidental degeneracy at the Γ-point.

2D PhC Hermitian system - elliptical air-holes

Firstly, we consider a 2D PhC Hermitian system. Figure 2.20 shows the corre-
sponding band structure. It is found that an ellipticity of the air-holes breaks the
degeneracy between the two dipole-like modes at the Γ-point and separates them in
frequency. Therefore, in this case an accidental degeneracy is obtained only between
the quadrupole-like and dipole-like modes at the Γ-point. It results in a pure Dirac
cone while the quadratic band (black) is shifted upwards in frequency. This shift
in frequency can be controlled by the ellipticity of the air-hole. Due to the air-hole
ellipticity, we also observe different dispersion relations along the semi-major and
semi-minor axis and we distinguish between the Γ-X and the Γ-X′ directions as in-
dicated in Fig. 2.19(a). It is observed that dispersion curvatures along the Γ-X and
the Γ-X′ directions differ radically. Particularly, in the case of the Dirac cone, the
dispersion curvature is very small along the Γ-X′ direction and very large along the
Γ-X direction. Similar, but not as pronounced observation can be made in the case
of the quadratic black band. However, here the relation between the direction and
curvature is reversed.

(a) (b)

Figure 2.19: (a) 2D unit cell of a PhC together with the BZ and IBZ. (b) 3D unit cell of a PhC.

(a) (b)

Figure 2.20: (a) The eigenvalues versus k|| of a 2D PhC (εr = 10.05) of a square lattice (a = 730nm)
of elliptical air-holes with semi-major axis a0 = 1.25r0 and semi-minor axis b0 = 0.8r0, where
r0 = 0.295a. (b) shows a cut of the 3D dispersion diagram along the high symmetry directions, Γ-M
and Γ-X plotted over 20% of each direction. The results obtained for the TE polarization.
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(a) (b)

Figure 2.21: (a) The eigenvalues versus k|| for a 2D PhC (εr = 10.05) of a square lattice (a = 730nm)
of elliptical air-holes with a0 = 1.25r0 and b0 = 0.8r0, where r0 = 0.295a. The air-holes are rotated
by 45◦ compared to the case in Fig. 2.20 with major axis along the diagonal of the unit cell. (b)
shows the cut of the 3D dispersion diagram along the Γ-M and Γ-X directions plotted over 20% of
each direction. The results obtained for the TE polarization.

When the finite size structure is considered, the dispersion relation is sampled in a
finite neighbourhood of k-space [140]. Then, small (large) curvature of the dispersion
leads to small (large) spacing between the modes [141]. Thus, the modes along the
Γ-X′ would be grouped with very small spacing in wavelength, while being strongly
separated from the modes along the Γ-X direction. This results in a phenomenon of
mode grouping which could potentially be used to boost the speed of surface-emitting
lasers [141–143]. Additionally, at the Dirac cone, all the modes have the same in-plane
losses due to the constant group velocity. Thus, all of the grouped modes could lase
as long as the out-of-plane Q-factors are on the similar high level [141].

Therefore, mode spacing can be controlled by manipulating the shape of the air-
hole, which alters the photonic band structure. The possibility to engineer dispersion
of PhCs also allows to design exotic photonic well structures used to confine the modes
[141, 144]. For an elliptical air-hole structure, manipulation of the dispersion structure
is particularly easy as a sheer rotation of an ellipse can completely alter photonic band
structure. It is found in Fig. 2.21 that when semi-major axis of an elliptical air-hole
are aligned with a diagonal of the unit cell, there is no distinction between the Γ-X
and the Γ-X′ directions. Then, the Dirac cone dispersion structure resembles the one
of the PhC with circular air-holes shown in Fig. 2.7 with an exception of the black
band which is still separated in frequency from the Dirac cone. The third band is no
longer flat along any of the directions, and is characterized by quadratic dispersion.

PhC slab non-Hermitian system - elliptical air-holes

We next consider a PhC slab of finite thickness h which is a non-Hermitian system due
to an open boundary resulting in radiation losses. We focus on the band structures
along the Γ-X and the Γ-X′ directions as the permittivity of the unit cell experiences
the largest variation along these directions. In Figure 2.22 a photonic band structure
is shown for the PhC slab of a standard slab thickness h = 250nm, the size of the
air-hole has been adjusted to ensure an accidental degeneracy at Γ-point. In this
case, no ring of exceptional points is spawned, but two roughly parallel contours of
exceptional points are present. It is found in Fig. 2.22(b) that radiation losses are
almost unchanged along the Γ-X′ direction for the two bands coalescing at the contour
of exceptional points, while in the case of the third band (black) the radiation loss
does not vary along the Γ-X direction. Furthermore, it is found that due to broken
degeneracy of the dipole-like modes at the Γ-point, radiation losses are no longer
the same at the Γ-point. They are considerably larger for the black band, which is
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(a) (b)

Figure 2.22: (a) Real and (b) imaginary parts of the eigenvalues versus k|| for a PhC slab (εr = 10.05)
with finite thickness h = 250nm and a square lattice (a = 730nm) of elliptical air-holes with
a0 = 1.25r0 and b0 = 0.8r0, where r0 = 0.2839a. The results obtained for the TE-like polarization.

separated not only in the real, but also the imaginary part of the eigenvalues from the
other two bands.

As in the previous section, also in this case spacing between two contours of
exceptional points can be controlled by varying thickness of the PhC slab. However,
in the present case, the slab thickness can be optimized either 1) to reduce distance
between contours of exceptional points or 2) to reduce radiation loss of the flat band.
In Fig. 2.23, the structure is optimized to exhibit reduced radiation losses for the
flat band. Even in this case, the distance between the contours of exceptional points
is significantly reduced, Fig. 2.23(a). Furthermore, once the structure is optimized,
small curvature of the flat band results in imaginary part of the eigenvalue varying
very slowly and being very close to zero over broad region of the BZ as shown in Fig.
2.23(b).

The out-of-plane Q-factor dispersion is shown in Fig. 2.24 in three cases (a)
standard thickness case h = 250nm, (b) thickness optimized to reduce radiation loss
for the flat band and (c) thickness optimized to reduce distance between contours of
exceptional points. In all cases, the quadrupole-like mode is a symmetry-protected
BIC at the Γ-point. In both optimized thickness cases, Figs. 2.24(b),(c), it is found
that the blue band exhibits a trapped BIC along the Γ-X direction. The difference
between both cases is that in (c) the trapped BIC is closer to the Γ-point than in
(b). Ideally, the trapped BIC in (c) should be at the Γ-point to reduce difference
in losses to zero between the red and blue bands. Furthermore, the flat black band
exhibits very large out-of-plane Q-factors over a broad region of the BZ in Fig. 2.24(b).

(a) (b)

Figure 2.23: (a) Real and (b) imaginary parts of eigenvalues versus k|| for a PhC slab (εr = 10.05)
with finite thickness h = 658.8nm and a square lattice (a = 730nm) of elliptical air-holes with
a0 = 1.25r0 and b0 = 0.8r0, where r0 = 0.296a. The results are obtained for the TE-like polarization.
Note that the scale in (b) is 10 times smaller than in Fig. 2.22(b).
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(a) (b)

(c)

Figure 2.24: Out-of-plane Q-factors for the PhC slab (εr = 10.05) of finite thickness (a) h = 250nm,
(b) h = 658.8nm and (c) h = 711.3nm plotted versus k|| along 20% of the Γ-X′ and Γ-X directions.
The PhC is composed of a square lattice (a = 730nm) of elliptical air-holes with a0 = 1.25r0 and
b0 = 0.8r0, where (a) r0 = 0.2839a, (b) r0 = 0.296a, (c) r0 = 0.292a. The size of the air-holes was
adjusted to ensure an accidental degeneracy at the Γ-point.

Trapped BIC is found just next to the Γ-point along the Γ-X′ direction, the Q-factor
drops as we move away from the Γ-point. However, it is still larger than 104 over
more than 20% of the Γ-X′ direction. On the other hand, along the Γ-X direction, a
trapped BIC is found at the edge of the figure and the Q-factor value is extremely
large (Q > 108) over the whole interval. This feature can be exploited in the design of
small area, large Q-factor resonators as the small curvature of the band implies small
in-plane losses while small imaginary part of the eigenvalue signifies small out-of-plane
losses. Once known, out-of-plane and in-plane Q-factors can be used to estimate total
Q-factor of the structure [144]. In Fig. 2.24(c), the flat black band is found to exhibit
Q-factor slightly larger than 1000 over the considered region. On the other hand, the
red band with the quadrupole-like mode at the Γ-point exhibits stable Q-factor along
the Γ-X′ direction. It drops slowly and is significantly larger than 105.

Therefore, we have shown that by optimizing the slab thickness we can vary the
distance of exceptional points from the Γ-point. Moreover, ellipticity of the air-holes
breaks degeneracy of the two dipole-like modes at Γ-point and separates them in
frequency as well as in losses. Thus, it allows to separately optimize the structure
for the flat band or the Dirac cone and avoid mode-mixing at the Dirac point in
finite size configurations. Furthermore, the dispersion of the PhC with elliptical
air-holes is found to be radically different along the Γ-X and Γ-X′ directions and can
be significantly altered by a sheer rotation of the air-hole. This may allow to easily
control band curvature along specific directions and thus control mode spacing in
finite size structures. This results in an interesting phenomenon of mode grouping
which could be used to boost the speed of PCSELs [141–143].

Finally, we note that even though exceptional points have been spawned at
wavelengths longer than desired 1550nm, all the parameters can be made dependable
on the lattice constant and the structure can be made operational at the desired
wavelength simply by adjusting the lattice constant.
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2.5 Compact photonic crystal-based resonators and lasers

This section elaborates and extends the results presented in [P2, P3]. Results presented
in the previous sections have shown that by optimizing the PhC slab thickness, the
distance of exceptional points from the Γ-point can be controlled. Particularly, for
a specific thickness the configurations have been shown to approximately behave
as 2D configurations with an exceptional points being in very close vicinity of the
Γ-point. In these configurations, the radiation losses were negligible and their band
structures were resembling the ones of the 2D structures. These findings have allowed
to identify PhC slab configurations exhibiting the out-of-plane Q-factors on the order
of 108 over a broad region of the BZ. These large Q-factors are obtained despite being
above the light line and thus being inherently coupled to the continuum of radiation
modes. Currently, these results are used to design small footprint PhC slabs with
total Q-factor values rapidly increasing with an in-plane size of the structure.

The total Q-factor value is decided by two factors: 1) small in-plane losses ensured
by a very small group velocity because of the small curvature, almost flat bands and
2) a proper matching of the k-space mode profile of the finite structure with the out-
of-plane Q-factor dispersion calculated for the periodic structure [80]. Combination of
these two factors allows to design large Q-factor, small footprint resonating cavities
as demonstrated in this section. In the following, we consider a 3D model of the
PhC slab which is finite along all directions. The slab is immersed in air and the
computational domain is terminated with perfectly matched layers to simulate an
open boundary condition. In Table 2.2 we compare how the total Q-factor changes
with an in-plane size of the slab for the optimized configurations. In the table, only
the largest Q-factors close to the exceptional points with respect to frequency are
included. The Q-factor is found to rapidly increase with the size of the structure and
reaches values larger than 1000 already when the structure dimensions are 8a× 8a.
In comparison, the standard 250nm thick PhC slab would require tens or hundreds of
lattice constants to reach this Q-factor value [145].

Figure 2.26 shows |Hz| for the largest Q-factor modes in the 3D PhC slabs. For
comparison, Fig. 2.27 shows |Hz| for a unit cell of finite thickness with the elliptical
air-holes, similar figure for the circular air-holes has been shown in Fig. 2.4.

In the case of the circular air-holes, Fig. 2.26(a) reveals that the field distributions
do not resemble any of the modes found in Fig. 2.4 which was computed for a periodic
structure. This is due to the finiteness of the structure. The finite configuration
samples the dispersion relation in a finite neighbourhood in k-space. In the case
of the PhC with circular air-holes, two large Q-factor bands become degenerate at

Figure 2.25: 3D model of a PhC slab of finite thickness h with circular air-holes with dimensions
8a× 8a. The slab is terminated in the middle of thickness with perfect magnetic conductor to enforce
the TE-like polarization.
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Table 2.2: Largest Q-factor close to the exceptional point with respect to frequency for the PhC slabs
of various in-plane sizes and thickness in cases of elliptical and circular air-holes.

In-plane size
Thickness Circular Elliptical

250nm 711.3nm 250nm 711.3nm 658.8nm
4a× 4a 60 260 120 160 110
6a× 6a 90 420 220 350 450
8a× 8a 110 1100 280 1100 1500

10a× 10a 130 1100 420 2600 1500
12a× 12a 150 2700 560 3900 3100

the Γ-point, these bands are the flat black and red bands, Fig. 2.16. Because of
the frequency proximity and comparable losses of these bands, the modes of the 3D
structure are cross-coupled through the radiation continuum resulting in the mixed
mode, Fig. 2.26(a). This mode is found at the frequency of 175.6THz, as the in-plane
size of the PhC slab increases, the mode frequency approaches the exceptional point.
Moreover, already for the PhC slab with dimensions 10a×10a, the two bands result in
the modes that begin to be distinguishable and compete between each other in terms
of the largest Q-factor. Already these modes of the 3D structure could be compared
with and resemble the mode profiles in the case of the single unit cell. When the slab
dimensions are 12a× 12a, the two corresponding modes are observed at 170.17THz
and 170.2THz. They have very close Q-factors, which are on the level of 2750, and
the frequency spacing is only of 0.03THz. Therefore, these two modes will compete as
the in-plane size of the slab increases further. It is expected that eventually the mode
originating from the flat band should dominate as it has larger out-of-plane Q-factor
over a broader region of the BZ than the other mode. However, for small in-plane
size structures such as 12a× 12a, the competition between these modes is fierce and
might lead to multi-mode lasing if the PhC is used as the lasing cavity.

In the case of elliptical air-holes, the large Q-factor bands are well separated in
frequency, these bands are the flat black and red bands, Fig. 2.23. This limits the
cross-coupling between the two bands resulting in the 3D modes which are much more
easily associated with the modes in the periodic structure. Figures 2.26(b),(c) show
the largest Q-factor field profiles (b) when the slab is optimized for the two bands
coalescing at the exceptional point and (c) when the slab is optimized for the flat band.
As discussed in Section 2.3, the quadratic dispersion of the flat band implies small
group velocity, large in-plane Q-factor, and also large in-plane feedback, which leads to
strong field localization. The linear dispersion of the Dirac-like cone dispersion implies
large and frequency invariant group velocity. This allows to avoid field localization.
Both of these mechanisms are found in Fig. 2.26.

Fig. 2.26(b) shows that due to linear dispersion in the Γ-X direction, we have
almost perfectly uniform mode distribution along the x direction and the mode is
localized in the centre of the PhC slab with respect to the y direction due to the
quadratic dispersion. Moreover, the mode clearly resembles the mode originating
from the lower band of the periodic structure with the symmetry-protected BIC at
the Γ-point. The mode in Fig. 2.26(b) is found at 171.92THz and its frequency is
increasing as the in-plane size of the slab increases, further confirming that this mode
corresponds to the lower band in Fig. 2.23.

On the contrary, in Fig. 2.26(c) the field distribution is fount to be confined to
the specific parts of the slab. This is because of the very small group velocity and the
quadratic dispersion of the flat black band. The field distribution in the vicinity of
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(a) (b) (c)

Figure 2.26: Field profiles of the modes with the largest Q-factor in the vicinity of the exceptional point
for the three optimized 3D PhC slabs of in-plane dimensions 8a× 8a. Magnitudes of Hz, respectively,
for (a) the optimized thickness PhC slab with circular air-holes (a = 780nm, h = 711.3nm, r =
0.3136a), (b) the PhC slab with elliptical air-holes optimized to reduce distance between contours of
exceptional points (a = 730nm, h = 711.3nm, r0 = 0.292a), (c) the PhC slab with elliptical air-holes
optimized to reduce radiation losses for the third, flat band (a = 730nm, h = 658.8nm, r0 = 0.296a).
The field profiles are obtained over the surface placed in the middle of the PhC slab thickness.

(a) (b) (c)

Figure 2.27: Field profiles of the three modes at the Γ-point for the configuration with elliptical
air-holes. Magnitudes of Hz, respectively, for (a) the lower band and (b) the upper band of the
recovered Dirac-like cone dispersion, (c) the upper flat band. Note that the ellipticity of the air-hole
breaks degeneracy of the modes shown in (b) and (c).

the single air-hole resembles the field distribution around the single unit cell for the
periodic structure as shown in Fig. 2.27(c). The effect of field localization becomes
even more pronounced as the size of the PhC slab is increased further, then the field
becomes concentrated around a few unit cells of the PhC slab. The mode in Fig.
2.26(c) is found at 182.6THz and its frequency is very slowly decreasing towards the
frequency of the flat band at the Γ-point as the in-plane size of the slab increases. It
confirms that this mode originates from the flat band separated in frequency from the
other two bands in Fig. 2.23.

In the following, we explain differences in the total Q-factor values in Table 2.2. It
is found that the PhC slab with elliptical air-holes optimized for the flat band has the
largest Q-factor value when an in-plane dimension is 8a×8a. This is explained by large
out-of-plane Q-factor along the Γ-X direction, Fig. 2.24(b), and very small in-plane
losses due to very small group velocity. However, these effect does not persist as the
in-plane size of the slab is increased. In both cases of the configurations optimized for
the flat band, the largest Q-factor has not increased with size of the slab when the
in-plane dimension is 10a× 10a. The largest Q-factor modes in these cases originated
from the flat band, they owed their Q-factor mostly to small in-plane losses due to
small group-velocity, but an overlap of the k-space mode profile with the corresponding
out-of-plane Q-factors could be improved.

The effective out-of-plane Q-factor is determined as an overlap integral of a Q-
factor dispersion and a k-space distribution of the mode. Figure 2.28 shows examples
of k-space matching demonstrating its importance. Figure 2.28(a) shows that the
first order mode (orange) would have a larger effective out-of-plane Q-factor since
the second order mode (red) is zero at the k|| at which the Q-factor dispersion has
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(a) (b)

Figure 2.28: Schematic illustrating the mechanism of k-space matching of the mode profile of
the finite size structure with the Q-factor dispersion of the periodic PhC slab. (a) The effective
out-of-plane Q-factor is determined as an overlap integral of Q-factor dispersion (bottom, blue) and
a example of a k-space distribution of first (orange) and second order (red) modes in k-space (top).
(b) Changes in k-space mode profile distribution with in-plane size of finite PhC slab.

(a) (b)

(c)

Figure 2.29: Out-of-plane Q-factors for the PhC slab (εr = 10.05) of a square lattice of (a) circular
air-holes of radius r = 0.3136a, a = 780nm and (b), (c) elliptical air-holes with a0 = 1.25r0 and
b0 = 0.8r0, where (a) r0 = 0.292a, (b) r0 = 0.296a, a = 730nm. Slab thicknesses are (a) 711.3nm
(b) h = 711.3nm and (c) h = 658.8nm, respectively, plotted versus k|| from the point at 20% of the
Γ-M towards the Γ-X′ and Γ-X directions.
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its maximum. Figure 2.28(b) shows that the PhC slab with dimensions 8a × 8a
would have a larger effective out-of-plane Q-factor than the PhC slab with dimensions
10a× 10a. It is due to a favorable matching of the k-space mode profile of the 8a× 8a
PhC slab with the maxima of the Q-factor dispersion. This could lead to a 8a× 8a
PhC slab with the total Q-factor larger than 10a× 10a PhC slab despite its larger
in-plane size and thus smaller in-plane losses. Therefore, it is seen that it is crucial to
have a properly k-space matched mode profile with the Q-factor dispersion as a sole
optimization of the Q-factor might not lead to the largest total Q-factor.

Thus, in our case, when the size of the structure is increased from 8a × 8a to
10a×10a, in-plane losses are slightly reduced as the third flat band exhibits a quadratic
dispersion and becomes flatter close to the Γ-point. However, matching of the k-space
mode profile has not improved. It is because in both cases of the configurations
optimized for the flat band, the Q-factor drops rather quickly along the directions
other than the Γ-X direction as shown in Figs. 2.17 and 2.24. The structure size has
to increase further in order to benefit from the large out-of-plane Q-factors exhibited
by the flat bands close to Γ-point.

Figure 2.29 shows the Q-factor dispersion away from the Γ-point, along the M -X
and M -X′ directions inside the IBZ. It shows that away from the Γ-point, the Q-factor
of all three bands in all cases becomes significantly smaller than the Q-factor exhibited
along the high-symmetry directions, Γ-X, Γ-M and Γ-X′. In the case of the elliptical
air-holes optimized for the flat band, it is found in Fig. 2.29(b) that even though the
structure is optimized for the black flat band, the lower conical band (red) exhibits
very comparable values. There is even part of k-space where the red band Q-factor is
the largest. Therefore, it is not certain that the 3D PhC optimized for the flat band
will exhibit mode with the largest Q-factor which originates from the flat band as it
is strongly dependent on the k-space profile of the mode. In fact, in the case of the
elliptical air-holes and the slab thickness optimized for the flat black band, when its
in-plane size is 10a× 10a, there are two modes exhibiting total Q-factor of 3100 at
174.44THz and at 184.73THz corresponding to the red and black bands, respectively.
Due to ellipticity of the air-holes, the modes are well separated in frequency. On the
other hand, in the case of the elliptical air-holes and the slab thickness optimized for
the exceptional point, the mode originating from the red band, 172.8THz, has the
largest Q-factor, 3900, as expected. The second largest is the mode originating from
the black flat band, 178THz, with the Q-factor of 3200.

To conclude, it has been shown that the distance of exceptional points from the
Γ-point can be controlled by the thickness of the PhC slab as it allows to reduce
radiation losses by moving trapped BICs close to the centre of the BZ. This has
allowed to identify configurations with Q-factors rapidly increasing with an in-plane
size of the slab compared to the standard h = 250nm thickness structures. Moreover,
utilization of elliptical air-holes has allowed to introduce frequency separation between
the two dipole-like modes at the Γ-point. Thus, it allows to separately optimize the
structure for the flat band or the Dirac cone and avoid mode-mixing at the Dirac
point in finite size configurations. It led to a large Q-factor mode with uniform field
profile without field localization effects. The Q-factors of the proposed PhC slabs
can be further improved by tapering outer rows of PhCs. Alternatively, BICs may be
understood as they arise from tight-binding model of individual resonance of each unit
cell and thus by optimizing a Q-factor a single unit cell we could obtain a small foot
print PhC slab resonators. These approaches are briefly discussed in Appendix A.
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2.6 Fano laser - double cavity configuration

While the next chapter focuses on the laser dynamics of the PhC-based Fano laser, this
section introduces the configuration of the Fano laser and investigates the possibility
of enhancement of the lasing cavity Q-factor. Particularly, we demonstrate that
introduction of the second side-coupled nanocavity can significantly increase accessible
Q-factor values of the 3D PhC Fano structure. Configuration of the PhC-based Fano
laser is illustrated in Fig. 2.30(a). The lasing cavity is formed by a PhC line defect
waveguide terminated with a broad-band and a narrow-band mirror. The broad-band
mirror is formed by a termination of the waveguide with a PhC exhibiting a photonic
band gap. The narrow-band mirror is formed at a resonance frequency of the side-
coupled nanocavity. At this frequency the transmission through the waveguide is
reduced to zero because of the destructive interference of the wave travelling through
the waveguide and the leaked radiation from the nanocavity [81]. At the resonance
frequency of the nanocavity, the phase of the field in the nanocavity changes by π
with respect to frequency, while the phase of the field in the waveguide varies slowly.
Because of this rapid phase transition, an asymmetric lineshape arises. It is described
by a Fano formula which is shown in Fig. 2.30(b) [146, 147]. Fano formula is a
function of the Fano parameter, q, which controls the asymmetry of the lineshape. In
reality, the Fano parameter is controlled by a partially transmitting element (PTE),
e.g. an air-hole of varying size, placed in the waveguide just below the side-coupled
nanocavity [148, 149]. Due to low distance between minimum and maximum of the
Fano lineshape, Fano resonances have also been utilized in optical switches [82, 150]
and non-reciprocal transmission [151].

When the structure in Fig. 2.30(a) is 2D, i.e. it is infinite in the z direction, the
nanocavity coupled to the waveguide results in the formation of a Fabry-Perot BIC,
which is described in section 2.2. Then, the lasing cavity is characterized by an infinite
Q-factor and no radiation escapes from the cavity at the resonance frequency of the
nanocavity. This configuration has been described and realized using a semi-infinite
lattice of waveguides with a side-coupled waveguide introduced to provide a Fano
resonance [152, 153]. However, the Fano laser is based on a PhC slab, which is
usually 250nm thick. This breaks the Fabry-Perot BIC and leads to out-of-plane losses
deceasing the Q-factor of the nanocavity. It sets a lower bound on a spectral width of
the Fano lineshape.

In the following, we investigate the influence of a second nanocavity side-coupled
to the waveguide. The double-cavity configuration provides an access to many fasci-
nating phenomena that could enable new functionality in the Fano laser structure,

(a) (b)

Figure 2.30: (a) Schematics illustrating a PhC-based Fano laser. The lasing cavity is composed of a
PhC waveguide terminated with a broad-band mirror (left) and a narrow-band mirror (right). (b)
Visualisation of the Fano formula [146, 147] for several values of Fano parameter, q, q = 3 (red),
q = 2 (green), q = 1 (blue).
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(a) (b)

(c) (d)

Figure 2.31: Top view of the studied configurations. The 250nm-thick PhC slab consists of triangular
lattice (a = 455nm) of circular air-holes (r = 109nm) introduced in an InP slab having the dielectric
constant of εr = 10.05. The configuration is immersed in air. (a) Two coupled PhC nanocavities
(red) separated by a distance d. (b) Two nanocavities coupled through an open waveguide (yellow) and
placed on the opposite sides of the waveguide. (c) Fano structure with two side-coupled nanocavities
on the opposite sides of the semi-infinite waveguide. The lasing cavity (green) is formed by a PhC
line defect waveguide terminated with a broad-band and a narrow-band (blue) mirrors. (d) Fano
structure with two side-coupled nanocavities on the same side of the semi-infinite waveguide.

e.g. electromagnetically induced transparency (EIT) [149, 154–156], Autler-Townes
splitting (ATS) [156, 157], spontaneous symmetry-breaking [158, 159] and transfer of
light via a continuum [160, 161]. Here, we focus on the enhancement of the Q-factor of
the configuration. Figure 2.31 overviews configurations studied in the current section.

We begin an investigation with two coupled nanocavities in a PhC slab under the
TE-like polarization shown in Fig. 2.31(a). Calculations are performed numerically
using finite-difference time domain (FDTD) method in Lumerical software [162]. We
employ a 3D model, finite in all directions, and terminated with perfectly matched
layers to simulate an open boundary condition. The cavities are separated by a
distance d along the y axis. The nanocavities are identical and their isolated resonance
wavelength is 1541nm. The nanocavities are of H0 type which is formed by moving
air-holes to the sides, without removing any of them; they are characterized by very
small volume [163]. The resonance frequency of the nanocavity is designed to lie within
the in-plane photonic band gap of guided modes. The confinement of light in the
in-plane direction is determined by the number of periods of the lattice surrounding
the cavity [145]. The more periods surrounding the nanocavity, the larger the in-plane
Q-factor is. The rule of thumb is that there should be no less than five periods of the
PhC so that the in-plane field starts to experience the photonic band gap.

The vertical confinement of the light in the nanocavity relies on the waveguiding
by total internal reflection, i.e. the state lies below the light line. However, the abrupt
change in the electric field distribution at the cavity edges generates unwanted in-plane
components of the k-space mode profile within the light cone which are responsible
for coupling of the field to the radiation continuum[163–167]. It leads to considerable
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out-of-plane losses and reduction of the total Q-factor. These in-plane components
of the k-space mode profile can be pushed outside the light cone by careful tuning
of air-holes position which leads to smoother field distribution in the cavity. The
nanocavities have been optimized in order to avoid the abrupt interface and ensure
the lowest possible losses. The the total Q-factor of the isolated nanocavity is 106.

Subsequently, we vary the distance between the two nanocavities and investigate
its influence on the Q-factor of the system. The results in this case are shown in Fig.
2.32. Due to the nature of the triangular lattice we vary the distance between the
nanocavities in odd multiples of rows separating the two nanocavities. That is why
data points in Fig. 2.32 are so sparse. We emphasize that each of them has been
carefully verified with numerous simulations. The nanocavities are strongly coupled
when the coupling between them is much stronger than their losses [149]. In the
strong coupling regime, the eigenfrequency of the nanocavities splits into two distinct
eigenfrequencies. This behaviour is called ATS or vacuum Rabi splitting as the cavities
exchange their energy faster than it decays away [149]. The stronger the coupling is,
the larger the splitting becomes. This can be observed in Fig. 2.32 as the distance
between the cavities decreases.

The two eigenfrequencies have corresponding eigenmodes, symmetric and antisym-
metric with respect to the xz-plane and Hz. The field profiles of these modes are
shown in Fig. 2.33 in the case when distance between the nanocavities is d = 3. It is
found in Fig. 2.32 that strong coupling not only leads to the eigenfrequency splitting,
but also the Q-factors of the modes differ. As the separation between the nanocavities
increases, the Q-factor of the antisymmetric mode approaches the Q-factor of the
isolated cavity. On the other hand, the Q-factor of the symmetric mode is very
close to the isolated cavity Q-factor when the cavities are separated by a single row,
d = 1. When the distance is increased to d = 3, the Q-factor is considerably enhanced
compared to a single cavity case and is found to be 1.36 · 106. When the separation
between the nanocavities increases further, d = 5, the splitting is hardly noticeable.
The corresponding Q-factors exhibit negligible differences.

It is found in Fig. 2.33(b),(e) that Ex is odd with respect to the x and y axes
when the cavity is isolated. This results in field cancellation in the forward vertical
direction and negligible contribution to the radiation loss [168, 169]. On the other
hand, Ey is odd with respect to the y-axis, but not with respect to the x-axis, and
thus contributes to the radiation loss. The fine tuning of the air-holes aims at reducing
this loss mechanism. However, a similar optimization for the double-cavity geometry

(a)

Figure 2.32: Q-factor of the system plotted versus distance between the two nanocavities expressed
in terms of number of rows separating the two cavities.
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(a) (b) (c)

(d) (e) (f)

Figure 2.33: Field profiles of the antisymmetric mode (a)-(c) and the symmetric mode (d)-(f) in the
double-cavity geometry (d = 3). (a), (d) imaginary parts of Hz, (b), (e) real parts of Ex, and (c),
(f) real parts of Ey. Color scales run from blue (negative) to red (positive); the scale is symmetric.
The configuration is considered under the TE-like polarization.

becomes complicated and not straightforward to resolve. Initially, one may expect the
antisymmetric field distribution, Fig. 2.33(a), (c), to have larger Q-factor than the
symmetric one. However, this is not true as seen in Fig. 2.32.

In the following, we employ k-space analysis to resolve this issue. We employ the
2D Fourier transform, FT2(·), of Hx, Hy, Ex and Ey in the plane just above the
surface of the PhC slab. The total radiated power can be estimated using [170]:

Prad = η0

8λ2k2

¨

| # »
k|||≤k

I · dkx · dky, (2.3)

where η0 =
√
µ0/ε0, k = 2π/λ, and

I =
∣∣∣∣FT2(Hy) + FT2(Ex)

η0

∣∣∣∣2 +
∣∣∣∣FT2(Hx)−

FT2(Ey)
η0

∣∣∣∣2 . (2.4)

The distribution of I is shown in Fig. 2.34(a)-(c) for the double-cavity geometry
when d = 3. The larger the fraction of the in-plane components of the k-space mode
profile lies inside the light cone, the smaller the Q-factor is. Analysis of Fig. 2.34(c)
indicates that indeed larger fraction of the in-plane components is within the light
cone for the antisymmetric mode than the symmetric one. Since the configuration is
investigated under the TE-like polarization and the thickness of the slab is only 250nm,
the contribution from FT2(Hx) and FT2(Hy) to the total intensity I is negligible, and
thus are not included in Fig. 2.34.

In the double-cavity case, it is found in Fig. 2.34(g),(h) that the contribution
from FT2(Ey) inside the light cone is significantly reduced compared to the FT2(Ex),
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i)

Figure 2.34: (a), (b) The k-space intensity profiles, I, of (a) the symmetric and (b) the antisymmetric
modes in the double-cavity geometry (d = 3). (c) the ratio between (b) and (a). (d), (e) |FT2(Ex)|
for (d) the symmetric and (e) the antisymmetric modes. (f) shows the ratio between (e) and (d).
(g), (h)

∣∣FT2(Ey)
∣∣ for (g) the symmetric and (h) the antisymmetric modes. (i) shows the ratio

between (h) and (g). The region inside the white circle (the light line) is the leaky region.
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which is shown in Fig. 2.34(d),(e). It is because of the fine tuning of the air-holes
which was aimed to reduce the contribution from FT2(Ey) in an isolated cavity. Thus,
Ey is not a component that decides which mode has the largest Q-factor. When both
cases are compared for |FT2(Ey)| in Fig. 2.34(h), it is also not straightforward to say
in which case the contribution from FT2(Ey) is larger.

In Fig. 2.34(d)-(f) it is found that Ex is the main component behind the radiation
loss of the antisymmetric and symmetric modes. In the case of the antisymmetric
mode, Ex is even with respect to the x axis as shown in Fig. 2.33(b). Thus, the
contribution from |FT2(Ex)| of each cavity adds up inside the light cone, see Fig.
2.34(e). On the other hand, in the case of the symmetric mode, Ex is odd with respect
to the x axis, see Fig. 2.33(e). It results in the strong suppression of the in-plane
components inside the light cone along the ky-axis as the cavities are placed along
the y-axis, see Fig. 2.34(d). When both cases are compared in Fig. 2.34(f), it is
found that the antisymmetric mode has a significantly larger contribution from the
|FT2(Ex)| inside the light cone. Thus, the even-parity of the Ex is the main reason
why the Q-factor of the antisymmetric mode decreases as the coupling between the
cavities increases. The reduction in the Q-factor for both modes at d = 1 is because of
the strong perturbation of the optimized fields in the individual nanocavities caused
by the strong coupling.

Subsequently, we consider a geometry with two side-coupled nanocavities to an
open waveguide, Fig. 2.31(b). The nanocavities are separated by the optimal distance,
d = 3. Initially, we consider a 2D FDTD model which is infinite in the z direction.
The nanocavities are in the strong coupling regime and the mode profiles of the two
supermodes, symmetric and antisymmetric, are shown in Fig. 2.35. The cavities
are coupled through an open waveguide. This can significantly reduce the Q-factor.
The waveguide supports symmetric modes with respect to the y-axis. The symmetric
supermode can couple to the continuum of modes in the waveguide. Thus, its Q-factor
is limited due to the field decay to the waveguide, Fig. 2.35(a). Similar behaviour
is observed in the single side-coupled nanocavity geometry. On the other hand, the
antisymmetric mode is completely decoupled from the waveguide, Fig. 2.35(b), since
it does not support asymmetric modes. The field distribution is zero in the middle of
the waveguide. Thus, the antisymmetric mode, despite having a resonance frequency
among the frequencies supported by the waveguide, is completely confined to the
nanocavities in the 2D geometry. This is a symmetry-protected BIC which was
analysed and verified experimentally using side-coupled waveguides in [25, 152, 153].

When the same geometry is considered with a 3D FDTD model in which the
PhC membrane is 250nm thick, the BIC is broken due to finite thickness of the slab.

(a) (b)

Figure 2.35: Field profiles of (a) the symmetric and (b) antisymmetric modes in an open waveguide
geometry (d = 3). Imaginary parts of Hz are shown. Color scales run from blue (negative) to red
(positive); the scale is symmetric. The configuration is under the TE-like polarization.
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Finite thickness breaks purity of the TE polarization and introduces field components
which couple to the waveguide. Then the Q-factor of the antisymmetric mode is
reduced from infinity to 10200, while the Q-factors of the symmetric mode and the
single nanocavity configuration are 8300 and 7600, respectively. The coupling of the
antisymmetric mode is relatively limited due to the symmetry and thus the Q-factor
is larger for the antisymmetric mode, but still significantly reduced as the coupling to
the waveguide is the main loss mechanism. The difference between the Q-factors of
the symmetric mode and the single cavity case follows from the explanation presented
above and is due to an odd symmetry of Ex.

Subsequently, the waveguide is blocked from one side to create the laser cavity,
Fig. 2.31(c), the PhC is of finite thickness (h = 250nm); 3D FDTD model is used.
The laser cavity has been optimized by shifting the first air-hole of the broad-band
mirror and the waveguide confinement has been improved by shifting the neighbouring
rows of the waveguide. The Q-factor of the nanocavity limits the Q-factor of the
laser cavity and thus the spectral width of the Fano lineshape. In the case of a single
side-coupled nanocavity, the Q-factor of the laser cavity is 135000. When the two
nanocavities are considered, the lasing cavity in the case of the antisymmetric mode
has the same Q-factor, 10200, as in the case of an open waveguide. This is because
the antisymmetric mode is decoupled from the waveguide and its interaction with
the waveguide termination is limited. The symmetric mode couples to the waveguide,
interacts with the waveguide termination and exhibits enhanced Q-factor of 171000.

When the cavities are on the opposite sides of the waveguide, their coupling
strength is limited by the decay of the field to the waveguide. Subsequently, we place
the cavities on the same side of the waveguide and consider the configuration in Fig.
2.31(d). Then, one of the cavities is coupled to the waveguide only through the original
side-coupled cavity, the cavities are coupled directly and exhibit stronger coupling
and larger Q-factor than in the previous case. When the distance between the cavities
is d = 1, the Q-factor of the lasing cavity for the symmetric mode is 492000, while for
d = 3, the Q-factor reaches 750000.

Notably, at the transition between weakly coupled cavities and the strong coupling
regime, an exceptional point can be found. Recently, a family of lineshapes has
been observed in the vicinity of the exceptional point. These lineshapes have the
origin strictly related to the Fano lineshape and thus have been named as generalized
Fano lineshapes [157]. We have also observed them in a double-cavity configuration
coupled to the waveguide and present them here as a final remark. By considering a
configuration in Fig. 2.31(c) with asymmetrically placed nanocavities with respect
to the reference plane, a two lasing cavities of different Q-factors are formed in the
waveguide and are coupled to each other and the waveguide. By controlling the
coupling between the cavities and the waveguide, the generalized Fano lineshapes
indicating proximity of the exceptional point can be obtained [155, 157]. In our case,
this can be done by controlling the position of the nanocavities on the opposite sides
of the waveguide. In most of the cases, standard Fano lineshape is present as one of
the cavities dominates over the other. However, for some particular positions of the
lower side-coupled nanocavity, the generalized Fano lineshapes are obtained. These
cases are shown in Fig. 2.36.

Therefore, a double-cavity configuration provides a lot of freedom in the design
of the structure. It can lead to enhanced Q-factors of the lasing cavity in the Fano
configuration. It also provides to new fascinating physics and applications such as
generalized Fano lineshapes [155, 157] and broadband optical signal processing [171].
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(a) (b)

(c)

Figure 2.36: Normalized transmission through a semi-infinite PhC waveguide with two side-coupled
nanocavities. The cavities are asymmetrically positioned with respect to the reference plane on the
opposite sides of the waveguide. The lower cavity is shifted by (a) 7 columns to right with respect to
the top cavity, (b), (c) 8 and 9 columns to the left from the top cavity, respectively. The 250nm-thick
PhC slab (εr = 10.05) consists of triangular lattice (a = 455nm) of circular air-holes (r = 109nm).
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2.7 Summary

The first three sections 2.1, 2.2 and 2.3 have introduced subjects such as BICs, Dirac
cones, exceptional points and Fano resonances in the context of PhC-based lasers.

Subsequently, section 2.4 has shown that by varying thickness of the slab, we can
move trapped BICs towards the centre of the BZ and thus reduce difference in losses
between the modes at the Γ-point. This reduces extent of the ring of exceptional
points almost to a point and results in large values of the out-of-plane Q-factor over
the broad region of the BZ.

These studies allowed to identify configurations with the total Q-factors increasing
rapidly with an in-plane size of the PhC slab compared to the standard 250nm-thick
structures, see section 2.5. Elliptical air-holes PhCs have been shown to introduce
frequency separation between the two large Q-factor bands and reduce cross coupling
between them. It led to a large Q-factor mode with an uniform field profile. The
dispersion of the PhC with elliptical air-holes is found to be radically different along
the high symmetry directions and can be significantly altered by a sheer rotation of
the air-hole. Q-factors of the proposed configurations could be further improved by
tapering outer rows of the PhCs or constructing larger PhC-like structures from single
large Q-factor unit cells. These approaches are briefly discussed in Appendix A.

Finally, the introduction of the second side-coupled nanocavity has been shown to
increase accessible Q-factor values of the 3D PhC Fano structure in section 2.6.



Chapter 3

Two-dimensional phase-space
picture of the Fano laser

This chapter investigates dynamic model of the PhC Fano laser. Section 3.1 introduces
the subject, motivation and tackled challenges in the following sections. Section 3.2
discusses the dynamic model of the Fano laser, which is known from the literature
[172]. In section 3.3.1, we review the current knowledge on the stability of the laser.

In the following sections, we present our own results which would not be possible
without the foundation established in sections 3.2 and 3.3.1. In section 3.3.2, we found
that the laser dynamics are confined to the curved surface after the initial transition
stage, which lasts only a few picoseconds. In section 3.3.3, we analyze the instantaneous
eigenvalues of the Jacobian matrix of the dynamic model. We demonstrate that there
are at most two eigenvalues with positive real parts. In section 3.3.4, we prove that the
two eigenvectors corresponding to the two dominating eigenvalues can span the whole
phase space after the initial transition stage as the contribution from the remaining
eigenvectors decays rapidly. Here, we also prove that after the initial transition stage,
the original 5D model can be reduced to only 1D in the limited region of the parameter
space when the steady-state eigenvalues are purely real and that the system evolves
into 2D beyond the exceptional point when the eigenvalues form a complex conjugate
pair. In section 3.4, we used the simplified 2D model to associate the unknown origin
of instability with a new unstable periodic orbit separating the stable steady-state
from the stable periodic orbit. We have classified the bifurcation standing behind the
two orbits and the steady-state as a Bautin bifurcation. Finally, in section 3.5, the
simplified model is used to investigate non-Hermitian dynamics at the periodic orbit.
Here, the intervals of the solution following the adiabatic prediction are found to be
interrupted by abrupt nonadiabatic transitions.

3.1 Photonic crystal Fano laser - introduction

In the last two decades, the internet traffic has risen thousands times and currently an
energy consumption needed to sustain these networks constitutes 10% of the world’s
electricity consumption [173]. As the demand for higher data rates is increasing with
each year, it is crucial to provide solutions sustaining this growth, but also do it at
a reasonable energy costs. Nowadays, it is widely accepted that a next step in the
development of the telecommunication networks is to integrate photonic circuits on a
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Figure 3.1: Schematic illustrating a PhC-based Fano laser. The dynamic variables are marked in
red. The lasing cavity is between the broad-band mirror (green) and the reference plane (blue).

chip [174]. This would significantly reduce not only the cost and power consumption,
but would also allow for much faster data processing. An ideal platform for integration
of photonic circuits are PhC-based membranes, mainly due to their flexibility in design,
ease in fabrication and precise control over the structure properties. Indispensable
part of such photonic circuits are light sources which can be conveniently realised
with PhCs [175–179]. As discussed in the previous chapter, PhCs allow for realisation
of very compact, large quality factor resonators with gain material being directly
implemented in a PhC membrane.

Recently, a new type of a PhC-based laser has been proposed [112]. It relies on a
Fano resonance and it has been predicted that the laser can be modulated at THz
frequencies and not be limited by relaxation oscillations [112]. Moreover, the laser
has been demonstrated to be able to operate in a self-pulsing regime [83]. This was
the first demonstration of the nanolaser generating self-sustained pulses without any
external modulation. These properties make the Fano laser an unique light source
which is well suited for future on-chip processing of information in the optical domain.

The schematic of the Fano laser configuration is shown in Fig. 3.1. The lasing
cavity is formed by a PhC line defect waveguide terminated with a broad-band and
a narrow-band mirrors. The broad-band mirror is formed by a termination of the
waveguide with a PhC exhibiting photonic band gap. The narrow-band mirror is
formed at a resonance frequency of the side-coupled nanocavity due to Fano interference
which arises as a consequence of the interference of a discrete mode in the nanocavity
with the continuum of modes in the waveguide. The active material is introduced
in an InP PhC membrane as several layers of InAs quantum dots or quantum wells.
The side-coupled nanocavity is coupled to a cross-port which is used to improve
out-coupling of the laser power at the cost of lasing threshold [112]. The cross-port
can be used for an in-plane control of the resonance frequency of the nanocavity [172].

The dynamic behaviour of the laser is modelled by combining temporal coupled
mode theory [81, 180] with traditional rate equations governing carrier dynamics [174].
The model is based on four coupled differential equations describing the complex
envelopes of the fields propagating away A−(t) and towards A+(t) the mirror plane
evaluated at the reference plane (blue dashed curve in Fig. 3.1), and carrier densities
in the waveguide Nw(t) and in the nanocavity Nc(t). It has been shown that the Fano
laser can operate in two regimes, continuous wave operation and self-pulsing operation
[83, 172]. By linearizing the model and computing its eigenvalues at the equilibrium
point (steady-state), it has been shown that a pair of complex conjugate eigenvalues
may cross the imaginary axis and their real parts may become positive. When it
happens, it means that as the laser is slightly perturbed from the steady-state point,
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relaxation oscillations grow exponentially within the linear approximation. Then,
the steady-state becomes unstable and repels the state towards the stable periodic
orbit. This is a Hopf bifurcation which has been observed before [172]. It stands
behind the unstable operation of the laser and leads to the self-pulsing operation.
On the other hand, when the real part of the eigenvalues is negative, then upon a
slight perturbation of the laser from its steady-state point, it will quickly approach the
steady-state operation again. However, it has been found that there is a region in a
parameter space in which the real parts of all eigenvalues can be negative and despite
this, the laser can become unstable if perturbed strongly enough. Thus far, it has not
been explained. It will be tackled in section 3.4 in which the origin of the instability
is associated with Bautin bifurcation, which is characterized by a bifurcation of two
periodic orbits and an equilibrium point [181, 182].

Furthermore, exceptional points have been linked to a single mode self-pulsing in
distributed feedback lasers [84–87] and, as in our case, this self-pulsing mechanism
was attributed to dispersive quality factor self-switching [83]. Moreover, exceptional
points have been shown to be related to Fano resonances [157, 183–185] and have
been linked to the phenomenon of stability loss delay in dynamical bifurcations [88].
Therefore, it is of importance to further investigate the dynamics of the laser and the
potential role of exceptional points in the unstable behavior of the laser as well as
alternative sources of instability [186]. This study is conduced in sections 3.3 and 3.5
in which the instantaneous exceptional points have been found in the vicinity of the
pulse and their relation to the self-pulsing operation has been unveiled.

Particularly, when the laser is in the self-pulsing regime under constant pump
power, the carrier densities Nw(t), Nc(t) and the field envelopes A−(t), A+(t) are
varying periodically in its phase space without any need for external modulation.
In dynamical field theory, phase space is defined as the space which represents all
possible states of the system [187]. In this case, behind the periodic variation of the
state of the system stands nonlinear interaction between the carrier densities and
the fields in the waveguide and the cavity. Therefore, it is tempting to utilize this
self-adopting interaction to dynamically sweep across or encircle an exceptional point
of instantaneous eigenvalues. This idea of dynamic self-encircling of an exceptional
point in the eigenspace of the laser has been the original motivation standing behind
the investigations discussed in the current chapter. Interestingly, in section 3.3.3, the
laser trajectory has been found to cross four exceptional points within a single period.

Moreover, dynamic encircling of an exceptional is quite different from the para-
metric/quasistatic encircling described in section 2.3. Quasistatic encirclement means
that for each change in the structure parameters, new structure is fabricated and the
eigenvalues and eigenvectors are measured. By concatenating a series of measurements
for the parameter loop around an exceptional point, it is found that the eigenvalues
and eigenvectors swap. This process is due to the gradual transition between the
intersecting complex surfaces of the square root function [132, 188, 189], as was also
shown in Fig. 2.11. However, the exceptional point can also be encircled dynamically.
It means that a single configuration is fabricated and its parameters are designed
to change in time/space and the instantaneous eigenvectors and eigenvalues of the
time/space-dependent matrix are traced. In this case, even when the exceptional
point is encircled slowly, the adiabatic theorem breaks down, and the non-adiabatic
transition leads to a chiral behaviour, i.e. the final state depends solely on the direction
of encircling [78, 98, 100, 190–196]. By a system satisfying an adiabatic theorem, we
understand a system that upon gradually varying conditions follows its instantaneous
eigenvalues [197]. The chiral behaviour has been used in the design of mode and
polarization converters [70–72]. In section 3.5, pulsing behaviour has been found to be
related to nonadiabatic transitions occurring in the vicinity of the exceptional points.
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3.2 Dynamic model of the Fano laser

In the current section, we introduce a dynamic model of the Fano laser which is known
from the literature [172]. Only the most important steps in its derivation are presented
here; for a more detailed description see [83, 172]. In order to set up a dynamic model
of the Fano laser, we decompose the complex field at the reference plane (blue dashed
line in Fig. 3.1) into the components propagating towards E+(ω) and away E−(ω)
from the reference plane. At the reference plane, they can be related through the
following conditions:

E+(ω) = rL(ω,N)E−(ω), (3.1a)

E−(ω) = rR(ω, ωc)E+(ω), (3.1b)

where rR, rL are the narrow-band (right) and the broad-band (left) reflection coeffi-
cients with respect to the reference plane, respectively. Here, we have neglected the
contribution from spontaneous emission. The reflection coefficients are defined as:

rL(ω,N) = r1(ω)ei2k(ω,N)L, (3.2a)

rR(ω, ωc) = s−1 (ω, ωc)
s+

1 (ω, ωc)
. (3.2b)

The narrow-band reflection coefficient rR corresponds to the reflection coefficient
due to the Fano mirror determined under a continuous incoming wave at frequency
ω. rR is strictly dependent on the resonance frequency of the nanocavity ωc and can
be found using the coupled mode theory [172]. Here, it is defined in terms of the s-
parameters of the incoming s+

1 and outgoing s−1 waves in the lasing cavity with respect
to the reference plane [81, 180]. These are normalized so that |s−/+1 |2 represents
propagating power and can be directly related to A−(t), A+(t) via |s−/+1 (t)|2 =
2ε0nc|A−/+(t)|2, where n is the refractive index in the waveguide, c is speed of
light and ε0 is vacuum permittivity. On the other hand, the broad-band reflection
coefficient rL arises due to photonic band gap. The reflection coefficient at the
waveguide termination r1 is assumed to be equal to unity and has to be transformed
towards the reference plane using the standard transmission line theory. However,
Eq. (3.2a) is only valid under the assumptions that the carrier densities are uniformly
distributed in the waveguide/cavity and that the lasing cavity functions as a Fabry-
Perot cavity [198]. In Eq. (3.2a), L is the length of the lasing cavity, k(ω,N) is the
complex wavenumber which depends on the carrier density in the waveguide N and
frequency ω, and it is expressed as [198]:

k(ω,N) = ω

c
n(ω,N)− i

2Γ(g(ω,N)− αi). (3.3)

where Γ is the confinement factor in the waveguide, αi is the internal waveguide
loss factor, g(ω,N) is the gain. By neglecting the gain dispersion g(ω,N) can be
approximated as g(N) = gN (N −N0), where N0 is the transparency carrier density
and gN is the differential gain. The refractive index can approximated by the first-
order Taylor expansion in the vicinity of the reference carrier density Nr and the
reference frequency ωr [172, 198]. The reference wavelength coincides with the isolated
nanocavity resonance frequency. By combining both boundary conditions in Eq. (3.1),
we can arrive at the oscillation condition for the steady-state laser modes:

rR(ωs, ωc)r1(ωs)e
i2k(ωs,Ns)L = 1, (3.4)
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The oscillation condition is solved for (ωs, Ns), which are the lasing frequency
and the steady-state carrier density. In order to solve Eq. (3.4), one can substitute
Eq. (3.3) into Eq. (3.4) and split the equation into the conditions for the amplitude
and phase. Both conditions have to be satisfied simultaneously. There are multiple
solutions of Eq. (3.4); these are the modes of the laser and the one with the lowest
required threshold gain is chosen as the lasing mode.

Subsequently, following the procedure in [172, 198], one can derive a dynamic
equation in time domain for the complex field envelopes A−(t), A+(t). These are
related to the complex fields E+(ω) and E−(ω) evaluated at the reference plane by:

A−/+(t)e−iωst = 1
2π

∞̂

0

E−/+(ω)e−iωtdω. (3.5)

Note that the steady-state lasing frequency ωs derived from the oscillation condition
serves as the carrier frequency. Assuming that rL(ω,N) varies slowly in the vicinity
of (ωs, Ns), Eq. (3.1a) is multiplied by 1/rL(ω,N) which is subsequently Taylor
expanded up to the first order around (ωs, Ns). Then, the result can be inverse
Fourier transformed knowing that the time derivative corresponds to −i(ω − ωs) in
the frequency domain and assuming that r1(ω) is not frequency dependent, we can
arrive at:

dA+(t)
dt

= −γLA+(t) + 1
2(1− iα)ΓvggN (Nw(t)−Ns)A+(t) + γLA−(t)

rR(ωs, ωc)
, (3.6)

where γL = vg/2L is the inverse of the round trip time in the lasing cavity, α is the
linewidth enhancement factor [199], and Nw(t) is the carrier density in the waveguide.
On the other hand, A−(t) is strictly related to the field in the nanocavity a(t). Thus,
since in the case considered the waveguide is open to the right, i.e. the right mirror
is merely due to the Fano resonance, the coupled-mode equation for the field in the
nanocavity, a(t), can be reformulated using A−(t) = −P

√
γC/(2ε0nc)a(t) [112], where

P is the parity of the mode in the nanocavity and γC is the coupling constant between
the nanocavity and the waveguide. It leads to the dynamic equation for A−(t) as:

dA−(t)
dt

= (−i∆ω − γT )A−(t) + 1
2(1− iα)ΓCvggN (Nc(t)−N0)A−(t)− PγCA+(t),

(3.7)
where ∆ω = ωc − ωs, γT is the total decay rate of the field in the nanocavity, ΓC
is the confinement factor in the nanocavity, and Nc(t) is the carrier density in the
nanocavity. γT takes into account coupling to the waveguide, γC , out-of-plane losses
and coupling to the cross-port. It is noted that the absorption term in Eq. (3.7)
has been added phenomenologically in the case of an active material present in the
nanocavity. Subsequently, the two dynamic equations for A−(t), A+(t) are combined
with the traditional rate equations for the carrier densities in the waveguide Nw(t)
and in the nanocavity Nc(t) as [174]:

dNw(t)
dt

= Jc
eVLC

− Nw(t)
τw

− ΓvggN (Nw(t)−N0) I(t)
VLC

, (3.8)

dNc(t)
dt

= −Nc(t)
τc
− ΓCvggN (Nc(t)−N0)ρ |A−(t)|2

VNC
, (3.9)

where τw and τc are the carrier lifetimes in the waveguide and in the cavity, respectively,
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VLC and VNC are the volumes of the laser cavity and the nanocavity, respectively, e
is the elementary charge, Jc is the effective pump current, I(t) = σs(ωs, Ns)|A+(t)|2
is the photon number, where σs(ωs, Ns) and ρ relate the photon number to the field
strength in the waveguide and the nanocavity, respectively. ρ is simply a normalization
factor resulting from the reformulation of the coupled-mode theory equation for the
field in the nanocavity a(t) to Eq. (3.7), ρ = 2ε0nc/(γC~ωr), while σs(ωs, Ns) follows
a more complicated equation which was derived in [198] and can also be found in [83,
172]. Note that since we pump the waveguide, the pumping current is included in Eq.
(3.8) describing the dynamics of Nw(t).

In the following, we include some minor modifications in Eqs. (3.6), (3.7), (3.8)
and (3.9). These modifications are:

1. the differential equations for A−(t) and A+(t) are separated into equations for
the corresponding amplitudes and phase evolutions,

2. the system of differential equations is considered in a dimensionless form.

These modifications do not influence the final result. When detuning from the
expansion point frequency, ωs, is not zero, the laser has to compensate for it by
adjusting the mode frequency, ωs, away from the cavity resonance in order to fulfil
the oscillation condition. This results in an additional small phase being imparted to
the complex fields envelopes, i.e. A−/+(t)e−iδωt [172]. This results in time-varying
real and imaginary parts of the complex fields envelopes at the steady-state due to
an oscillatory part introduced by δω. It is thus helpful to separate Eqs. (3.6) and
(3.7) into the corresponding amplitudes and the phase difference of both. This is
done by substituting A−/+(t) = |A−/+(t)|eiΦ−/+(t) into both Eqs. (3.6), (3.7) and by
splitting the equations into the corresponding real and imaginary parts. Moreover,
the system depends only on the phase difference Φ(t) = Φ−(t) − Φ+(t); thus the
equations describing the dynamics of Φ−(t), Φ+(t) can be combined by subtracting
them and exploiting linearity of the differentiation. These modifications lead us to a
system of five differential equations. Furthermore, we normalize the system of five
differential equations and consider a dimensionless system of equations. This is to
ensure numerical stability of the model since there are huge differences in orders of
magnitude between some of the variables, e.g. the carrier densities Nw(t), Nc(t) are
always on the order of the transparency carrier density N0, which is 1024, while the
amplitudes of the complex field envelopes |A−/+(t)| can even reach zero between the
pulses. The normalization constants are introduced as:

|A+(t)| = p1|a+(t)|, |A−(t)| = p2|a−(t)|, Nw(t) = p3nw(t), Nc(t) = p4nc(t),

Jc = p5jc, ∆ω = p6δω, Ns = p7ns, t = p8τ. (3.10)

By substituting the normalization constants Eq. (3.10) into Eqs. (3.6), (3.7), (3.8),
(3.9), the normalization constants are found to be:

p1 =

√
VLC

τsGNσs
, p2 =

√
VNC

τcGNCρ
, p5 = VLCeN0

τs
p3 = p4 = p7 = N0,

p6 = GNCN0, p8 = 1
GNCN0

, (3.11)
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where GNC = ΓCvggN and GN = ΓvggN . Following the procedure outlined above,
finally one can arrive at the system of five coupled nonlinear differential equations
describing the laser dynamics:

d|a+|(τ)
dτ

= −γL|a+|(τ)
GNCN0

+ Γ|a+|(τ)(nw(τ)− ns)
2ΓC

+ γL|a+|(τ)
GNCN0

Re
(

A−(τ)
rRA+(τ)

)
,

(3.12a)
d|a−|(τ)
dτ

= − PγC
GNCN0

|a−|(τ)Re
(
A+(τ)
A−(τ)

)
− γT |a−|(τ)

GNCN0
+ |a−|(τ)(nc(τ)− 1)

2 ,

(3.12b)
d∆φ(τ)
dτ

= −α2 (nc(τ)− 1) + Γα(nw(τ)− ns)
2ΓC

− ∆ω
GNCN0

− Im
(
rRPγCA

2
+(τ) + γLA

2
−(τ)

rRGNCN0A−(τ)A+(τ)

)
,

(3.12c)

dnw(τ)
dτ

= −|a+(τ)|2(nw(τ)− 1)− nw(τ) + jc
GNCN0τs

, (3.12d)

dnc(τ)
dτ

= −|a−(τ)|2(nc(τ)− 1)− nc(τ)
GNCN0τc

. (3.12e)

The system of equations shown in Eq. (3.12) can be compactly expressed as a
function V (·) of the state vector #»

ψ(τ):

#»

ψ(τ) = {|a+(τ)|, |a−(τ)|,∆φ(τ), nw(τ), nc(τ)} (3.13a)

d
#»

ψ(τ)
dτ

= V ( #»

ψ(τ)) (3.13b)

The components of #»

ψ(τ) are the time-dependent variables describing the laser
dynamics. For a given τ , all the possible state vectors form the phase space of the
laser. The system of equations is then linearized by taking the total derivative with
respect to τ . It can be interpreted as a directional derivative along the curve, which is
traversed by the state, parameterized by τ . Then the system takes the following form:

d2 #»

ψ(τ)
dτ2 = ∇ #»

ψV ( #»

ψ(τ))d
#»

ψ(τ)
dτ

= A( #»

ψ(τ))d
#»

ψ(τ)
dτ

, (3.14)

d
#»

ψ(τ)/dτ is treated as the velocity of the state vector and is a function of the
state vector as expressed in Eq. (3.13b). d2 #»

ψ(τ)/dτ2 is interpreted as the acceleration
of the state vector. Matrix A is known under several names, e.g., stability matrix
or Jacobian matrix. When the matrix A is evaluated at the steady state, then its
eigenvalues indicate whether the system is stable or unstable. The system is stable
when all the eigenvalues have negative real parts, while the system is unstable when
at least one of the eigenvalues has positive real part.

Note that the stability matrix A is purely real, but not symmetric because the
variables were separated into the amplitudes |a−/+|(τ) and the phase difference ∆Φ(τ)
of the complex field envelopes. Therefore, the matrix A is non-Hermitian as it is
not equal to its own conjugate transpose. Thus, the eigenvalues of the matrix A
can be purely real or form complex conjugate pairs. Furthermore, one should note
an uncanny resemblance of Eq. (3.14) to the Schrödinger type equations. The only
difference being the fact that in the Schrödinger type equations, the matrix governing
an evolution of the system, which is a time-dependent Hamiltonian, is multiplied by
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−i. Thus, in order to relate eigenvalues and eigenvectors and apply similar analysis
as in [68–72, 88, 200, 201] to our system, the eigenvalues and eigenvectors in these
works should be scaled by −i, or in our case by i. The Jacobian matrix A performs a
similar role as a time-dependent Hamiltonian in the Schrödinger type equation and
describes the dynamic evolution of the system.

Furthermore, when the stability matrix A is evaluated at the steady-state, the
matrix A is constant, and the system of equations, Eqs. (3.12), (3.14), can be
interpreted as a small-signal analysis in the vicinity of steady-state solution. Then, the
system is an autonomous system [202], and the small-signal solution can be expressed
as:

#»x (τ) = eAt #»x 0,
#»x (τ) = #  »

dψ(τ), #»x (0) = #»x 0 (3.15)

We can use eigenvectors and eigenvalues of the A matrix to diagonalize and simplify
Eq. (3.15) as:

#»x (τ) = eAt #»x 0 = T eΛtT−1x(0) =
n∑
i=1

eλit( #»wTi
#»x (0)) #»v i (3.16)

where T is a matrix whose columns are the eigenvectors of A and Λ is a diagonal
matrix of the eigenvalues of A. Since the matrix A is non-Hermitian, we have to
distinguish between right #»v and left #»w eigenvectors which we normalize so that
#»wTi

#»vj = δij . In this case, the right #»v and the left #»w eigenvectors are the columns/rows
of T /T−1 satisfying AT = T Λ and T−1A = ΛT−1, respectively. The definition of
left and right eigenvectors will be essential in section 3.5. Eq. (3.16) shows that for a
positive real part of an eigenvalue, the perturbation grows exponentially and thus the
system becomes unstable. On the other hand, when the real part of the eigenvalue
is negative, the contribution from the corresponding eigenvector decays quickly and
becomes negligible. This is a key observation to understand section 3.3. Moreover, Eq.
(3.16) allows for a neat physical interpretation of the dynamic trajectory. As discussed
in Chapter 2.3, the right eigenvectors may be interpreted as modes of the system.
Thus, from Eq. (3.16) it is seen that the left eigenvectors decompose the initial state
x0 into the modal components #»wTi

#»x (0). These components are then propagated in
time by eλit and finally the state is reconstructed in terms of the linearly combined
right eigenvectors.

We note that in the previous works considering exceptional points and symmetry-
breaking, i.e. two real eigenvalues transitioning into a complex conjugate pair at the
exceptional point, the pump current Jc and phenomenologically introduced gain terms
|a(τ)|(n(τ)− 1), which are coupled to the carrier densities in the waveguide and the
nanocavity, were included in a fixed negative imaginary part of the refractive index
[68, 69]. Here, we consider a more complex case as we account for the dynamic and
nonlinear behaviour of the carrier densities nw(t), nc(t) as well as the complex field
envelopes a−(t), a+(t) evaluated at the reference plane. Thus, the considered case is
significantly more complex and requires additional steps, however it also provides an
access to richer physics.

Finally, we also note the matrix A can be evaluated at each time instant along
the trajectory parameterized by τ . We can the determine the eigenvalues and the
eigenvectors at each time instant, i.e. for each state vector, these eigenvalues and
eigenvectors are said to be instantaneous. The model described in Eqs. (3.12) and
(3.13) is used in all subsequent sections, and the steady-state eigenvalues as well as
the instantaneous eigenvalues constitute the core of the following study.
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3.3 Two dimensional phase-space picture

3.3.1 Steady-state eigenvalues

When the Fano laser is above threshold, it has been found to operate in two regimes,
continuous wave regime and self-pulsing regime [83, 172]. In these studies, the steady-
state eigenvalues have been used solely to assess the stability of the system. In this
section, we review the current state of the knowledge on the stability of the laser.
Additionally, we also observe that the steady-state eigenvalues exhibit an exceptional
point at ∆ωc = −1.72γT . It is found that as ∆ωc decreases and the exceptional point
is crossed, a pair of complex conjugate steady-state eigenvalues transitions into two
purely real eigenvalues. This observation influences the conclusions of section 3.3.4
and has not been found before.

In order to compute the steady-state eigenvalues, we solve the oscillation condition
Eq. (3.4) for each combination of (∆ωc, Jc). Then we calculate the steady-state of
the set of differential equations, Eqs. (3.12), which approximate the dynamics of the
laser, for each (ωs, Ns). Subsequently, these steady-state values are fed to the stability
matrix A, Eq. (3.14), and its eigenvalues and eigenvectors are determined.

Figure 3.2 shows the real and imaginary parts of all five steady-state eigenvalues of
the stability matrix A. The eigenvalues in Fig. 3.2 are plotted versus ∆ωc = ωc − ωr,
which is detuning of the resonance frequency of the nanocavity, ωc, from the resonance
frequency of the isolated cavity, ωr, normalized with respect to γT . Importantly, it
is emphasized that ∆ωc = ωc − ωr differs from ∆ω = ωc − ωs in Eq. (3.12). In fact,
∆ωc defines ∆ω through the oscillation condition, Eq. (3.4), and can be controlled

(a) (b)

(c) (d)

Figure 3.2: (a), (c) Real and (b), (d) imaginary parts of the steady-state eigenvalues of the stability
matrix A. The system is composed of five coupled differential equations, (a), (b) show the three
eigenvalues with the lowest real parts while (c), (d) show the two eigenvalues with the largest real
parts. The horizontal dashed gray line marks zero. The vertical dashed blue line marks ∆ωc for
which Fig. 3.3 is obtained. The pump current is Jc = 1.2Jthr.
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Table 3.1: Laser parameters used in all numerical simulations.

Parameter name Symbol Value
Reference refractive index nref 3.5

Linewidth enhancement factor α 1
Parity of the cavity mode P 1
Lasing cavity volume VLC 1.05µm3

Nanocavity volume VNC 0.243µm3

Nanocavity resonance λr 1554nm
Lasing cavity length L 5µm
Carrier lifetimes τs, τc 0.5ns

Group refractive index ngrp 3.5
Differential gain gN 5 · 10−20m2

Left mirror reflectivity R1 1
Transparency carrier density N0 1 · 1024m−3

Nanocavity-waveguide coupling γC 1.14ps−1

Nanocavity total passive decay rate γT 1.21ps−1

Internal loss factor αi 1000m−1

Nanocavity confinement factor ΓC 0.3
Waveguide confinement factor Γ 0.5

externally by an external optical pump or in-plane pulses in the cross-port. Figures
3.2 and 3.3 as well as all the other figures in the following section are obtained for the
parameters listed in Table 3.1 unless stated otherwise. Furthermore, the pump current
is chosen to Jc = 1.2Jthr, where Jthr is the minimum threshold current. It is found
by solving the oscillation condition for the varying ∆ωc. Then for each ωs, rR(ωs, ωc)
is found and substituted to an equation for the modal threshold gain gthr [174], which
is related to the current through: Nthr = gthr/(ΓgN ) +N0 and Jthr = Nthr/τseVLC .
Subsequently, the lowest Jthr is used for the normalization of the pump current Jc.

Figure 3.2(a), (b) show the three eigenvalues with real parts significantly lower
than in the case of the two eigenvalues in (c), (d). It is found that none of the three
eigenvalues have positive real parts. One of the eigenvalues (green), which is purely
real, approaches zero as ∆ωc is increased. However, it is not crossing zero. Thus, a
complex conjugate pair of the eigenvalues in Fig. 3.2(c), (d) governs the stability of
the laser. The remaining pair of the complex conjugate eigenvalues in Fig. 3.2(a), (b)
has a very small real part of the eigenvalue and an extremely large imaginary part.
Note that the scale in (a), (b) is in THz, while it is in GHz in (c), (d). Thus, these
eigenvalues decay very quickly with time and their contribution to the laser dynamics
becomes negligible very quickly. Similarly, the purely real eigenvalue becomes less and
less significant with time as it never becomes positive.

Interestingly, it has been observed in [172] that there is a parameter region (∆ωc, Jc)
in which the laser can operate in the self-pulsing regime and thus become unstable
despite all the stead-state eigenvalues having negative real parts. However, it can
also converge towards the steady-state and exhibit continuous wave operation. The
final regime of operation depends on the initial conditions. These region occurs in
the vicinity of ∆ωc = 0.52γT , which is marked with a dashed blue line in Fig. 3.2.
Origin of this laser instability has been unknown thus far and will be explained in the
upcoming sections. Therefore, ∆ωc is set to ∆ωc = 0.52γT , unless stated otherwise.

Figure 3.2(c),(d) show the two eigenvalues with the largest real parts. It is found
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that when ∆ωc is increased beyond 1.26γT , the real parts of the two eigenvalues
become positive. ∆ωc = 1.26γT is the critical point at which the complex conjugate
pair of eigenvalues becomes purely imaginary. As ∆ωc is increased beyond this point,
the steady-state point becomes unstable and a periodic solution appears. When the
laser is slightly perturbed from the steady-state, the relaxation oscillation frequency,
i.e. the imaginary part of the eigenvalues, becomes undamped due to positive real part
of the eigenvalue. Then, the state-vector spirals out towards a stable periodic orbit
for any initial conditions. This is Hopf bifurcation which has been observed in [172].
This change in stability of the steady-state point is local and the state sufficiently
far away from the steady will still flow in and approach the stable periodic orbit
where the repelling force of the steady state finds balance with the contracting force
of the system. In our case, it is interpreted as the energy dissipated over one cycle is
balanced by the energy that is provided by a constant pump power. Notably, due to
the requirement of the pair of complex conjugate eigenvalues, the Hopf bifurcation
can occur in at least a 2D system.

Furthermore, it is found in Fig. 3.2(c),(d) that when ∆ωc is decreased below
−1.72γT , the imaginary parts of the eigenvalues become zero, both eigenvalues are
purely real and their real parts split into two separate branches. The transition takes
place at the exceptional point which is found at ∆ωc = −1.72γT . As discussed in
section 2.3 in more details, at the exceptional point, not only the eigenvalues are
identical, but also the eigenvectors [61, 67, 130–132]. This phenomenon is known as
the coalescence of eigenvalues and eigenvectors. Furthermore, exceptional points are
known as symmetry breaking points [63, 65, 68, 69, 95, 200, 201, 203–205]. When the
matrix A satisfies certain symmetries, then its eigenvalues can be purely real despite
the system being non-Hermitian [69, 95, 206]. However, above a specific gain-loss
contrast, the symmetry usually breaks down and the eigenvalues become complex [63,
69, 207]. The point at which the transition occurs is the exceptional point. Then, the
eigenvalues/eigenvectors are said to be in the symmetric phase when they are purely
real. When they are complex conjugate, they are said to be in the broken phase. In
our case, the exceptional points arise because of the different decay rates γL, γC and
the gain terms |a|(τ)(n(τ)− 1).

3.3.2 Two-dimensional phase space

In this section, we found that the laser dynamics are confined to the curved surface
after the short initial transition stage. Therefore, we conclude that two degrees of
freedom are sufficient to describe the state after the initial transition stage. This and
the following sections form the basis of the journal paper [P4].

Figure 3.3(a), (b), (c) show three trajectories of the laser for three different
initial conditions versus the normalized carrier density in the waveguide nw and
the normalized amplitude of the complex field envelope propagating away from the
reference plane |a−|. The trajectories are parameterized with a dimensionless time
τ = tGNCN0 and the data has been obtained for Jc = 1.2Jthr and ∆ωc = 0.52γT
which is indicated by the blue line in Fig. 3.2. As it has been observed in [172],
depending on the initial conditions, the state either approaches a periodic solution at
the edge of the yellow surface or it converges towards the steady state point (black
dot). Surprisingly, the laser might reach the periodic orbit despite all steady-state
eigenvalues having negative real parts which suggests that the state always approaches
the steady-state point.

Moreover, it is found that the trajectories display three different stages of laser
operations: 1) the initial transition stage, 2) the later transition stage and 3) the
self-pulsing/continuous wave stage. In the past works, only two stages have been
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(a) (b)

(c) (d)

Figure 3.3: a) Trajectories of nc against nw, |a−|. The black dot is the steady state. The red,
green and blue dots are three different initial conditions which are above the surface. During an
initial transition stage, the state approaches the surface. Then the state continues its evolution on
the surface. Similar results can be obtained for the other two variables |a+| and ∆φ. (b), (c) the
trajectories and the surface for the remaining two variables (c) |a+|, (d) ∆φ d) The trajectories
plotted in time-domain show the initial transition stage on the order of a few picoseconds, the later
transition stage lasting around 1.7ns and the self-pulsing stage. The dashed orange/green line marks
the end of the initial/later transition stage.

reported: 1) the later transition stage and 2) the self-pulsing/continuous wave stage.
In Fig. 3.3(d) we show the blue trajectory from Fig. 3.3(a) in the time domain.
It is found that the initial transition stage lasts only a few picoseconds and during
this stage, the state decays towards the yellow surface on which all the consecutive
dynamics take place. The end of the initial transition stage is marked by the orange
dashed line in Fig. 3.3(d). Afterwards, the state is in the later transition stage
during which all the dynamics are confined to the yellow surface and the state heads
either to the periodic orbit or to the steady-state point. This stage is found to last
approximately 1.7ns and is marked by the green dashed line in Fig. 3.3(d). Once the
periodic solution or steady-state are reached, the state will remain there indefinitely
unless strongly perturbed; this is the last stage. It is critical to emphasize that during
the initial transition stage, the state decays towards the surface and is confined to it
afterwards. This means that the state is confined to a 2D space and its movement
can be entirely described by two degrees of freedom after the initial transition stage.

In Fig. 3.3, the carrier density in the waveguide nw and the magnitude of the
left-propagating complex field envelope |a−| have been chosen as the two degrees of
freedom. Numerical experiments in Mathematica [208] have shown that the data
collapses as: |a−/a+| can be expressed as a function of nw and nc while nc can be
expressed as a function of nw and |a−|. Taking into account that nc is bounded from
both sides (it is real positive and does not exceed the transparency carrier density
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N0), we conclude that after the initial transition stage, the state could be described
by the combination of nw with one of the complex field amplitudes, which in our case
is |a−|. This leads to the most stable numerically description of the laser dynamics.
The same phenomenon of data collapse happens for the other two variable |a+| and
∆φ as shown in Fig. 3.3(b), (c).

The remaining three degrees of freedom can be reconstructed once nw and |a−|
are known. Then the state vector can be expressed as:

#»

ψ ={|a+|(nw, |a−|), |a−|,∆φ(nw, |a−|), nw, nc(nw, |a−|)}. (3.17)

In the same way, we can express each component of the velocity vector d #»

ψ/dτ as
functions Vi(·) of |a−| and nw:

d
#»

ψ

dτ
= {V1(nw, |a−|), V2(nw, |a−|), V3(nw, |a−|), V4(nw, |a−|), V5(nw, |a−|)}. (3.18)

Furthermore, we can take a total derivative of d #»

ψ/dτ to linearize the problem,
then each component of the acceleration vector d2 #»

ψ/dτ2 is expressed as:(
d2ψ(τ)
dτ2

)
i

=
{
∂Vi
∂|a−|

d|a−|
dτ

+ ∂Vi
∂nw

dnw
dτ

}
. (3.19)

Importantly, when Eq. (3.19) is compared with Eq. (3.14), it is observed that
once the state vector is expressed as functions of |a−| and nw, then the Jacobian
matrix, which approximates the laser dynamics locally, becomes in fact a 2× 2 matrix.
Furthermore, functions |a+|(nw, |a−|), ∆φ(nw, |a−|) and nc(nw, |a−|) describe the
yellow surfaces shown in Fig. 3.3(a), (b), (c). These surfaces are approximated by
polynomials. In order to do that we solve the system of differential equations, Eq.
(3.12), several times for different initial conditions. Then, each solution results in a
different trajectory, which can be plotted versus |a−| and nw. These trajectories are
found to lie on the yellow surfaces after the initial transition stage as in the case of
the trajectories in Fig. 3.3. Subsequently, we exclude the part of the trajectory during
the initial transition stage and fit a polynomial with the remaining part of all the
trajectories for each function, |a+|(nw, |a−|), ∆φ(nw, |a−|) and nc(nw, |a−|). More
details on the polynomial approximation and validity of the 2D phase space picture
can be found in the appendix B.

Therefore, once the surfaces are described by the polynomials, we are able to
recover the whole state at any point in the phase space within the periodic orbit for
the given nw and |a−| without solving the system of differential equations. Thus, we
possess the information of the whole laser dynamics within the periodic orbit for any
initial conditions after the initial transition stage, which last only a few picoseconds.
This picture is justified in the following sections.

Note that the 2D phase space picture, Fig. 3.3, also allows to clearly analyse the
behaviour of the state while it is in the self-pulsing stage. Particularly, when the
self-pulsing behavior is analysed in the time-domain, most of the period is seen to be
between the pulses, i.e. when nc decreases and |a−| is zero, see Fig. 3.3(d). This time
interval is found on the surface along the line |a−| = 0, which is parallel to the nw
axis, see Fig. 3.3(a). However, the most important part of the pulse i.e. growth and
decay of |a−| as well as growth and steady behaviour of nc are found to take place
over a very short amount of time. On the other hand, the yellow surfaces in Fig. 3.3
are created by and emphasize the evolution of the state within the pulse.
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3.3.3 Instantaneous eigenvalues

In this section, we further analyse the phenomenon of data collapse to the curved
surface after the initial transition stage. We study instantaneous eigenvalues of the
Jacobian matrix A over the whole surface determined in the pervious section. We
demonstrate that there are at most two eigenvalues with positive real parts. We found
that, as the pulse power increases, the dominating pair of the eigenvalues transitions
from being purely real to a complex conjugate pair beyond the exceptional point.
The pulse is bounded by two exceptional points with positive/negative real parts
before/after the pulse, respectively. In total, four exceptional points are found to be
crossed within a single loop in the phase space.

Figure 3.4 shows the instantaneous eigenvalues of the Jacobian matrix A computed
along the trajectories parameterized with τ as well as over the whole surfaces. Notably,
the polynomial approximation of the surfaces allows us to establish an effective band
structure of the matrix A. This is done by observing that after the initial transition
stage, all the dynamics are confined to the curved surface. Thus, we can feed each point
on the surface to the stability matrix A and determine the instantaneous eigenvalues.

In Fig. 3.4(a),(b) it is found that the two eigenvalues marked in pink form a
complex conjugate pair over the whole surface. Moreover, the real parts of these
two eigenvalues are significantly smaller than the real parts of the remaining three
eigenvalues (orange, yellow, purple), while their imaginary parts are the largest.
Furthermore, the 3rd eigenvalue (purple), which is purely real, is also considerably
smaller than the dominating pair of the eigenvalues (orange, yellow) over the major
part of the surface. The difference is most pronounced for large amplitudes of a−, i.e.
during the pulse. The purple eigenvalue is only comparable with the dominating pair
(orange, yellow) along the line |a−| = 0. However, even in this case the eigenvalue
is only approaching zero, but is never becoming positive. Because of the very small
real parts of these eigenvalues, the contribution from the corresponding eigenvectors
decays very quickly and becomes negligible in reconstruction of the state vector. This
decay is observed in Fig. 3.3 during the initial transition stage. During this stage, the
three eigenvalues decay very quickly and approach the surface. Once the surface is
reached by the state vector, the state is confined to the surface, and it can be entirely
described using two degrees of freedom, as found in Fig. 3.3. As a consequence, we
show the eigenvalues in the vicinity of the top two eigenvalues in the rest of Fig. 3.4.

In Fig. 3.4(e),(f),(g),(h),(i), we show the instantaneous eigenvalues along the green
trajectory during (e), (f) the latter transition stage and (g), (h) in the vicinity of the
pulse. In both cases, we show the pulse power in the straight port (dashed green line)
with the corresponding scale on the right axis. The pulse power is expressed as [172]:

P+(t) = 2ε0nc(|s
−
2 (t)|2 = 2ε0nc |A+(t) + PA−(t)|2 . (3.20)

Figure 3.4(e), (f) shows the instantaneous eigenvalues in the later transition during,
i.e. when the periodic orbit is approached. Particularly, the 3rd eigenvalue reaches an
increasingly larger value with each period and eventually interacts with the 2nd largest
eigenvalue (yellow), but still stays negative. Furthermore, Fig. 3.4(g),(h),(i) shows the
eigenvalues in a close vicinity of the pulse. It is found that for low pulse power when
|a−| ≈ 0, the top three eigenvalues (orange, yellow, purple) are purely real while one of
the eigenvalues (orange) is slowly increasing. Once the limiting value of nw is reached,
the pulse power increases and the real parts of the top two eigenvalues increase rapidly,
collapse at the exceptional point and undergo a transition from being purely real
to a pair of complex conjugate eigenvalues. Beyond the exceptional point, the real
part of these two eigenvalues decreases and reaches its minimum when the pulse has
reached its maximum power. As the power of the pulse decreases, the eigenvalues
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i)

Figure 3.4: (a), (c), (e), (g) Real and (b), (d), (f), (h), (i) imaginary parts of the instantaneous
eigenvalues of the matrix A. (a), (b), (c), (d) Bandstructure obtained for the surfaces obtained in
sec. 3.3. (b), (d) closer look on the eigenvalues with the largest real parts. (e), (g), (f), (h), (i)
the eigenvalues along the green dashed trajectory in Fig. 3.4(c), (d). (e), (f) show the eigenvalues
during the later transition stage. (g), (h), (i) show the eigenvalues in the vicinity of the single pulse.
The pulse power in the straight-port (dashed green line) is shown on the right axes, while the left
axes scale concerns all the other curves. (a), (b), (c), (d) The blue line indicates the contour of
exceptional points. The red line indicates the line when Re(λ) = 0, the black dot is the steady-state
eigenvalues. Since the system of equations is dimensionless, the eigenvalues are also dimensionless.
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cross another exceptional point and transition from a complex conjugate pair into two
purely real eigenvalues. Therefore, it is found that most of the pulse is bounded by
two exceptional points with positive/negative real parts at the beginning/end of the
pulse, respectively, and that the eigenvalues are in the broken phase within the pulse,
i.e. form a complex conjugate pair.

Interestingly, the eigenvalues undergo two more transitions at the exceptional points
as the real parts of the eigenvalues grow and approach zero, which is crossed only in
the middle of the cycle. Therefore, within a single loop at the periodic orbit, the state
crosses four exceptional points. This is particularly important observation for sections
3.4 and 3.5. In [195], it has been shown that a loop crossing an exceptional point can
be treated as a limiting case of an exceptional point being encircled. Furthermore, in
[192] it has been noted that when a periodic loop is made around an exceptional point,
then the eigenvectors are not periodic with the same period. It has been shown that
when an exceptional point is approached and the state evolves along a trajectory in
the diminishing vicinity of an exceptional point, the eigenvectors acquire a phase shift
of ±i [62, 136–138, 209]. Moreover, it has been demonstrated that while a two-fold
loop is enough for the eigenvalues to go back to the original state, it is a four-fold
that is required for the eigenvectors to recover the original case [130–132, 134, 135].
Therefore, in our case, the presence of four exceptional points along a single loop is
enforced by the periodicity of the system. Since the state is at the periodic orbit in
the self-pulsing regime, it has to cross four exceptional points or none within a single
cycle in order to remain periodic, i.e. after crossing all four exceptional points within
a loop, the state is back to the initial position and the cycle can commence again.

3.3.4 Reconstruction of the solution

In this section, we prove that the two eigenvectors corresponding to the two dominating
eigenvalues can span the whole phase space after the initial transition stage as the
contribution from the remaining eigenvectors decays rapidly. Here, we also prove and
present that after the initial transition stage, the original 5D model can be reduced to
only 1D in the limited region of the parameter space when the steady-state eigenvalues
are purely real and that the system evolves into 2D beyond the exceptional point
when the eigenvalues form a complex conjugate pair.

In Fig. 3.4, it has been found that there are at most two instantaneous eigenvalues
with positive real parts. Therefore, after the initial transition stage, the solutions of
Eqs. (3.14), (3.13b), (3.12) can be reconstructed solely in terms of the two eigenvectors
corresponding to the two dominating instantaneous eigenvalues; in the general form
the solutions are expressed as:

d
#»

ψ

dτ
= c1(τ) #»v1(τ) + c2(τ) #»v2(τ) (3.21a)

d2 #»

ψ

dτ2 = c1(τ)λ1(τ) #»v1(τ) + c2(τ)λ2(τ) #»v2(τ) (3.21b)

where #»v 1,2(τ), λ1,2(τ) are the instantaneous right eigenvectors and the instantaneous
eigenvalues of the stability matrix A, respectively, c1,2(τ) are the amplitudes of the
corresponding eigenvectors. The amplitudes c1,2(τ) can be retrieved from the solution
d

#»

ψ(τ)/dτ using the left eigenvectors as: c1,2 = #»wT1,2(τ)d #»

ψ(τ)/dτ . The left and right
eigenvectors follow the normalization #»wTi

#»vj = δij . Therefore, based on Eqs. (3.21) it
is seen that only two instantaneous eigenvectors are needed to span the whole phase
space, which is confined to the curved surface after the initial transition stage.

From Eq. (3.21) it follows that the instantaneous eigenvectors can be interpreted
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on the velocity level. Similarly, the instantaneous eigenvalues can be interpreted on
the acceleration level of the model. For instance, it is found in Fig. 3.4(g) that within
the pulse, when the top two eigenvalues form a complex conjugate pair and Re(λ) = 0,
the acceleration of the state is zero, the velocity of the state d #»

ψ(τ)/dτ is the largest
and the pulse power is increasing linearly. Furthermore, the imaginary part of the
instantaneous eigenvalue can be related to the width of the pulse. Just before the
peak of the pulse, the imaginary part reaches its maximum, see Fig. 3.4(h). When
one takes the inverse of the maximum imaginary part to calculate the time period,
it is found to correlate with the pulse width. The maximum Im(λ) corresponds to
approximately twice the width of the pulse at half of the pulse power.

Subsequently, we prove that the two eigenvectors can be used to span the whole
phase space of the laser after the initial transition stage. This is done by demon-
strating that the two eigenvectors can be used to approximate the two tangential
vectors to the surface pointing along the coordinate lines, nw and |a−|. We start by
considering tangential vectors to a surface z = f(x, y) along the parametric curve
parameterized with t. The parametric curve on this surface has a vector equation
r(t) = {x(t), y(t), z(t)}. The tangent vector to the surface along this curve is known
to be r′(t) = {x′(t), y′(t), z′(t)}, where z′(t) = ∇f · #»u , #»u = {x′(t), y′(t)}.

Similarly, in our case, we can determine the tangential vectors to the surfaces
approximated by the polynomials, Eq. (3.17). The tangential vectors to these surfaces
along the dynamic trajectory are expressed as:

#»r ′i(τ) =
{
d|a−|
dτ

,
dnw
dτ

,

{
d

#»

ψ

dτ

}
i

}
, (3.22)

where i indicates each surface of the state vector #»

ψ(τ). The velocity vector in Eq.
(3.22) can be expressed as:

d
#»

ψ

dτ
= ∂

#»

ψ

∂|a−|
d|a−|
dτ

+ ∂
#»

ψ

∂nw

dnw
dτ

. (3.23)

We can decompose the tangential vector to the surface along the parameterized
trajectory into a linear combination of the two tangential vectors pointing in the
direction of the coordinate lines, nw and |a−| as:

#»r ′1 =
{

1, 0, ∂
#»

ψ

∂|a−|

}
, #»r ′2 =

{
0, 1, ∂

#»

ψ

∂nw

}
, (3.24)

Therefore, we observe in Eq. (3.22) that the tangential vectors along the dynamic
trajectory are expressed in terms of the components of the velocity vector which can
be expanded in terms of the eigenvectors, Eq. (3.21). Thus, the two eigenvectors can
be used for the reconstruction of the solution as long as the two tangential vectors,
Eq. (3.24), are approximated by them. As found in Fig. 3.4, the eigenvalues, and
thus the corresponding eigenvectors, are either real or form complex conjugate pairs.
In order to be able to compare these eigenvectors with the tangential vectors in Eq.
(3.24), we linear combine the eigenvectors to point along the coordinate lines as:[

#»v ′1
#»v ′2

]
=
[
v12 v14
v22 v24

]−1 [
v12 v14 v11 v12 v13 v14 v15
v22 v24 v21 v22 v23 v24 v25

]
(3.25)

where #»v 1 and #»v 2 are the original eigenvectors and the second number in the subscript
indicates the corresponding components. The resultant vectors #»v ′1 and #»v ′2 are purely
real and point along the nw and |a−| coordinate lines. These vectors are plotted
over the whole surfaces in Fig. 3.5. Note that the vectors #»v ′1 and #»v ′2 have seven
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(a)

(b) (c)

Figure 3.5: The vectors #»v
′
1,2 plotted on the three surfaces, (a) nc, (b) ∆φ, (c) |a+|.

components, first two correspond to the coordinates nw and |a−|, while one out of
five consecutive components has to be picked for each surface. We scale these vectors
by the spacing between each position for which they are computed. This is done
in order to avoid an overlap of them and create a square grid pattern. If these
vectors create a perfect grid, it means that they perfectly approximate the tangential
vectors, Eq. (3.24). It is found that the vectors #»v ′1 and #»v ′2 very well approximate
the tangential vectors to the surfaces. Small discrepancy is only visible along the line
|a−| ≈ 0. This is explained by the third (purple) eigenvalues becoming comparable
with the two dominating eigenvalues along this line. However, it does not influence
the approximation over the rest of these surfaces. Therefore, we conclude the solution
can be successfully reconstructed in terms of the two eigenvectors and the two degrees
of freedom picture is justified. Additional consistency checks/verifications of the
two-dimensional picture are discussed in Appendix B. Therefore, the system of five
differential equations can be reduced to only two differential equations describing
the dynamics of nw and |a−|. Once nw and |a−| are known, we can determine the
remaining three dimensions from the established surfaces. Therefore, the simplified
2D model is expressed as:

d|a−(τ)|
dτ

= V2(|a−(τ)|, nw(τ)), (3.26a)

dnw(τ)
dτ

= V4(|a−(τ)|, nw(τ)), (3.26b)

The simplified system in Eq. (3.26) can be obtained in two ways either by 1)
taking the two differential equations for |a−| and nw from the set of equations in Eq.
(3.18) and approximating the remaining degrees of freedom by polynomials or 2) by
approximating the velocity surfaces d|a−|/dτ and dnw/dτ by polynomials and solving
the set of differential equations. Both methods give similar results depending on the
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accuracy of the polynomial approximation.
Finally, we note that there exists a region in the parameter space (∆ωc, Jc) in

which even a 1D model is sufficient, after the initial transition stage, to describe the
laser dynamics which were originally modeled by a 5D system. Figure 3.2 shows that
when ∆ωc is largely negative, the two dominating steady-state eigenvalues undergo a
phase transition from a complex conjugate pair (the broken phase) to the two purely
real eigenvalues (the symmetric phase). Then, the relaxation oscillations of the laser
ceases to exist, and the laser immediately adjusts its trajectory when it experiences
any perturbations, e.g. modulation of ∆ωc. Furthermore, it is observed that one of
the steady-state eigenvalues (red) rapidly decreases, while the other one increases
and approaches zero. Once it is very close to zero, the lasing mode (ωs, Ns) ceases
to exist due to collision of the stable mode with an unstable one [112]. However,
within this small region of (∆ωc, Jc) values, i.e. for −2.05γT < ∆ωc < −1.72γT , the
single eigenvalue dominates. Based on the analysis above, it is clear that in this case
the velocity vector d #»

ψ(τ)/dτ could be expanded solely into a single instantaneous
eigenvector corresponding to the dominating eigenvalue after the transition stage.
Then, a single differential equation could be used to describe the laser dynamics after
the transition stage. Therefore, the system evolves from the 1D to the 2D system as
∆ωc increases and crosses the exceptional point for steady-state eigenvalues.
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3.4 Origin of the Fano laser instability

This section elaborates the subject included in the journal paper [P4]. We use the
simplified model, Eq. (3.26), to explain the origin of the laser instability in a region
of the parameter space (∆ωc, Jc) when all steady-state eigenvalues have negative real
parts and thus suggest the stable operation of the laser. This instability has been
observed in [172], but has not been explained. Here, we associate the unknown origin
of instability with a new unstable periodic orbit separating the stable steady-state
from the stable periodic orbit. Moreover, we have classified the bifurcation standing
behind the two orbits and the steady-state as a generalized Hopf (Bautin) bifurcation.
In the studied case, we set ∆ωc = 0.52γT and Jc = 1.2Jthr, unless stated otherwise.

3.4.1 Detection of periodic orbits

We start the analysis searching for periodic orbits in the phase space of the Fano laser.
This is done by solving a simplified model of the two differential equations for varying
initial conditions and observing a change in the position of the state vector after a
single period. We chose the initial condition as follows: 1) |a−| is constant and equal
to the value at steady-state point and 2) we only vary nw over the whole phase space.
The initial conditions are varied along the purple line in Fig. 3.6(a). For each initial
condition along the purple line, we compute the trajectory by solving Eq. 3.26 up
to the point when |a−|(T ) = |a−|(0), where T is the time required for it to happen.
Afterwards, we evaluate the change in nw as ∆x = nw(0)− nw(T ) and show it in Fig.
3.6(b). When the change ∆x is zero it means that after the time T the state is at
the same position and thus the laser has been initialized at a steady-state point or a
periodic orbit. On the other hand, if the change ∆x is nonzero, then it means that
the state is approaching or leaving either a periodic orbit or a steady-state.

Figure 3.6(b) shows that the curve has five crossings with zero, these crossings
are marked with two pairs of blue, red dots and a single black dot, which represents
a steady-state. The pairs of blue and red dots mark two periodic orbits. The outer
periodic orbit (blue) is known to become stable when the pair of complex conjugate
eigenvalues crosses the imaginary axis and their real parts become positive [172]. It
arises as a consequence of Hopf bifurcation. However, it does not explain bifurcation
of two periodic orbits and an equilibrium point when all steady-state eigenvalues have
negative real parts. Moreover, Fig. 3.6(a) shows that the outer periodic orbit can be
reached despite the steady-state being stable and attracting the state. Therefore, we

(a) (b)

Figure 3.6: (a) Figure showing a single cycle of several trajectories (various colours) initialized
along the purple line. The initial states are indicated with dots. (b) ∆x = nw(0)− nw(T ) over one
cycle, where T is the time of a single cycle. The pairs of red and blue dots indicate the periodic
orbits, the black dot indicates the steady state; the initial states are along the purple line in (a).
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have found an additional periodic orbit in the phase space. This orbit separates the
known outer periodic orbit from the stable steady-state.

3.4.2 Stability of the orbits

In the following, we use the simplified model, Eq. (3.26), to determine the stability
of the newly found periodic orbit as well as the outer periodic orbit. Stability of the
periodic solutions can be evaluated using Floquet multipliers [202, 210]. Floquet mul-
tipliers are defined as eigenvalues of the fundamental solution matrix Φ(τ) evaluated
at τ equal to T which is the period of the orbit. Φ(τ) is a matrix whose columns are
the linearly independent solutions of Eq. (3.14) [202, 210]. Eq. (3.14) can be written
as d #»v (τ)/dτ = A(τ) #»v (τ), and solved for #»v with #»v (τ) = d

#»

ψ(τ)/dτ . Matrix Φ(τ) is
a fundamental solution matrix of d #»v (τ)/dτ = A(τ) #»v (τ) only if it satisfies [202, 210]:

dΦ(τ)
dτ

= A(τ)Φ(τ). (3.27)

Additionally, if Φ(τ) satisfies Φ(0) = I, then the solution to the system d #»v (τ)/dτ =
A(τ) #»v (τ) can be propagated directly from the initial condition as:

#»v (τ) = Φ(τ) #»v (0), (3.28)

where #»v (0) = d
#»

ψ/dτ
∣∣
τ=0. It is seen in Eq. (3.28), that if the model is initialized

at #»v (0) which corresponds to the periodic orbit or the steady-state point, and the
fundamental solution matrix Φ(T ) is evaluated at T , then #»v (T ) = Φ(T ) #»v (0) and
#»v (T ) = #»v (0). Fundamental solution matrix Φ(τ) evaluated at τ = T , Φ(T ), is called
a monodromy matrix and its eigenvalues determine whether the state will approach or
be repelled from the periodic orbit upon a small perturbation of the initial conditions
from the ones at the orbit. This conclusion is directly related to the origin of the
monodromy matrix. One may consider how much the trajectory will be displaced after
one period T when its initial condition is slightly perturbed from the periodic orbit.
Mathematically speaking δ #»

ψ(T ) = #»

φ(T ; #»

ψ0 + δ
#»

ψ0)− #»

φ(T ; #»

ψ0), where #»

φ(τ ; #»

ψ0) is
the state vector after time τ when the system was initialized at #»

ψ0 [202]. Then up to
a first order approximation, the displacement δ #»

ψ(T ) is given by:

δ
#»

ψ(T ) = ∂
#»

φ (T ; #»

ψ0)
∂

#»

ψ0
δ

#»

ψ0. (3.29)

Equation (3.29) describes the variation of the solution with respect to the initial
conditions. In fact, ∂ #»

φ (T ; #»

ψ0)/∂ #»

ψ0 is a definition of a monodromy matrix and it can
be shown to be the same as Φ(T ). This is done by differentiating Eq. (3.13b) with
respect to #»

ψ0 and using linearity of a differentiation operator, then we obtain:

d

dt

(
∂

#»

φ

∂
#»

ψ0

)
= ∂

∂
#»

φ

(
V ( #»

φ )
)
∂

#»

φ

∂
# »

ψ0
. (3.30)

By setting ∂ #»

φ/∂
#»

ψ0|τ=0 = I and comparing with Eq. (3.27), we conclude that
∂

#»

φ(T ; #»

ψ0)/∂ # »

ψ0 = Φ(T ) is the monodromy matrix. Eigenvalues of the monodromy
matrix λf (Floquet multipliers) have the following properties [210]:

Φ(nT ) #»Ψ = λf (nT ) #»Ψ, Φn(T ) #»Ψ = λnf (T ) #»Ψ, (3.31a)

Φ(nT ) = Φn(T ), λf (nT ) = λnf (T ), (3.31b)
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where #»Ψ is an eigenvector of the monodromy matrix Φ(T ). Therefore, similarly as in
the stability analysis in the vicinity of the steady-state solution, we can expand the
displacement δ #»

ψ0 into the eigenvectors of the monodromy matrix #»Ψ. Then from Eq.
(3.29) it is seen that if the eigenvalues λf lie within the unit circle, then δ #»

ψ(T ) tends
to zero and the orbit is stable as the state will be attracted to it. On the other hand,
when the eigenvalues λf are outside the unit circle, then the displacement will grow
with each cycle, i.e. the state will be repelled from the orbit as the orbit is unstable.

Therefore, the essential step in the assessment of the stability of the orbit is the
computation of the monodromy matrix Φ(T ). This is done using Eq. (3.27) and
solving it for the fundamental solution matrix Φ(τ). We solve the simplified 2D model,
Eq. (3.26), for the initial conditions at each orbit. Then we feed these trajectories
into the 2-by2 A(τ) matrix and solve four differential equations for each entry of the
fundamental solution matrix Φ(τ) simultaneously requiring that Φ(0) = I. Once
Φ(τ) is known, we evaluate it at the corresponding T of the periodic orbit, which is
known from the data required to obtain Fig. 3.6(b), and compute the eigenvalues of
the monodromy matrix. These eigenvalues are shown in Fig. 3.7.

Floquet multipliers of the outer periodic orbit (blue) in Fig. 3.6(b) are found to lie
at the unit circle and within it, very close to the centre of the coordinate system. We
note that one of the Floquet multipliers is always equal to +1, and the corresponding
eigenvector is tangential to the orbit [202]. This is a neutral stability of the orbit
allowing for a drift along the periodic orbit. Therefore, we conclude that the outer
orbit is stable even in the case when all steady-state eigenvalues have negative real
parts and the two orbits are present within the phase space. On the other hand, Fig.

(a) (b)

(c)

Figure 3.7: Floquet multipliers obtained for (a) the outer orbit (blue in Fig. 3.6), (b) the inner orbit
(red in Fig. 3.6), (c) the steady-state (black in Fig. 3.6). Obtained for ∆ωc = 0.52γT , Jc = 1.2Jthr.
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3.7(b) shows that the inner periodic orbit (red) in Fig. 3.6(b) is unstable, as one
of the multipliers has crossed the unit cycle along the positive axis and is found at
λf = 2.31. The other one, similarly as in the previous case, is exactly at +1 indicating
the possibility of the drift along the orbit. The steady-state is known to be stable,
however, it is interesting to observe that the Floquet multipliers are within the unit
circle, but are approaching its border and none of them is at +1 as it is not an orbit.

Furthermore, Floquet multipliers provide an additional information about the
nature of the instability, e.g. 1) when real eigenvalues cross the unit circle at −1, it
represents period-doubling bifurcation, 2) when real eigenvalues cross the unit circle
at +1, it represents exchange of instability [211]. In fact, it is found that as ∆ωc
decreases, the new unstable periodic orbit increases in size. Eventually, it collides
with a stable periodic orbit and annihilates it; then only the stable steady-state is
left in the phase-space. It is confirmed in Fig. 3.8(a),(b) which shows the numerically
evaluated change ∆x in nw as well as the Floquet multipliers for the steady-state
when ∆ωc = 0, just after annihilation of the orbits. Only a single crossing with zero
is found in Fig. 3.8(a) proving that there are no orbits in the phase space. If ∆ωc
increases, the unstable periodic orbit decreases in size. Eventually, it collides with
the stable steady-state and the stability of the steady-state is changed as it becomes
unstable. It is confirmed in Fig. 3.8(c),(d),(e) which shows ∆x(nw) as well as the
Floquet multipliers for the periodic orbit and the steady-state when ∆ωc = 1.52γT ,
just after the stability of the steady-state has been changed. Three crossings with
zero are found in Fig. 3.8(c) proving that there is a single orbit in the phase space
and an equilibrium point. Interestingly, Fig. 3.8(d) shows a complex conjugate pair
of eigenvalues crossing the unit circle. This might indicate the existence of a more
complicated source of instability, i.e. Neimark-Sacker bifurcation [211], which might
require investigation of Floquet multipliers of the original 5D system of equations.

We note that the behaviour of the stability exchange of the equilibrium point
(steady state) and annihilation of the orbits upon an external parameter variation,
∆ωc, is a signature of Bautin bifurcation, which is also known as generalized Hopf
bifurcation [181, 182]. Bautin bifurcation is characterized by a bifurcation of two
periodic orbits of opposite stability and an equilibrium point [181, 182].

Finally, we note that the stability of the orbits can also be assessed based on Fig.
3.6. Consider the red dots in Fig. 3.6(b); they correspond to the unstable periodic
orbit occurring at the initial position #»

ψ0. If the initial displacement is negative −δ #»

ψ0,
the displacement after one cycle is found in Fig. 3.6(b) to be also negative −δ #»

ψ(T ).
If the initial displacement is positive δ #»

ψ0, the displacement after one cycle is found in
Fig. 3.6(b) to be also positive δ #»

ψ(T ). Thus, we can never return to the initial position
at the orbit upon a small initial perturbation δ

#»

ψ(T ). Therefore, the new orbit is
unstable. On the other hand, if the blue dots in Fig. 3.6(b) are considered. It is
found that upon a positive/negative initial displacement, we observe negative/positive
displacement after one period, respectively. Thus, the state is always attracted back
to the stable periodic orbit upon a small initial perturbation.

Therefore, using the simplified 2D model, we have detected the orbit which has
not be found before. We have assessed stability of the orbits using Floquet multipliers.
We have classified the bifurcation standing behind the two orbits and the steady-state
point as Bautin bifurcation. We have found that upon an external parameter variation,
∆ωc, the two orbits may annihilate or the stability of the steady-state may exchange;
it is a signature of Bautin bifurcation. We explained the unknown origin of the
laser instability when all steady-state eigenvalues have negative real parts. The new
unstable orbit separates the stable steady-state from the stable orbit. If the model is
initiated outside/inside the inner unstable orbit, the state is repelled from the unstable
orbit and is attracted towards the stable orbit or the stable steady-state, respectively.
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(a) (b)

(c)

(d) (e)

Figure 3.8: Stability analysis. (a), (b) ∆ωc = 0γT , Jc = 1.2Jthr and (c), (d), (e) ∆ωc = 1.52γT ,
Jc = 1.2Jthr. (a), (c) Numerically evaluated ∆x = nw(0)− nw(T ) over one cycle of the trajectory.
(b), (d), (e) Floquet multipliers obtained for (b), (d) the steady-state and (e) the periodic orbit.
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3.5 Non-Hermitian Dynamics

In this section, using the simplified model we investigate non-Hermitian dynamics of
the model. Particularly, using the general framework of [88], we identified that the
intervals of the solution following the adiabatic prediction are abruptly interrupted by
nonadiabatic transitions due to presence of the instantaneous exceptional points.

3.5.1 Quasiadiabaticity

When the laser is in the self-pulsing stage, all variables described by the dynamical
model, Eq. (3.12), vary in the self-modifying manner and are described by a dynamic
trajectory making consistent loops in the phase space, Fig. 3.4. Behind the periodic
behaviour stands the nonlinear interaction between the carrier densities and the fields
in the waveguide and the cavity. We emphasize that the periodic motion does not
require any external variation of the laser parameters such as pump power or cavity
detuning. In the previous sections, we have observed four phase transitions (symmetric
↔ broken phase) at each of the four exceptional points crossed within one cycle in the
phase space. In [195], it has been shown that the loop in the parameter space crossing
an exceptional point is the limiting case of a dynamic encircling of an exceptional point.
Furthermore, the presence of non-Hermiticity in the system prevents application of the
adiabatic theorem and leads to non-adiabatic transitions [88]. This results in a chiral
behaviour of the system as the final state depends solely on the direction of encircling
[78, 98, 100, 190–196]. These observations have led to many fascinating phenomena.
However, the complexity of the problem calls for a delicate and comprehensive analysis.
Here, we employ a generalized framework for the analysis of the dynamical phenomena
associated with crossing of exceptional points [88].

As proved in sections 3.3.3, 3.3.4, the velocity vector d #»

ψ/dτ can be expanded in the
instantaneous eigenvectors corresponding to the two dominating eigenvalues with the
largest real parts, Eq. (3.21). The corresponding amplitudes of the eigenvectors can
be reconstructed from the velocity vector using the left instantaneous eigenvectors as
c1,2 = #»wT1,2(τ)d #»

ψ(τ)/dτ . Due to the system being non-Hermitian, the left #»w and the
right #»v instantaneous eigenvectors form a biorthogonal eigenbasis, i.e. #»wTi

#»v j = δij .
Additionally, in order to ensure that the biorthogonal eigenbasis is uniquely defined
for the given initial condition, an additional condition for the parallel transported
eigenbasis is enforced, i.e. #»wT1,2(τ) #»v ′1,2(τ) = 0, where the prime denotes the derivative
with respect to τ [212, 213]. Parallel transported eigenbasis allows to avoid evaluation
of the geometric phase in the evolution of the amplitudes c1,2 under the adiabatic
prediction which can be expressed as [88, 213]:

cad
1,2(τ) = c1,2(0)e

´ τ
0 λ1,2(τ ′)dτ ′ (3.32)

In Fig. 3.9(a), (b) we compare the eigenvector populations |c1,2|
2 with the adiabatic

prediction |cad
1,2|

2 in the case of the non-Hermitian dynamics in the self-pulsing stage.
The model is initiated at the periodic orbit, just after the pulse has been released and
the initial eigenvector populations are equal. Figure 3.9(a), (b) shows |c1,2|

2 along the
dynamic trajectory over the whole period and in the vicinity of the pulse, respectively.

In a non-Hermitian system, the adiabatic condition ensures adiabaticity only for
the least dissipative eigenvector i.e. the one with the greatest Re{

´ τ
0 λ1,2(τ ′)dτ ′} [88].

The adiabatic condition is expressed as:

ε1,2(t) =

∣∣∣∣∣T
−1 #»wT1,2(τ) #»v ′2,1(τ)
λ2,1(τ)− λ1,2(τ)

∣∣∣∣∣ << 1. (3.33)
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We note that normally this condition can always be satisfied for an appropriate
time T which is the time taken to perform the loop in the parameter space. However,
our case is different from the usual cases, as we do not have a control over T . It is a
fixed parameter determined by the periodic orbit. In the present case, the condition
in Eq. (3.33) is found to be satisfied everywhere except of exactly at the exceptional
points and in the middle of the cycle, i.e. between the pulses when t ≈ 0.22ns in Fig.
3.9(a). Therefore, since we initiated the model when |c1|

2 = |c2|
2, the population

|c1,2|
2 will follow the corresponding adiabatically predicted |cad

1,2|
2 when it is largest.

It is confirmed in Fig. 3.9(a),(b) that as long as |cad
2 (τ)|2 (dashed magenta) is

largest, |c2(τ)|2 (solid purple) follows the adiabatic prediction. It is |c1(τ)|2 that
exhibits a nonadiabatic jump ( #»v 1 → #»v 2) and #»v 1 coalesces with #»v 2 at the first
exceptional point, t ≈ 0.22ns. Then, the eigenvectors undergo a phase transition and
form a complex conjugate pair. At the second exceptional point, the eigenvectors
transition back to the two purely real eigenvectors again. Then, the populations
|c1,2(τ)|2 are no longer identical, and |c1(τ)|2 transitions back to the populations
following the adiabatic prediction. We note that in the simplified 2D model the pair of
the exceptional points in the middle of the cycle is very closely spaced and only a dip in
|c1(τ)|2 is observed. The adiabatic condition is not satisfied at the exceptional points
and hardly satisfied inbetween them. Therefore, in order to draw more conclusions
regarding the first pair of exceptional points, one should investigate the full 5D system.

On the other hand, the adiabatic condition is satisfied beyond the pair of exceptional
points at t ≈ 0.22ns. In Fig. 3.9(a) it is found that when |cad1 (τ)|2 becomes the greatest,
adiabaticity for |c2(τ)|2 is no longer guaranteed, t ≈ 0.42ns. It is found that |c2(τ)|2

follows the adiabatic prediction |cad2 (τ)|2 up until 0.48ns. However, beyond 0.48ns,
the discrepancy between |c2(τ)|2 and the adiabatic prediction rapidly increases, and
a sudden nonadiabatic transition ( #»v 2 → #»v 1) is observed. It is emphasized that
the nonadiabatic transition has occurred just before the pulse has been released.
Interestingly, in the second half of the period, before the pulse is released, the
eigenvectors #»v = (∂τ |a−(τ)|, ∂τnw(τ)) can be approximately expressed as #»v 1 ≈ (1, 0)
#»v 2 ≈ (0, 1). Thus, it is not surprising that ( #»v 2 → #»v 1) before the pulse is released
as |a−(τ)| changes the most rapidly as the pulse is released. Then, the eigenvectors
coalesce at the third exceptional point and form a complex conjugate (broken phase)
pair beyond it. The populations |c1,2(τ)|2 are identical within the broken phase and
are found to approximately match the adiabatic prediction in the vicinity of the pulse.
At t ≈ 0.52ns, the eigenvectors coalesce at the 4th exceptional point and transition
back to the two purely real eigenvectors beyond it. The populations |c1,2(τ)|2 are
no longer identical as the eigenvectors transition to the original scenario from the
beginning of the cycle. The nonadiabatic transition observed here is a signature mark
of the non-Hermitian dynamics. As also found here, the adiabatic theorem generally
does not hold in non-Hermitian systems since even negligible nonadiabatic couplings
between the eigenvectors can be amplified [88].

3.5.2 Relative nonadiabatic transition amplitudes

Here, we investigate the nonadiabaticity of the solution by considering the fundamental
solution matrix Φ(τ), which contains the full dynamics of the system, Eq. (3.28). When
the dynamics perfectly follow an adiabatic prediction, the instantaneous eigenvectors
are completely decoupled ( #»wT1,2(τ) #»v ′2,1(τ) = 0) [88]. In this case, Φ(τ) is a diagonal
matrix [88]. However, even small coupling between the eigenvectors ( #»wT1,2(τ) #»v ′2,1(τ) 6=
0) leads to significant off-diagonal entries in Φ(τ) through Eq. (3.27) and thus
singularly perturbs the system [88]. Then, as we have shown above, the solution
cannot be obtained from the adiabatic prediction [88].
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(a) (b)

(c) (d)

(e) (f)

Figure 3.9: The eigenvector populations |c1(τ)|2 (orange, solid line) and |c2(τ)|2 (purple, solid line)
together with the corresponding adiabatic predictions, |cad

1 (τ)|2 (yellow, dashed line) and |cad
2 (τ)|2

(magenta, dashed line) over (a) the whole period and (b) close to the pulse. (c), (d) |R1(τ)| (orange)
and |R2(τ)| (purple) over (c) the whole period and (d) close to the pulse. |a−(τ)| (red, dashed line)
marks the position of the pulse (scale on the right y-axis). In (e), (f) |R1,2(τ)| are compared with the
instantaneous fixed points of Eq. (3.35), stable and unstable fixed points are blue/red, respectively.

In order to investigate the nonadiabatic character of the fundamental solution
matrix Φ(τ), we compute the relative nonadiabatic transition amplitudes [88, 192]:

R1(τ) = Φ21(τ)
Φ11(τ) , R2(τ) = Φ12(τ)

Φ22(τ) , (3.34)

which are shown in Fig. 3.9(b), (c), (d), (e). The transition amplitudes R1,2 charac-
terize the amount of nonadiabaticity in the solution and can be used to investigate
dynamical phenomena associated with exceptional points [88]. For instance, the
transition amplitude R1(τ) measures the magnitude of the net nonadiabatic transition
from #»v1(τ) to #»v2(τ), while R2(τ) measures the transition from #»v2(τ) to #»v1(τ). If
R1,2(τ) << 1 then it indicates that the corresponding amplitude of the eigenvector
c1,2 follows an adiabatic prediction. On the other hand, when R1,2(τ) >> 1 then the
nonadiabatic transition took place. It can be shown that the transition amplitudes
R1,2 are the solutions of the Riccati equation [88]. In [88], the Riccati equation is
presented for the simplified hypothetical case, here we have derived a general formula
which is used in the following investigations:
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R′1 = −A12R
2
1 + (A22 −A11)R1 +A21, (3.35a)

R′2 = −A21R
2
2 + (A11 −A22)R2 +A12. (3.35b)

The initial condition is R1,2(0) = 0 and follows from the initial conditions for Eq.
(3.27). The Riccati equations, Eq. (3.35), are first order differential equations which
are quadratic in its unknown function. Therefore, it has two steady-state solutions
(fixed points) (R′1,2 = 0) which can be found by searching for roots of Eqs. (3.35).
These fixed points are shown in Fig. 3.9(e), (f) with dashed lines. The fixed point close
to the origin of the complex plane (R ≈ 0) corresponds to the adiabatic prediction,
Rad, then nonadiabatic transition are not present. The fixed point away from the
origin (R >> 0) corresponds to the nonadiabatic transition, Rnad. Subsequently,
we perform the stability analysis of the two equations in the vicinity of the fixed
points. This is done by linearization of the quadratic equations by differentiating both
equations and evaluating them at a fixed point. If the resulting value is negative, any
perturbation from the fixed point decays exponentially towards the fixed point, the
fixed point is stable. If the resulting value is positive, the solution will diverge away
from the fixed point, which is, thus, unstable. The stability is found to be governed by
the difference of the real parts of the instantaneous eigenvalues (λ1 − λ2), if positive,
then Rad

2 , Rnad
1 are unstable, if negative, Rad

2 , Rnad
1 are stable. The stability of the

fixed points is marked in Fig. 3.9(e),(f) with blue (stable) and red (unstable) colours.
We note that the stability of the two fixed points is neutral at each of the exceptional

points as well as in the broken phase, i.e. when the eigenvalues form a complex
conjugate pair. Furthermore, the stability of the fixed points swaps after each pair
of the exceptional points. For instance, Rad

2 , Rnad
1 become unstable and Rnad

2 , Rad
1

become stable after the first pair of exceptional points (t ≈ 0.81ns), see Fig. 3.9(e),(f).
The fixed points Rad

1,2 and Rnad
1,2 coalesce at the exceptional points. Interestingly, in

the broken phase Rad
1 , Rnad

1 and Rad
2 , Rnad

2 form neutrally stable complex conjugate
pairs amplitudes of which are smaller/larger (0.1/10) than 1, respectively.

It is found in Fig. 3.9(e),(f) that the solution R1, R2 (orange and purple, respec-
tively) still follows Rnad

1 , Rad
1 after t ≈ 0.8ns and does not immediately transition to

Rad
1 , Rnad

2 when Rnad
1 , Rad

2 become unstable. Therefore, there is a certain delay time,
between loss of stability and nonadiabatic transition, which is seen to be approximately
equal to half of the period. Very similar behaviour has been observed in the simple,
hypothetical model in [88], and here we observe it in the dynamic model of the self-
pulsing Fano laser. After the certain delay time of the stability loss, the nonadiabatic
transition occurs, and the stability of the fixed points become neutral. Then, we have
|R1| << 1 and |R2| >> 1 which indicates that the nonadiabatic transition for ( #»v 2
has occurred ( #»v 2 → #»v 1). The solution passes through a degenerate bifurcation while
the state is in the broken phase and the pulse is released. In this case, the fixed points
are the center and are neither unstable, nor stable. After the last exceptional point
in the cycle, R1, R2 follow stable Rnad

1 , Rad
2 , which increase/decrease, respectively.

It indicates that another transition has occurred ( #»v 1 → #»v 2) and the system has
recovered its original state from the beginning of the cycle. The delay in the stability
is known as the phenomenon of stability loss delay and arises due to degenerate Hopf
bifurcation [88]. We note that there is some discrepancy between the solution R1, R2
and the instantaneous fixed points being followed (marked with the dashed lines), but
it is still clearly seen when the nonadiabatic transition occurs.

It is noted that R1, R2 in the first cycle differ considerably from the transition
amplitudes observed later on. This is because of the high sensitivity to the initial
condition R1,2(0) = 0, which is far from Rad(0) [88]. However, after a single cycle, the
system approaches the unique relaxation oscillation found in Fig. 3.9(c).
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(a) (b)

(c) (d)

Figure 3.10: (a), (c) Real and (b), (d) imaginary parts of the eigenvalues of the 2D and 5D systems
over one period, respectively. (a),(b)|a−(τ)| (red, dashed line) and (c),(d) power in the straight-port
(green, dashed line) mark the position of the pulse (scale on the right y-axis). Insets in (a),(c) show
real parts of the eigenvalues close to the crossing in the middle of the cycle.

We finish this section with a comment on the nonadiabatic behaviour in the vicinity
of the pair of the exceptional points inbetween the pulses. In Fig. 3.10, we show the
instantaneous eigenvalues of (a), (b) the simplified 2D system and (c), (d) the full 5D
system. Generally, it is found that the pair of the dominating eigenvalues with the
largest real part is recovered in the 2D system. However, away from the pulse, the
second eigenvalue differs from the second largest eigenvalue of the full system. It is
found to inherit some of the features of the eigenvalue with the third largest real part
(purple) of the full system. Particularly, in Fig. 3.10(a) the difference between the
real parts of the top two eigenvalues is much larger after the broken phase than in Fig.
3.10(c). Furthermore, in Fig. 3.10(a), (b) the second pair of the exceptional points
does not appear shortly after the first one, but it is found in the middle of the cycle
where the first and the third largest eigenvalues interact in the full system, see Fig.
3.10(c). Finally, the time-spacing between the second pair of the exceptional points is
extremely small, see inset in Fig. 3.10(a). The adiabatic condition is not satisfied in
the vicinity of this crossing. Thus, the analysis presented above cannot be used to
explain the nonadiabatic character of #»v 1 in the middle of the cycle, i.e. inbetween the
pulses. The analysis of the 5D system is needed to explain this behaviour. However,
the analysis presented above is applicable over the remaining part of the cycle.

Therefore, we have demonstrated that the intervals of the solution following the
adiabatic prediction are interrupted by abrupt nonadiabatic transitions at the periodic
orbit. These transitions have been observed just before/after the pulse is released. We
have described the nonadiabatic character of the non-Hermitian dynamics in terms of
the relative nonadiabatic transition amplitudes. We have derived a general Riccati
equations governing the dynamics of the transition amplitudes. Furthermore, we
analysed the stability of the Riccati equations and found that it is governed by the
difference of the instantaneous eigenvalues. We have also shown that the stability loss
of the transition amplitudes is delayed. To the best of author’s knowledge, this is
the first time when the nonadiabatic phenomena are observed in the complex Fano
laser system in which the exceptional points are crossed due to the self-modifying
behaviour, without any need for an external parameter variation.
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3.6 Summary

The first section 3.1 of the current chapter has introduced the subject as well as unveiled
our intentions and investigations that are going to be conducted. Subsequently, section
3.2 has introduced the dynamic model of the Fano laser, described its derivation and
presented it in the dimensionless form with the complex field envelopes A−/+(t) being
separated into its magnitudes |A−/+(t)| and phase difference ∆Φ(t) = Φ−(t)− Φ−(t).

Afterwards, section 3.3 have investigated the steady-state and the instantaneous
eigenvalues of the linearized dynamic model. It has been demonstrated and proved
that the laser dynamics are confined to a 2D phase space picture after the initial
transition stage which lasts only a few picoseconds. The pulse has been found to be
bounded by two exceptional points with positive/negative real parts before/after the
pulse, respectively. Four exceptional points are crossed within a single loop in the
phase space ensuring that eigenvectors and eigenvalues are periodic. Furthermore,
we have shown that after the initial transition stage the original 5D model can be
reduced to only 1D in the region of the parameter space (in our case, J = 1.2Jthr,
−2.05γT < ∆ωc < −1.72γT ). The system evolves into 2D at the exceptional point (in
our case, J = 1.2Jthr, ∆ωc = −1.72γT ).

In section 3.4, we have used the reduced 2D model to associate the unknown
source of laser stability with the new unstable periodic orbit, which separates stable
steady-state point from the stable periodic orbit. We have classified the bifurcation
standing behind the two orbits and an equilibrium point (steady-state) as a Bautin
bifurcation. We have found that upon an external parameter variation, ∆ωc, the
two orbits may annihilate or the stability of the steady-state may exchange; it is a
signature of Bautin bifurcation.

Finally, in section 3.5, using the general framework of [88], we have identified
that the intervals of the solution following the adiabatic prediction are interrupted
by abrupt nonadiabatic transitions at the periodic orbit. We have derived a general
Riccati equations governing the dynamics of the nonadiabatic transition amplitudes
and analysed their stability. We have also shown that the stability loss of the transition
amplitudes is delayed and happens just before the pulse is released. To the best of
author’s knowledge, this is the first time when the nonadiabatic phenomena are
observed in the complex Fano laser system in which the exceptional points are crossed
due to the self-modifying behaviour without any need for external parameter variation.







Chapter 4

Conclusion

In this study, we investigate novel phenomena such as BICs, Dirac cones and exceptional
points in PhC-based lasers. The work consists of two parts: 1) examination of the
relation between BICs and exceptional points in PhC slabs which led to the design of
small, high Q-factor PhC resonators; 2) reduction of the 5D dynamic model of the
PhC Fano laser and eigenanalysis of its stability and non-Hermitian dynamics.

Chapter 2 investigates phenomena such as bound states in the continuum, Dirac
cones and exceptional points with the aim of further improvement of PhC-based lasers.
The first three sections 2.1, 2.2 and 2.3 introduced these phenomena based on the
recent literature and in the context of PhCs. We began with a brief introduction
of the basics concepts in PhCs and discuss the models of the PhC slab used in
the study. Furthermore, we discussed the concept of BICs which offer a perfect
confinement of light despite being inside the continuous spectrum of radiating modes.
Subsequently, we reviewed the literature on Dirac-like cone dispersion in PhCs using
our own examples and explained some of the advantages of the Dirac-like dispersion,
e.g. slowly decreasing mode spacing with an in-plane size of the PhC compared to the
quadratic dispersion and lack of field localization effects due to large and constant
in-plane group velocity. We have also discussed recently demonstrated phenomenon
of rings of exceptional points being spawned out of a Dirac-like dispersion. This
phenomenon arises due to presence of losses in the structure and provides very strong
dispersion in the vicinity of the center of the BZ.

In section 2.4, we have exploited the knowledge from the previous sections and we
examined the relation between BICs and extent of the ring of exceptional points in
PhC slabs with circular as well as elliptical air-holes. Particularly, we demonstrated
that by varying thickness of the PhC slab, we can move trapped BICs close to the
Γ-point, and thus decrease difference in losses between a symmetry-protected BIC and
the coupled dipole-like mode at the Γ-point. In this way, we were able to control the
extent of the ring of exceptional points in the BZ. We have shown that for a specific
thickness, the extent of the ring can be reduced almost to a point. Then, large Q-factor
values are found over the broad region of the BZ. These results were used in section 2.5
in the design of large Q-factor, small footprint PhC slabs that potentially could serve
as a resonating cavity for a PCSEL. The designed 3D configurations have exhibited
the total Q-factors which have been rapidly increasing with an in-plane size of the PhC
slab compared to the standard 250nm-thick structures. Particularly, the designed PhC
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slabs with an in-plane dimensions as small as 12-by-12 lattice constants squared have
been found to exhibit the total Q-factors of 3900. In appendix A, we have proposed
possible improvements that can enhance the Q-factor further, e.g. tapering of the
outer rows of the PhCs or constructing larger PhC-like structures from single large
Q-factor unit cells. Moreover, we have shown that utilization of elliptical air-holes
breaks degeneracy of the two dipole-like modes at Γ-point. It introduces frequency
separation between the two large Q-factor bands in the optimized configurations
and reduces cross coupling between them in the finite 3D structures. It allows to
separately optimize the structure for the flat quadratic band or the Dirac cone and
results in the configuration with a large Q-factor mode having an uniform field profile
without field localization effects. Furthermore, the dispersion of the PhC with elliptical
air-holes is found to be radically different along the Γ-X (very large curvature) and
Γ-X′ (very small curvature) directions and is shown to be significantly altered by a
sheer rotation of the air-hole. This may allow to easily control band curvature along
specific directions and thus control mode spacing in finite size structures. Finally,
section 2.6 introduced configuration of the Fano laser. It has demonstrated that
by introduction of the second side-coupled nanocavity, we can significantly increase
accessible Q-factor values of the 3D PhC Fano structure and thus reduce the spectral
linewidth of the Fano resonance.

Chapter 3 investigates dynamic model of the PhC Fano laser. We began with a
brief introduction of the subject as we unveiled our intentions, challenges and ideas
motivating the investigation. In section 3.2, we introduced the dynamic model of the
Fano laser which is known from the literature [172]. We described its derivation and
presented it in the dimensionless form with the complex field envelopes separated
into its magnitudes and the phase difference in order to ensure numerical stability.
Subsequently, in section 3.3.1 we review the current knowledge on the stability of the
laser. It has been shown to operate in two regimes, the continuous wave operation
(stable) and the self-pulsing operation (unstable) [83, 172]. The self-pulsing operation
has been demonstrated to occur when the real part of the pair of complex conjugate
eigenvalues evaluated at the steady-state becomes positive [172]. This is a Hopf
bifurcation. However, it has been observed that there exists a region in a parameter
space in which the laser may become unstable if perturbed strongly enough despite
all steady-state eigenvalues having negative real parts and thus suggesting stable
operation. This has not been explained thus far.

In order to tackle this, we analyze the steady-state and instantaneous eigenvalues
of the Jacobian matrix of the dynamic model. We found that the laser operation can
be characterized by three stages: initial transition stage, later transition stage and the
self pulsing or continuous wave stage. This is in contrast to the previously reported
picture of the two stages: later transition stage and the self pulsing or continuous wave
stage. We observed that the laser dynamics are confined to the curved surface after the
initial transition stage, which lasts only a few picoseconds. During this short transient,
the contribution from the three instantaneous eigenvectors corresponding to the three
eigenvalues with the smallest negative real parts is found to decay rapidly. Therefore,
we concluded that after the initial transient, the state vector can be expressed solely
by two degrees of freedom and is confined to the 2D phase space in the latter transition
stage as well as in the self-pulsing or continuous wave stage.

Subsequently, we demonstrated that after the initial transition stage, the original
5D model can be reduced to only 1D in the limited region of the parameter space (in
our case, J = 1.2Jthr, −2.05γT < ∆ωc < −1.72γT ), when the steady-state eigenvalues
are purely real and that the system evolves into 2D beyond the exceptional point
(in our case, J = 1.2Jthr, ∆ωc = −1.72γT ), when the eigenvalues form a complex
conjugate pair. Using the simplified 2D model, we have detected the orbit which
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has not be found before. We have assessed stability of the orbits using Floquet
multipliers. We have classified the bifurcation standing behind the two orbits and an
equilibrium point (steady-state) as a Bautin bifurcation. We have found that upon an
external parameter variation, ∆ωc, the two orbits may annihilate or the stability of the
steady-state may exchange; it is a signature of Bautin bifurcation. The new unstable
orbit separates the stable steady-state from the stable orbit. If the model is initiated
outside/inside the inner unstable orbit, the state is repelled from the unstable orbit
and is attracted towards the stable orbit or the stable steady-state. Therefore, we
explained the unknown origin of the laser instability when all steady-state eigenvalues
have negative real parts. Furthermore, it has been found that, as the pulse power
increases, the dominating pair of instantaneous eigenvalues transitions from two purely
real eigenvalues to a complex conjugate pair beyond the exceptional point. The pulse
is bounded by two exceptional points with positive/negative real parts before/after
the pulse, respectively. In total, four exceptional points are found to be crossed within
a single loop in the phase space. The number of exceptional points is enforced by the
periodicity of the system ensuring that eigenvectors and eigenvalues are recovering
their original state after the full cycle.

Finally, the simplified model has been used to investigate the non-Hermitian dy-
namics. Using the general framework of [88], we have demonstrated that the intervals
of the solution following the adiabatic prediction are interrupted by abrupt nonadia-
batic transitions when the state is at the periodic orbit. These transitions have been
observed in close vicinity of the pulse. We have described the nonadiabatic character
of the non-Hermitian dynamics in terms of the relative nonadiabatic transition ampli-
tudes. We have derived a general Riccati equations governing the dynamics of the
transition amplitudes. Furthermore, we analysed the stability of the Riccati equations
and found that it is governed by the difference of the instantaneous eigenvalues of
the simplified model. We have also shown that the stability loss of the transition
amplitudes is delayed. To the best of author’s knowledge, this is the first time when
the nonadiabatic phenomena are observed in the complex Fano laser system in which
the exceptional points are crossed due to the self-modifying behaviour, without any
need for an external parameter variation.

The work presented in this thesis can be extended in several ways which can be
divided in two parts. The first part concerns the investigations in chapter 2. Here,
the most important next step is to fabricate the structures designed in section 2.5
and investigate how small the PhC slab could become and still lase. Subsequently, a
toy-model based on the coupled-mode theory could be developed to better understand
origin of the generalized Fano lineshapes mentioned at the end of section 2.6. Further-
more, the Fano configuration with two side-coupled nanocavities could be modified to
include two nanocavities with different Q-factors, but identical resonating frequencies.
This could enable access to new phenomena such as EIT. The concept of parity-time
symmetry could also be investigated by pumping only one of the two coupled active
nanocavities and thus maintaining balance between gain and loss in the system. The
second part concerns the investigations in chapter 3. Here, the most urging work
is to introduce a time dependent modulation of the nanocavity detuning, ∆ωc, and
investigate how it influences the initial transition stage, whether the system dimension
increases, whether the laser becomes chaotic and how the non-Hermitian dynamics
behave in this case. This is a simple extension of an already developed procedure
that could be very fruitful and experimentally verifiable. In the present model, the
non-Hermitian dynamics and the Floquet multipliers should be also investigated with
the full 5D system and compared with the current results. Finally, it might be possible
to encircle the contour of exceptional points, which was observed in the band structure
of the model, in the third dimension by proper modulation of the laser.
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Appendix A

Photonic crystal slabs - quality
factor optimization

In chapter 2, it has been shown that variation of the PhC slab thickness can move
the trapped BICs towards the Γ-point. This can lead to reduced difference in losses
between the dipole-like mode and the quadrupole-like mode, which is a symmetry-
protected BIC, and thus significantly reduce the extent of the ring of exceptional
points. This has led to the design of the large Q-factor, small footprint 3D PhC
slabs in section 2.5. In this appendix, we discuss possible improvements that can be
implemented in the PhC slabs to increase the Q-factor further. In section A.1, we
modify the air-holes radius in outer rows of the PhC in order to improve confinement
of light in the slab. In section A.2, we aim to design large Q-factor small footprint
slabs by starting with single unit cells and then combining them in larger structures.

A.1 Tapered PhC slabs

One way to improve the confinement of light in PhC-based cavities is to use photonic
heterostructures [166, 167, 214–217]. They can be obtained by tuning parameters
of the PhC slab in order to introduce spatial variation of the photonic dispersion.
Even small variation of PhC parameters can result in significant enhancement of
the light confinement. However, very often this small variation implies larger sizes
required to accommodate for an additional heterostructures. Here, we aim to design
large Q-factor PhC slabs of small footprint and thus are not willing to introduce
large heterostructures confining the mode inside the original PhC-based resonator.
Therefore, we will taper only one or at most two outer rows of the PhC slab. This is
done by a small variation of the air-hole radius or the lattice constant.

In the following, we focus on the 3D structures with in-plane size 8a× 8a as they
can be simulated within a reasonable amount of time. Out of the three investigated
structures, several competing modes with large Q-factor values have been exhibited
only by the PhC slab with elliptical air-holes which was optimized to reduce distance
between the contours of exceptional points. The field profiles of these competing
modes are shown in Fig. A.1, while the largest Q-factor mode has been shown in
Fig. 2.26(b). The field profile in Fig. A.1(a) originates from the isolated flat band
(black), its Q-factor is 1000. The field profile in Fig. A.1(b) originates from the upper
conical band(blue) and its Q-factor is 1075. It is strongly localized and thus occurs
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(a) (b) (c)

Figure A.1: Field profiles of the competing modes with the largest Q-factor mode in the vicinity of
the exceptional point for the 3D PhC slab of in-plane dimensions 8a× 8a. Magnitudes of Hz are
plotted for the PhC slab with elliptical air-holes optimized to reduce distance between contours of
exceptional points (a = 730nm, h = 711.3nm, r0 = 0.292a).

thanks to a very low curvature of the band along the Γ-X′ direction. The field profile
in Fig. A.1(c) resembles the largest Q-factor mode in Fig. 2.26(b) and its Q-factor is
930. Most likely, it has arisen due to mixture of modes along the Γ-X′ direction as
the frequency spacing between these modes is very small along this direction.

We find that the largest total Q-factor can be enhanced from 1050 to slightly
more than 2200 when the radius of the air-holes in the most outer row of the PhC
slab is increased by 6%. Interestingly, it does not exhibit the same field profile as
the largest Q-factor mode in the unmodified configuration, in that case the Q-factor
has decreased from 1100 to 1000. We find that the largest Q-factor mode in the
modified configuration is the one shown in Fig. A.1(b). Before the structure has been
tapered this mode has exhibited low-in-plane losses due to low group velocity of the
band along the Γ-X′ direction. Thus, its Q-factor enhancement is attributed to the
improved matching of the k-space mode profile with the Q-factor dispersion. All the
other competing modes are hardly affected by the modification of the radius and their
Q-factors have dropped approximately by 100. Therefore, by a mere change of radius
by 6%, the total Q-factor of the slab can be more than doubled.

Furthermore, in the case of the largest Q-factor mode in the unmodified configu-
ration, the main loss is along the x direction due to very uniform mode distribution
along this direction. The uniform mode distribution arises as a result of relatively
high and linear group velocity. Therefore, radius of the outer air-holes can be modified
only along edges perpendicular to the major-axis of the elliptical air-holes, a0, to
increase the Q-factor. Particularly, when radius of the outer air-holes is increased
by 5%, the Q-factor of the uniform mode, Fig. 2.26(b), is increased from 1100 to
1300. This is attributed to the low group velocity of the introduced heterostructure
at the frequency of the uniform mode. On the other hand, if the radius of the outer
air-holes is modified along all edges of the PhC, then in the best case scenario, the
Q-factor is not enhanced. This is attributed to the worsened k-space matching along
the Γ-X′ direction as the unmodified structure has already been optimized for it and
any changes will deteriorate it.

We note that when radius of the outer air-holes is increased by 5% only along the
edges perpendicular to a0, then the Q-factor of the competing mode in Fig. A.1(b)
is enhanced from 1050 to 1700. The large change in the Q-factor is attributed to
the flat band being close to be k-space matched with the Q-factor dispersion and a
small change leads to a substantial improvement of the total Q-factor. The Q-factor
optimization of 3D structures is always tailored to a specific mode. Some of the modes
may require more complex tapering of the slab than only a modification of the outer
row. This becomes increasingly complex problem and difficult to simulate.

In section 2.4, we have shown that for the optimized thickness, the extent of the
ring exceptional points can be reduced almost to zero. In this case, the photonic
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(a) (b)

(c) (d)

Figure A.2: (a)-(c) The largest Q-factors in the vicinity of the Dirac-like dispersion plotted vs.
scaling factors x1, x2. The in-plane dimensions of the PhC are 8a× 8a. The PhC (εr = 10.05) is
composed of a square lattice (a = 780nm) of circular air-holes, radius of which is adjusted in order
to ensure an accidental degeneracy at the Γ-point. (d) The field profile of the mode in Fig. 2.26(a)
after application of tapering according to the results in (a)-(c).

band structure, Fig. 2.16, resembles the band structure of the 2D unit cell, Fig.
2.7. Moreover, the radius of the air-hole, which is required to ensure an accidental
degeneracy at the Γ-point, is identical in both cases. Therefore, one may infer that
an optimized PhC slab (non-Hermitian system) approximately behaves as a 2D PhC
(Hermitian system) for a specific set of parameters. In the following, we aim to take
an advantage of this fact. We consider the 2D PhCs with circular air-holes and modify
lattice constants of the two outer rows as a1 = x1a, a2 = x2a, where x1, x2 are
the scalings. Then these results are directly translated into 3D optimized PhC slab.
In Fig. A.2, we show the largest Q-factors in the frequency range of the Dirac-like
dispersion for a 2D PhC, which is finite in the x and y directions and infinite in the z
direction. In Fig. A.2, each large Q-factor region corresponds to a specific mode with
an enhanced Q-factor.

Subsequently, we search in Fig. A.2 for the mode with an enhanced Q-factor, field
profile of which resembles the largest Q-factor mode in the unmodified configuration,
Fig. 2.26(a). Then, we apply the corresponding scalings x1, x2 to the lattice constants
in the two outer rows of the PhC. The optimal scaling were found to be x2 =
1.1275, x1 = 0.96 and the field profile of the mode in the 2D PhC is shown in Fig.
A.2(d). It is seen to closely resemble the field profile of the largest Q-factor mode
in the unmodified configuration shown in Fig. 2.26(a). The Q-factor has increased
from 1100 to 1400. It is a considerable improvement, however not as significant as
2D PhC simulations have indicated. Even though the PhC slab has been optimized
to approximately behave as a 2D PhC, the additional manipulation of the lattice
constants in the two outer rows disrupts this approximation as it changes the effective
refractive index in these rows. Therefore, it would require an additional manipulation
of the slab thickness in order to compensate for it. This would make fabrication of the
structure nearly impossible. Despite this, a considerable improvement in the Q-factor
has been observed when the two outer rows are modified, while almost no Q-factor
enhancement, from 1100 to 1150, is observed when only a single row is modified in
the 3D slab. Design of the configuration with the two outer rows modified would not
be possible to optimize with the 3D model due to too many degrees of freedom.
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A.2 Individual unit cells

Thus far, the approach has been to optimize periodic PhC slabs for the largest out-
of-plane Q-factors and lowest group velocities. Then, the finite structures sampled
dispersion relation in a finite neighborhood of k-space, and the Fourier transformed
mode profiles can be optimized to match the maxima of the Q-factor dispersion. In
short, the procedure was to from optimization of infinite structures to large Q-factor
small-size 3D configurations. However, one may take another perspective on the
problem. We can interpret large Q-factors of PhC slabs as arising from individual unit
cell resonances. Consequently, large Q-factor 3D PhC slabs derive their properties
from high Q-factor unit cell resonances. This approach has been used in [80] to design
small size high Q-factor high-contrast gratings which are 1D PhC slabs of bars. In
the following, we aim to extend it into 2D periodic PhC slabs with circular air-holes
under the TE-like polarization.

The smaller the configuration becomes, the more critical the in-plane losses are.
Thus, to design truly small configurations it is crucial to ensure flat dispersion.
Typically, the Q-factor of a single unit cell ranges from 1 to 10 [218, 219]. When the
higher order modes of a single unit cell are considered, the Q-factors can reach even
few hundreds. It is caused by extremely flat dispersion curvature in the vicinity of the
Γ-point for these modes [80, 219].

In the pervious sections, we have found that the corresponding modes have
considerably larger Q-factors in the optimized thickness case, 711.3nm, than in the
case of the standard thickness, 250nm. Moreover, it has been observed that the mode
profiles of a single unit cell are identical to the mode profiles exhibited by a PhC
composed of these unit cell. In the following, we consider a single unit cell of the PhC
slab with finite thickness h = 711.3nm and a circular air-holes r = 0.3136a. We use
an eigenfrequency solver to compute modes of the system up to 280THz. When the
single unit cell slab is 250nm-thick, there are no modes with Q-factors larger than 20
and most of them are below 10. When the thickness is h = 711.3nm, several modes
with Q-factor larger than 40 are found, and there is even a single mode with much
larger Q-factor than the other modes, 200. This mode is shown in Fig. A.3(a). It is
found that it is a higher order mode not only in the plane but also in the z direction;
it occurs at 260THz.

Subsequently, we combine two of the large Q-factor unit cells shown in Fig. A.3(a).
The distance between the unit cells is varied to optimize the matching of the k-space
mode profile. When the distance is 0.096a, the largest Q-factor is found and is around
750, Fig. A.3(b). It occurs at 268.8THz. Afterwards, we expand the configuration to a
2a× 2a structure which starts to resemble a PhC slab. Also in this case, the distance

(a) (b) (c)

Figure A.3: Field profiles of the large Q-factor high order modes for (a) a single unit cell, (b) two
unit cells with an optimized distance, (c) two-by-two configuration of unit cells with an optimized
spacing. Magnitudes of Hz are plotted for the unit cells with circular air-holes (a = 780nm, h =
711.3nm, r0 = 0.3136a). Half of unit cell thickness is seen since perfect magnetic conductor boundary
condition is placed in the middle to enforce the TE-polarization, thus Hz is the strongest in the
middle of the unit cell thickness.
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between the unit cells is optimized. The largest Q-factor is found for an equal spacing
along the x and y directions and equal to 0.096a; the same as in the configuration with
two unit cells. The Q-factor value is 1500 and the mode occurs at 295.5THz. This is
an already large Q-factor value since in section 2.5 the structures with comparable
Q-factors required dimensions of at least 8a × 8a. However, the frequency of the
mode is significantly higher than the desired telecommunication frequency 193THz.
This can be resolved by scaling dimensions of the structure resulting in a lattice
constant a = 1193.4nm and thickness h = 1088.3nm. Even then the total volume of
the structure in Fig. A.3(c) is 4.5 times smaller than in the case of the 8a× 8a PhC
slab considered in section 2.4. Therefore, a considerable improvement in the overall
Q-factor is found when the structure is designed starting from an individual unit cell
and then combining them in a PhC-like structure. However, this process becomes
increasingly difficult and computationally demanding as size of the configuration
increases. Next step would be to optimize spacing in the structure with dimensions
of 4a× 4a, however this process would have to be supported by an automatization
scheme in order to become efficient. We could not reach Q-factors higher than 1100
in this case despite larger size of the structure than in Fig. A.3(c).

Moreover, the 2a× 2a structure considered above is h = 1088.3nm thick at the
desired frequency. According to the author’s knowledge, the thickness of h = 711.3nm
is already on the edge of being possible to be fabricated. As a slab becomes even
thicker, there might be considerable difficulties in drilling air-holes through the slab.
This might lead to asymmetric vertical profiles of the air-holes. It would break vertical
symmetry of the slab and would not allow for presence of BICs significantly reducing
out-of-plane Q-factors. Thus, it is discussable whether this design approach could be
transferred from high-contrast gratings towards 2D PhC slabs due to considerable
issues with fabrication. Therefore, it might appear necessary to stick to a design
procedure introduced in Chapter 2.





Appendix B

Verification of the two-dimensional
picture

B.1 Required order of a polynomial

In section 3.3.2, we have shown that after the initial transition stage the laser dynamics
are confined to the curved surface which can be approximated by polynomial function
of the variables nw and |a−|. In this section we briefly discuss the chosen order of the
polynomial approximation.

The order of the polynomial approximating the surface is chosen empirically, high
enough to closely approximate the surface, but not too high to avoid ripples on
the surface. The orders of the polynomials used in the report are: |a+(|a−|, nw)| is
approximated by a 6th order polynomial, ∆φ(|a−|, nw) is approximated by 5th order
polynomial, while nc(|a−|, nw) is approximated by a 12th order polynomial. nc is the
most difficult to approximate due to its large curvature.

Additionally, we apply some manipulations to the data coming from the solution
of the full 5D system, Eq. (3.12), for varying initial conditions before fitting the
polynomial in the case of nc surface. In order to make it easier for the polynomial to
properly approximate the data, we flatten it by applying an ArcTanh function to the
data. Subsequently, the 12th order polynomial is fitted to approximate the flattened
data and then nc(|a−|, nw) is transformed back by applying a Tanh function.

We note that even in the case of low polynomial orders such as 1st, 1st, 2nd for
the surfaces |a+(|a−|, nw)|, ∆φ(|a−|, nw), nc(|a−|, nw), respectively, the dynamics are
well approximated as shown in Fig.B.1(a), (b), (c). The blue curve shows the solution
of the original system of five differential equations, while the red curve shows the
approximated variables |a+|, ∆φ, nc. The approximated variables are found to very
closely follow the original solution and the fit becomes almost perfect when the orders
are 2nd, 2nd, 4th, respectively, see Fig. B.1(d), (e), (f).

However, we emphasize that even small discrepancy between the approximated
variables and the true solution is amplified once the polynomials 1) recover the full
position vector #»

ψ , Eq. (3.17), which is subsequently fed to the stability matrix A to
compute the approximated eigenvalues or 2) are fed to the 2D simplified model which
is subsequently used to recover the laser dynamics. These discrepancies are discussed
in the following section.
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(a) (b)

(c) (d)

(e) (f)

Figure B.1: nc, |a+| and ∆φ in time-domain. Blue curve represents results coming directly from
the 5D system, while red curve represents the approximated variables. (a), (b), (c) the polynomials
orders are 1st, 1st, 2nd, while in (d), (e), (f) the polynomials orders are 2nd, 2nd, 4th for the surfaces
|a+(|a−|, nw)|, ∆φ(|a−|, nw), nc(|a−|, nw), respectively.

We also note that in the similar way we can approximate the velocity surfaces, Eq.
(3.18). Both methods give similar results depending on the accuracy of the polynomial
approximation. This has been done during the investigation in section 3.3.4. Then,
the eigenvectors approximating the tangential vectors to the velocity surfaces along
the coordinate lines nw and |a−| can be obtained using:

[
#»v ′1
#»v ′2

]
=
[
v12 v14
v22 v24

]−1 [
v12 v14 λ1v11 λ1v12 λ1v13 λ1v14 λ1v15
v22 v24 λ2v21 λ2v22 λ2v23 λ2v24 λ2v25

]
(B.1)

where (λ1 and λ2) are the two eigenvalues with largest real part and ( #»v1 and #»v2)
are the corresponding eigenvectors obtained for each position on the surface. The
procedure is identical as in section 3.3.4 with the exception that the derivative of the
velocity vector is in fact computed by taking a product of the A with the velocity
vector d #»

ψ/dτ and can be expanded in the linear combination of the eigenvectors
scaled by the corresponding eigenvalues, Eq. (3.21).
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B.2 Reconstruction of the surfaces - Line integral of the
eigenvectors

In section 3.3.4, we have shown that the two eigenvectors corresponding to the two
eigenvalues with the largest real parts approximate the tangential vectors to the
surface along the coordinate lines, Fig. 3.5. Here, we consider different reconstruction
schemes of the solution and compare it with the original 5D system of equations. We
recall that we have considered a general surface z = f(x, y) with the parametric curve
on this surface having a vector equation r(t) = {x(t), y(t), z(t)}. The tangential vector
to the surface along this curve is known to be:

r′(t) = {x′(t), y′(t), z′(t)}, (B.2)

where

z′(t) = ∇f · #»u , #»u = {x′(t), y′(t)}. (B.3)

The tangential vector in Eq. (B.2) along the parametric curve can be decomposed
into the two tangential vectors along the coordinate lines, Eq. (3.24). These two
tangential vectors are approximated by the eigenvectors #»v ′1 and #»v ′2 obtained with
Eq. (3.25). Therefore, one may observe in Eqs. (B.3), (3.24) that if one performs a
line integral along the coordinate lines nw and |a−| of the eigenvectors #»v ′1 and #»v ′2,
then one can approximately recover the surfaces, |a+|(nw, |a−|), ∆φ(nw, |a−|) and
nc(nw, |a−|). This line integral in the case of the original tangential vectors along the
coordinate lines is expressed as:

ˆ
d

#»

ψ =
ˆ
∇V ( #»

ψ) • d #»

ψ =
ˆ {

∂
#»

ψ

∂|a−|
,
∂

#»

ψ

∂nw

}
•

{
d|a−|, dnw

}
. (B.4)

Note that the eigenvectors #»v ′1 and #»v ′2 approximate the vectors ∂ #»

ψ/∂|a−| and
∂

#»

ψ/∂nw. Therefore, in the following, we recover the surfaces integrating the eigenvec-
tors. We always integrate along the path starting at the steady-state and integrate
up to the given position of the state vector on the surface with infinitesimal steps, #»

δ .
However, there are two ways to do it:

1. we can compute the eigenvectors at each infinitesimal step from the full Jacobian
matrix A(nw, |a−|), which is approximated by the polynomial expressions at
each infinitesimal step of the state vector position,

2. we can compute the eigenvectors at each infinitesimal step from the original
Jacobian matrix A( #»

ψ), when the state vector at each infinitesimal step comes
from the previous infinitesimal step state vector approximated by the integration
of the eigenvectors.

The results for both cases are shown in Fig. B.2. Figures B.2(a), (c), (e) show the
surfaces recovered following the procedure in 1, while Figures B.2(b), (d), (f) show the
surface recovered following the procedure in 2. We emphasize that in the former case,
at each infinitesimal step we approximate the state vector with the polynomials, while
in the latter case, only knowledge about the initial state vector is required, which in
our case is the steady-state, and the state vector is approximate by the integral at
each infinitesimal step. Therefore, the procedure in 2 is equivalent to an adiabatic
prediction calculated along the dynamic trajectory for the eigenvector amplitudes c1,2
in section 3.5.
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(a) (b)

(c) (d)

(e) (f)

Figure B.2: (a), (c), (e) The three surfaces |a+|, ∆φ, nc, respectively, recovered from the integration
of the eigenvectors #»v

′
1,2 using the polynomial approximation at each infinitesimal step. (b), (d),

(f) The three surfaces |a+|, ∆φ, nc, respectively, recovered from the integration of the eigenvectors
#»v
′
1,2 without the polynomial approximation. Yellow surfaces are the original surfaces based on the

polynomial approximation, purple surfaces are the recovered surfaces using the line integration.

It is found in Figs. B.2(b), (d) that the surface |a+| is very well recovered, small
discrepancy is observed only in the case of the ∆φ surface for large values of nw, but
it is not significant. On the other hand, the nc surface in Fig. B.2(f) clearly does not
follow the adiabatic approximation and the recovered surface does not reach a dip for
large nw as the original surface (yellow) does. Thus, in addition to the discussion in
section 3.5, it further confirms that the sole presence of non-Hermiticity in the system
prevents a general application of the adiabatic theorem. The solution does not follow
the adiabatic prediction, and thus the full understanding of the dynamics requires
knowledge of nonadiabatic transition occurring in the system.

The surfaces in Figures B.2(a), (c), (e) are rather well recovered in all cases. We
note that in the ideal scenario when the eigenvectors #»v ′1 and #»v ′2 perfectly approximate
the tangential vectors along the coordinate lines nw, |a−|, then the surfaces should be
perfectly recovered in these cases. Some discrepancy is only found for the nc surface
in Fig. B.2(e) and is seen to be the most pronounced in the area when |a−|/nw is
small/large, respectively. In this region, the eigenvalue with the third largest real part
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(a) (b)

Figure B.3: The dynamics of |a−| recovered using the 2D system. Blue curve shows the original
solution, red curve shows the recovered solution. (a) the dynamics recovered using the polynomial
approximation as in Eq. (3.26). (b) the dynamics recovered with the line integral and having
knowledge solely about the steady-state and the A matrix.

is comparable to the other two dominating eigenvalues, Fig. 3.4. This results in an
increased discrepancy between the eigenvectors #»v ′1 and #»v ′2 and the original tangential
vectors along the coordinate lines as found in Fig. 3.24, and thus discrepancy between
the recovered (purple) and the original (yellow) surfaces, Fig. B.2(e).

In the following, we verify how well the dynamics are recovered by the simplified
2D system of equations. Similarly as above, this can be done in two ways:

1. we can approximate the variables |a+|, ∆φ and nc with polynomials and then
solve a 2D system of equations describing the dynamics of the nw and |a−| as in
Eq. (3.26); this is equivalent to the integration done in the point 1,

2. on the other hand, in the point 2, we have recovered the surfaces using solely
the line integration and having knowledge only about the steady-state and the
A matrix. Once the surfaces are known, we can recover the velocity vector over
the whole surfaces, Eq. (3.13b). Then, for the given initial conditions, we solve
a 2D system of equations describing the dynamics of the nw and |a−|.

The recovered dynamics of |a−| are shown in Fig. B.3. In both cases, the initial
condition is just outside the unstable periodic orbit, and a few cycles in the later
transition stage can be observed. In Fig. B.3(a), we show the dynamics recovered
using the polynomial approximation in the 2D system. It is found that the recovered
dynamics (red) follow very closely the original solution (blue) in the first two cycles.
Some discrepancy is found in the latter stage. However, once the periodic orbit
is reached, the pulses in |a−| are found to have the same magnitude and period
as the original solution. The shift in the solution comes from the discrepancy of
the polynomial approximation in the middle of the surface, and can be fixed by
improving the polynomial approximation. Generally, the solution is found to be very
well recovered. On the other hand, Fig. B.3(b) shows the dynamics following the
procedure in the point 2. Taking into account how significant the discrepancy in Fig.
B.2(f) was, it has to be said that the fact that we can recover the pulsing behaviour
is already a success. Moreover, the dynamics (red) are found to closely follow the
original solution (blue) during the first few cycles. The pulses are found to be of much
smaller magnitude than in the case of the original solution, but this is because the
dip in Fig. B.2(f) is not recovered under the adiabatic approximation.

Finally, in Figs. B.4 and B.5 we show the instantaneous eigenvalues over the whole
surface and along the periodic orbit trajectory at the edge of the surfaces, respectively.
The eigenvalues are shown in the three cases considered above. Figs. B.4(a),(b) and
B.5(a),(b) show the eigenvalues in the case of the original 5D model. It is found that
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(a) (b)

(c) (d)

(e) (f)

Figure B.4: (a), (c), (e) Real and (b), (d), (f) imaginary parts of the instantaneous eigenvalues over
the whole surface. (a), (b) show the original set of the eigenvalues of the 5D system in the vicinity
of the two dominating eigenvalues. (c), (d) the eigenvalues based on the recovered surfaces using the
line integral and following the procedure in the point 2. (e), (f) the eigenvalues of the 2D model.

the imaginary parts, Figs. B.4(b),(d),(e) and B.5(b),(d),(e), of the complex conjugate
pair of the eigenvalues is well recovered in all three cases. On the other hand, there
are noticeable discrepancies observed in the real parts of the recovered eigenvalues.

Particularly, Fig. B.4(c),(d) and B.5(c),(d) show the eigenvalues for the surfaces
recovered using the line integral and having knowledge solely about the steady-state
point and the A matrix, i.e. following the procedure in the point 2. It is found that
in the close vicinity of the pulse, t = 1.7ns, the three eigenvalues with the largest real
parts recover the original eigenvalues in Fig. B.5(a). However, away from the pulse
(1.75ns < t < 2.15ns), the third largest eigenvalue (purple) is very poorly recovered.
This is because in this region the third largest eigenvalue is comparable with the pair
of the dominating eigenvalues. The surfaces were recovered using the eigenvectors #»v ′1
and #»v ′2 corresponding to the two dominating eigenvalues. Thus, the third eigenvalue
(purple) is poorly recovered in the region in which the corresponding eigenvector is
significant for the reconstruction of the solution, but has not been included in it.
Interestingly, the eigenvalue with the largest real part (orange) is rather well recovered
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(a) (b)

(c) (d)

(e) (f)

Figure B.5: (a), (c), (e) Real and (b), (d), (f) imaginary parts of the instantaneous eigenvalues
along the periodic orbit at the edge of the surfaces in Fig. B.4. (a), (b) show the original set of
the eigenvalues of the 5D system in the vicinity of the two dominating eigenvalues. (c), (d) the
eigenvalues based on the recovered surfaces using the line integral and following the procedure in the
point 2. (e), (f) the eigenvalues of the 2D model. We note that the initial condition is different than
in Fig. B.3.

in the vicinity of the pulse and after the pulse, but it is far from the purple eigenvalue
of the original system just before the pulse. This is related to the poor reconstruction
of the third eigenvalue (purple), which in the original system interacts with the orange
eigenvalue in the middle of the cycle (inbetween the pulses), see Fig. B.5(a) (t = 2ns).

Furthermore, Fig. B.4(e),(f) and B.5(e),(f) show the eigenvalues of the simplified
2D system. Generally, it is found that the pair of the dominating eigenvalues with
the largest real part is recovered in the 2D system. However, away from the pulse,
the second eigenvalue differs from the second largest eigenvalue of the full system.
In Fig. B.5(e),(f), the orange eigenvalue is found to inherit some of the features of
the eigenvalue with the third largest real part (purple) of the full system, B.5(a).
Particularly, in Fig. B.5(e) the difference between the real parts of the top two
eigenvalues is much larger after the broken phase than in Fig. B.5(a). Furthermore,
in Fig. B.5(e), (f) the second pair of the exceptional points does not appear shortly
after the first one, but it is found in the middle of the cycle where the first and the
third largest eigenvalues interact in the full system, see Fig. B.5(a). Moreover, in Fig.
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B.4(e) the real part of the eigenvalues is found to fluctuate close to the edge of the
surface. These fluctuations are caused by the polynomial approximation and could be
removed if the improved approximation scheme is used.

In this Appendix, we have introduced more details concerning the polynomial
approximation. Moreover, we have considered different reconstruction schemes of the
solution based on the polynomial approximation or the line integral of the eigenvectors.
These schemes were compared with the results of the original 5D system. Particularly,
we have shown that the 2D model recovers all the main features of the full 5D model
after the initial transition stage. The discrepancy between them is most pronounced
in the later transition stage. It might result in the shift of the pulsing behaviour in
time, but preserves magnitude and period of the pulses.
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Accidental Dirac cones of linear dispersion can occur in photonic crystal (PhC) structures [1]. These 
configurations can be easily manufactured providing an accessible platform for studying topological properties 
of Dirac cones and their influence on light-matter interactions. Recently, it has been shown that when the system 
becomes non-Hermitian, e.g. it is an open system exhibiting radiation losses, Dirac cones can be deformed 
spawning rings of exceptional points [2]. Within the ring, the dispersion follows the two-dimensional flat band 
which provides a high density of states and therefore high Purcell factors. Moreover, strong dispersion of loss in 
the center of the Brillouin zone allows to significantly improve the performance of large-area single mode PhC 
lasers [3]. These lasers exploit bound states in the continuum [4], and we discuss their relation to Dirac cones. 

In this paper, we investigate various ways to control the extent of a ring of exceptional points. Non-Hermitian 
system, a PhC crystal slab shown in Fig. 1(a), is considered. Particularly, it is observed that when the thickness 
of a PhC slab is varied, the extent of the flat part of the ring varies periodically, see Figs 1 (b) and (c). It is found 
that for a specific thickness of the slab, the Dirac cone exhibited by a 2D PhC can be recovered, see Fig. 1 (c). 
Thus, a PhC slab, which is a non-Hermitian system, starts to behave as a 2D PhC. The imaginary parts of the 
eigenvalues become negligibly small, see Fig. 1 (d) and (e), the system stops exhibiting any radiation losses and 
the PhC slab starts to behave approximately as a Hermitian system. As the imaginary parts of all eigenvalues 
become very small, it is found that the flat band going through the Dirac point exhibits very high quality factors 
over a broad area of the Brillouin zone. In this case, all three bands exhibit a bound state in the continuum in 
close proximity of the Γ point. The present results may lead to new designs of PhC based lasers possibly 
reaching larger area and higher power single mode operation than ever before.  
 

Fig. 1 Unit cell of the PhC slab of finite thickness h under investigation (a), dashed lines indicate PhC’s periodicity. Real 
(b), (c) and imaginary (d), (e) parts of eigenvalues versus in-plane wavenumber k in Γ-M direction of a PhC slab with finite 
thickness h = 0.3205a and h = 0.9115a, respectively. Inset in (e), shows the data in Fig. 1 (e) multiplied by a factor of 103. 
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Abstract—Presently, we investigate the influence of the extent 

of a ring of exceptional points on the Q-factor of three-

dimensional photonic crystal slabs. By changing the thickness of 

the slab, the extent of the ring of exceptional points is varied, 

allowing us to recover the Dirac cones in open, non-Hermitian 

systems. In this case, three bound states in the continuum are 

exhibited close to the Γ-point. For an optimized thickness of the 

slab, the associated Q-factors are found to grow rapidly with the 

size of the slab. The present results may lead to novel, small area 

and high Q-factor photonic crystal surface-emitting lasers.  

Keywords—exceptional point, Dirac point, small area high Q-

factor PhC lasers,  

I.  INTRODUCTION 

Photonic crystals (PhCs) can exhibit accidental Dirac cones 
of linear dispersion [1]. Considered PhCs are periodic 
arrangements of circularly shaped air-holes following square 
lattice, where 𝑎 is a lattice constant. These configurations 
provide a well-established platform for studying topological 
properties of Dirac cones. It has been shown that Dirac cones 
are deformed in non-Hermitian system, e.g. open systems 
which exhibit radiation losses, resulting in creation of rings of 
exceptional points [2]. The real and imaginary parts of the 
eigenvalues coalesce at an exceptional point (EP) [3]. The real 
parts of the eigenfunctions create a two-dimensional flat band 
within the ring. This band provides a high density of states. 
Moreover, strong dispersion of the imaginary part close to the 
Γ-point allows to considerably improve the performance of 
large-area single mode PhC lasers [4]. Furthermore, Dirac 
points have been shown to be related to bound states in the 
continuum (BICs) [5]. BICs are solutions of wave equation that 
are perfectly confined despite being inside the continuum of 
unbounded modes. They are characterized by an infinite Q-
factor.  

Presently, we investigate the influence of the extent of a 
ring of EPs on the Q-factor of a 3D PhC slab. It is found that 
the extent of the ring of EPs can be reduced and Dirac cone can 
be recovered in open, non-Hermitian system by changing 
thickness of the slab. This leads to considerable reduction in 
the radiation losses, and thus to the enhancement of the Q-
factor. The Q-factor is found to rapidly increase with size of 
the slab when its thickness is optimized. This is the result of all 
three BICs being exhibited in vicinity of the Γ-point. These 
results may lead to new designs of low threshold lasers.  

II. CONFIGURATIONS 

All computations in this work were performed numerically 
in COMSOL Multiphysics, version 5.2a. It uses finite element 
method and eigenfrequency solver was used in our 
calculations. In our investigations, two models have been 
employed; they are depicted in Fig. 1. 

                      

Fig. 1. (a) Unit cell of the PhC slab of finite thickness, ℎ, with depicted 

amplitude of the 𝐻𝑧 for a non-degenrate mode at the Dirac point (b) 3D model 
of a PhC slab of finite thickness, h, with circular air-holes embedded in air with 
dimensions 8a x 8a. Amplitude of the 𝐻𝑧 of the highest Q mode is depicted. 

The configurations are investigated under the transverse-
electric-like (TE-like) polarization; out-of-plane component of 
the magnetic field intensity (the H-field), 𝐻𝑧, and in-plane 
components of the electric field intensity (the E-field), 𝐸𝑥, 𝐸𝑦, 

are present. The models are terminated with perfect magnetic 
conductor boundary condition in the middle of the thickness to 
enforce TE-like polarization. Fig. 1(a) shows the 3D model of 
the PhC slab of finite thickness, h, consisting of a square lattice 
with dimensions 8a x 8a of circular air-holes introduced in a 
dielectric material, 𝜀𝑑 = 10.05. The slab is submerged in air 
and perfectly matched layer terminates the computational 
domain imitating infinite environment. The simplified model, 
which is considered at first, is shown in Fig. 1(b). It is a unit 
cell of the PhC slab of finite thickness, ℎ. It is terminated with 
periodic boundary conditions in the 𝑥 and 𝑦 directions. 

III. RESULTS 

Firstly, a 2.5D model of the PhC slab, see Fig. 1(a), is 

considered. This is a non-Hermitian system because of an 

open boundary in the 𝑧 direction. We have varied the 

thickness of the slab and for each case the air-hole size has 

been adjusted to ensure the Dirac-like dispersion at the Γ-

point. Particularly, we observed that for varying thickness of 

the slab, the extent of the ring of EPs varies periodically, see 
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Figs. 2 (a) and (b). Moreover, the Dirac cone exhibited by a 

2D unit cell of a PhC (Hermitian system) is recovered for a 

specific thickness of the slab, see Fig. 2(b). As the thickness 

approaches an optimal value equal to the effective wavelength 

in the slab, the imaginary parts of the eigenvalues become 

negligibly small, as shown in Fig. 2 (c) and (d). It leads to 

significant reduction of radiation losses and the system begins 

to behave approximately as a Hermitian system.  

  

  

Fig. 2. Real (a), (b) and imaginary (c), (d) parts of eigenvalues plotted versus 

in-plane wavenumber, 𝑘, in Γ-K direction of the PhC slab with a finite 

thickness ℎ = 250nm (a), (c) and ℎ = 711.3nm (b), (d), respectively. Inset in 
(d), shows the data in Fig. 2 (d) multiplied by a factor of 103.  

Fig. 2 illustrates that the imaginary (real) part of the 

eigenvalue is dispersive and non-degenerate inside (outside) 

the ring of EPs. At one of the points the imaginary and the real 

parts are identical. This is an EP and a ring of EPs is formed 

around the Γ-point because the air-hole exhibits rotational 

symmetry. As the imaginary parts become negligibly small, 

the flat band crossing the Dirac point exhibits very high out-

of-plane Q-factors over a broad range of in-plane 

wavenumbers, k, see Fig. 3 (a) and (b), where the Q-factors 

are plotted in dB, 10𝑙𝑜𝑔10(𝑄). In Fig. 3(a) it is seen that only 

one of the bands exhibits BIC at the Γ-point. This is a 

symmetry-protected BIC, which is always found at the Γ-

point.  

  

Fig. 3. Out-of-plane Q-factors (dB) for the PhC slab with finite thickness (a) 

h = 250 nm, (b) h = 711.3 nm plotted versus k in the Γ-K direction. Quality 
factors are expressed in dB scale, 10 log10( Q ) and are plotted over 20% of the 

Γ-K direction.  

However, in Fig. 3(b) one finds that all three bands exhibit 

BICs very close to the Γ-point. Furthermore, it is observed that 

the Q-factor is higher than 60 dB over 20% of the Γ-K 

direction for the flat band crossing Dirac point. This is an 

extraordinarily high value, especially bearing in mind that for 

the 250nm-thick slab, the Q-factor has reached 80dB only at 

the BIC. Moreover, the band is characterized by a very low 

group velocity as it is flat. This leads to small in-plane losses, 

and thus high in-plane Q-factors. These results are exploited in 

the design of small area, high Q-factor PhC slabs.  

We next consider the 3D model of the PhC slab shown in 

Fig. 1(a). Table 1 presents the highest Q-factor values in the 

frequency range of the Dirac cones for the PhC slabs of 

various sizes and the two thicknesses considered above. It is 

found that the Q-factors rise rapidly with the size of the slab 

when its thickness is optimized and equals the effective 

wavelength. On the other hand, when the slab is 250nm-thick, 

hundreds of unit cells would be needed to satisfy the 

constructive interference condition very close to the Γ-point 

and exploit the symmetry-protected BIC [6].  

TABLE I 

THE HIGHEST Q-FACTOR IN THE FREQUENCY RANGE OF THE DIRAC CONES FOR 

THE PHC SLABS OF VARIOUS SIZES AND THICKNESSES. 

 250nm 711.3nm 

4a x 4a 60 260 

6a x 6a 90 420 

8a x 8a 110 1100 

10a x 10a 130 1100 

12a x 12a 150 2600 
 

We have found that the extent of the ring of EPs is 

connected to the presence of the BICs close to the Γ-point. 

The extent of the ring can be reduced and Dirac cone can be 

recovered in open, non-Hermitian system by varying thickness 

of the slab. This results in reduction of radiation losses and 

significant enhancements of the Q-factor. It is found to rapidly 

increase with size of the slab when the thickness is optimized. 

The present results may lead to interesting small area and high 

Q-factor photonic crystal surface-emitting lasers. 

REFERENCES 

[1] X. Huang, Y. Lai, Z. H. Hang, H. Zheng, C. T. Chan, ‘Dirac cones 
induced by accidental degeneracy in photonic crystals and zero-
refractive-index materials’, Nature materials, vol. 10, pp. 582-586, 2011. 

[2] B. Zhen, C. W. Hsu, Y. Igarashi, L. Lu, I. Kaminer, A. Pick, S.-L. Chua, 
J. D. Joannopoulos, M. Soljačić, ‘Spawning rings of exceptional points 
out of Dirac cones’, Nature, vol. 525, pp. 354-358, 2015. 

[3] I. Rotter, ‘A non-Hermitian Hamilton operator and the physics of open 
quantum systems’, J. Phys. A, vol. 42, 153001, 2009 

[4] S.-L. Chua, L. Lu, J. Bravo-Abad, J. D. Joannopoulos, M. Soljačić, 
‘Larger-area single-mode photonic crystal surface-emitting lasers 
enabled by an accidental Dirac point’, Optics Letters, vol. 39, pp. 2072-
2075, 2014. 

[5] B. Zhen, C. W. Hsu, L. Lu, A. D. Stone, M. Soljačić, ‘Topological 
nature of optical bound states in the continuum’, Phys. Rev. Lett., vol. 
113, 257401, 2014. 

[6]  H.-Y. Ryu, M. Notomi, Y.-H. Lee, ‘Finite-difference time-domain 
investigation of band-edge resonant modes in finite-size two-
dimensional photonic crystal slab’, Phys. Rev. Lett. B, vol. 68, 045209, 
2003.

 

(a) (b) 

(c) (d) 

(a) (b) 

108







C.3 Journal Paper 1

Control of exceptional
points in photonic

crystal slabs

Piotr M. Kamiński, Alireza Taghizadeh, Olav Breinbjerg, Jesper Mørk,
and Samel Arslanagić

Status: Published August 2017.

Bibliography

[P3] P. M. Kamiński, A. Taghizadeh, O. Breinbjerg, J. Mørk, and S. Ar-
slanagić. “Control of exceptional points in photonic crystal slabs”. In:
Optics Letters 42.15 (Aug. 1, 2017), pp. 2866–2869.

www.doi.org/10.1364/OL.42.002866

c© 2019 OSA. One print or electronic copy may be made for personal use only. Systematic reproduction

and distribution, duplication of any material in this paper for a fee or for commercial purposes, or

modifications of the content of this paper are prohibited.

www.doi.org/10.1364/OL.42.002866




Control of exceptional points in photonic
crystal slabs
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1Department of Electrical Engineering, Technical University of Denmark, Ørsteds Plads, Building 348, DK-2800 Kongens Lyngby, Denmark
2Department of Physics and Nanotechnology, Aalborg University, Skjernvej 4A, DK-9220 Aalborg East, Denmark
3Department of Photonics Engineering, Technical University of Denmark, Ørsteds Plads, Building 343, DK-2800 Kongens Lyngby, Denmark
*Corresponding author: pmarka@elektro.dtu.dk

Received 29 May 2017; revised 24 June 2017; accepted 24 June 2017; posted 26 June 2017 (Doc. ID 296895); published 17 July 2017

Various ways of controlling the extent of the ring of excep-
tional points in photonic crystal slabs are investigated. The
extent of the ring in photonic crystal slabs is found to vary
with the thickness of the slab. This enables recovery of
Dirac cones in open, non-Hermitian systems, such as a pho-
tonic crystal slab. In this case, all three bands exhibit a
bound state in the continuum in close proximity of the
Γ point. These results may lead to new designs of small pho-
tonic-crystal-based lasers exhibiting high-quality factors.
© 2017 Optical Society of America
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Photonic crystal (PhC) membrane structures composed of a
semiconductor with a periodic lattice of air-holes display a rich
mode structure, which is tunable upon variation of the lattice
parameters. It was shown that by tuning, e.g., the radius of the
air-holes, a pair of doubly degenerate bands at the Γ point can
be made degenerate with a singly degenerate band. In that case,
two of the three bands form a pair of Dirac cones, i.e., display-
ing linear bands and meeting in a single Dirac point, and the
third band is flat [1]. At the Dirac point, the eigenvalues
become degenerate resulting in identical real parts. These
PhC configurations can be fabricated using standard nanofab-
rication techniques, providing an accessible platform for
studying properties of Dirac cones and their influence on
light–matter interactions. An example of a PhC slab is shown
in Fig. 1; it consists of a membrane with finite thickness h,
containing an array of circular air-holes, and has in the dis-
played example an overall size of 8a × 8a, where a is the lattice
constant. Recently, it has been shown that for non-Hermitian
systems, open systems exhibiting radiation losses, e.g., Dirac
cones, will in general be deformed spawning rings of excep-
tional points (EPs) [2]. At a second-order EP, both the real
and the imaginary parts of the eigenvalues coalesce [3]. It means

that two different eigenfunctions become one (have the same
real and imaginary parts) at a given point in the k space. This
behavior results in two resonances having identical mode pro-
files and coinciding in their resonant frequencies and spectral
widths. The EPs may lead to many fascinating phenomena,
such as lasers with reversed pump dependence [4] or single-
mode operation [5]. Depending on the symmetry of the struc-
ture, many EPs may be present in the k space. They can create
contours of EPs, for instance, a ring of these points is created
around the Γ point in case of a PhC slab with circular air-holes
[2]. The extent of the ring approximately depends on the ratio
of the radiation loss and a group velocity, as shown in Ref. [2].
The two-dimensional (2D) flat band is created within the ring
of EPs, which provides a high density of states and, therefore,
high Purcell factors. Moreover, strong dispersion of loss in the
center of the Brillouin zone allows it to maintain single-mode
operation of large-area, high output power PhC lasers, signifi-
cantly improving their performance [6]. It has also been shown
that Dirac points are connected to electromagnetic bound
states in the continuum (BICs) [7]. These states are waves that
are perfectly confined despite being inside the continuous spec-
trum of unbounded modes, which can freely radiate to infinity.
BICs are characterized by an infinite quality factor (Q-factor),
which corresponds to zero radiation losses. They arise due to
either a symmetry mismatch of the PhC slab states and its
surrounding states (a symmetry-protected BIC) or destructive
interference of the waves constituting the resonance (a trapped
BIC) [8]. Both are robust to small variations in parameters, but

Fig. 1. 3D model of a PhC slab of finite thickness h with circular
air-holes with dimensions 8a × 8a.
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the former one is very sensitive to symmetry perturbations and
exhibits high Q only in a very close proximity to the high
symmetry points, such as the Γ point [8,9]. These phenomena
find application in PhC surface-emitting lasers (PCSELs)
[1,2,6,8–10]. As a consequence, further examination of the
rings of EPs and BICs is crucial in the development of future
PCSELs.

Inspired by these findings, it is presently of interest to in-
vestigate how to control the rings of EPs in PhC slabs and to
exploit their benefits in the design of small PhC-based lasers.
Specifically, the extent of the ring of EPs in PhC slabs is found
to vary with the thickness of the slab. This enables recovery of
Dirac cones in open, non-Hermitian systems, meaning that the
system hardly exhibits any losses. This may be exploited for the
development of high Q-factor, small PhC lasers. The present
Letter is organized as follows: first, we introduce the configu-
rations that are examined. Subsequently, fundamental observa-
tions and the way of controlling the extent of the ring of EPs are
discussed. Finally, we demonstrate the application of the results
to the design of small PhC lasers.

All calculations in this work are performed numerically with
the finite element method [11]. Eigenvalues, Ω � ω� jδ with
ω being the angular frequency and δ representing losses, are
computed as a function of in-plane wavenumber k in two
directions Γ-M and Γ-X . In our investigations, we exploit
two three-dimensional (3D) models and one 2D model.
One 3D model is finite in all directions, see Fig. 1, while
the other is periodic in the x and y directions, but has a finite
thickness, see Fig. 2(a). The 2D model is shown in Fig. 2(b).

The structures are investigated for transverse-electric (TE)
polarization; thus, in-plane electric field components (Ex ,
Ey) and the out-of-plane magnetic field component (Hz) are
the only non-zero field components. Figure 1 shows the 3D
model of the PhC slab. It consists of a square lattice of circular
air-holes introduced in a material with dielectric constant εd .
The slab of finite thickness h is immersed in air, and the com-
putational domain is terminated with perfectly matched layers.
The model is terminated with perfect magnetic conductor
boundary condition in the middle in order to enforce the
TE-like polarization. This model is closest to the real structures
and the most complex. Thus, its usage is limited. Simplified
models are investigated at first. They are shown in Figs. 2(a)
and 2(b). In Fig. 2(a), a PhC slab of finite thickness is shown.
The slab is periodic in the x and y directions; thus, the
computational domain is terminated with periodic boundary
conditions in these directions. Figure 2(b) shows the simplest
model of a PhC, which is periodic in the x and y directions and
infinitely long in the z direction.

We start by considering the dispersion diagrams for a 2D
PhC of circular air-holes. There is neither material loss/gain
nor open boundary, thus the system is Hermitian. In the
dispersion diagrams, the frequency Re�Ω�∕2π is plotted versus
in-plane wavenumber k in the two directions Γ-M and Γ-X .
In Fig. 3(a), standard quadratic dispersion is presented.
Two dipole modes are degenerate and are separated in
frequency from the quadrupole mode at the Γ point.
Subsequently, the size of the air-hole is adjusted so that
Dirac-like dispersion is exhibited by the PhC, see Fig. 3(b).
Since the air-hole is rotationally symmetric, the two linear
bands create two cones meeting at a Dirac-like point; the flat
band in the Γ-X direction creates a plane crossing the Dirac-
like point. A quadrupole and two degenerate dipole modes are
accidentally degenerate at the Γ point. The modes in the flat
band are quasi-longitudinal, such that the electric field is
mostly parallel to the k-vector, and the linear bands resulting
in the Dirac-like dispersion are always accompanied by a
quadratic, very flat band when the triple accidental degeneracy
occurs [12].

Subsequently, we consider a 3D unit cell of a PhC slab, see
Fig. 2(a). Due to the open boundary in the z direction, it is a
non-Hermitian system, which allows for the creation of a ring
of EPs [2]. We have tuned the air-hole size in order to ensure
Dirac-like dispersion at the Γ point. Figures 4(a) and 4(c) show
the complex eigenfrequnecies versus in-plane wavenumber k
plotted over the part of the Brillouin zone, and Figs. 4(b)
and 4(d) show cuts in the Γ-M and Γ-X directions of the
PhC slab with the thickness h � 250 nm and circular air-holes
(r � 0.304a, a � 780 nm) drilled in a dielectric material with
εd � 10.05. From Fig. 4, we find that the real (imaginary) part
of the eigenvalue is degenerate and non-dispersive with respect
to k inside (outside) the ring of EPs. It is also seen that the real
and the imaginary parts are the same at one of the points. This
is an EP, and a ring of these points is created around the Γ point
[2]. Having both parts of the eigenvalues, the Q-factor can be
determined as Q � −Re�Ω�∕2 Im�Ω�. In Fig. 4, the radius of
the air-hole was optimized to create an EP along the Γ-X di-
rection. However, it is seen that the frequency becomes degen-
erate along the Γ-M direction at a slightly different k than along
the Γ-X direction; the losses and the group velocities are similar
but not the same for the two cases for the given radius. If the
radius is changed to r � 0.303a, the EP is found along the

Fig. 2. (a) 3D unit cell of a PhC slab, (b) 2D unit cell of a PhC
together with corresponding Brillouin zone (BZ) and irreducible
Brillouin zone (IBZ).

Fig. 3. Band diagrams in the Γ-M and Γ-X directions of a 2D PhC
of square lattice (a � 780 nm) of circular air-holes (a) r � 0.28a and
(b) r � 0.3136a introduced in a dielectric material (εs � 10.05).
The blue, black and red curves correspond to bands exhibiting two
dipole modes at the Γ-point, the upper-quadratic and the flat bands,
and quadrupole mode at the Γ-point, the lower quadratic band,
respectively.
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Γ-M direction. Thus, there is always a combination of r and k,
which results in the EP [2]. The difference in radius is 0.001a
between the Γ-X and the Γ-M directions. This difference can-
not be distinguished in practice. When a PhC slab
designed to exhibit EP along one direction is fabricated, it will
also be close to EP along all the other directions, but most likely
will not reach EP exactly for any of them [2].

One may expect that introduction of gain in the PhC slab,
e.g., by the incorporation of quantum wells or layers of quan-
tum dots in the membrane [10], would change the extent of the
ring of EPs. However, with realistic gain values, this is not the
case, because realistic gain mainly shifts the imaginary part of
the eigenfrequency, while the influence on the real part, and
thus the extent of the ring, is negligible.

For an infinitely thick slab (2D PhC), there are no radiation
losses. Thus, the system is Hermitian and the eigenfrequnecies
are real. Therefore, one may expect that by a variation of the
PhC slab thickness, we could at least approach the 2D case,
reduce the radiation losses, and, in this way, control the extent
of the ring of EPs. We have varied the thickness of the PhC
slab, and, for each thickness, the size of the air-hole was ad-
justed in order to ensure that Dirac-like dispersion was exhib-
ited by the system. Afterwards, we examined how the extent of
the ring of EPs changed along the Γ-X direction. The results are
shown in Fig. 5, where the extent of the ring is shown in terms
of the part of the Γ-X direction versus the thickness of the PhC
slab. It is noted that the Dirac-like dispersion was obtained for a
first-order mode in the z direction. Figure 5 shows that the
extent of the ring changes non-monotonously with increasing
slab thickness, reaching minima at thicknesses of approximately
750 and 1500 nm. The ring collapses when we approach free
space case, as the radiation loss is then zero. Subsequently,
the extent of the ring increases, reaching maximum for a
100 nm thick PhC slab. As the thickness is increased further,
the extent of the ring decreases. This variation is caused by the
increasing confinement of the mode in the slab and can also
be understood in terms of the destructive interference as in
Ref. [13], where a similar plot for the radiation constant

was obtained. Eventually, a specific thickness is reached, for
which the ring of EPs is reduced to a point, and a Dirac-like
cone is recovered, see Figs. 6(a) and 6(b). For this thickness, the
PhC slab behaves approximately as a 2D PhC (Hermitian sys-
tem) and exhibits very small radiation loss. It is noted that
for this specific thickness, the air-hole radius, which ensures
Dirac-like dispersion, r � 0.3135a is almost the same as in
the 2D model designed to exhibit Dirac-like dispersion.

In Fig. 5, it is seen that the second minimum occurs at a
thickness twice as large as that to achieve the first minimum.
Thus, the minima in the extent of the ring appear in a periodic-
like manner. The distance between the minima is very close to
the effective wavelength λeff of the fundamental, first-order
mode in the PhC slab. The effective refractive index is neff �
�1 − FF�nr � FF with FF � 30.9% being the filling fraction of
the air-hole, and nr � 3.17 being the refractive index of the
host material neff � 2.5, this corresponds to λeff � 713 nm.
Thus, the specific thickness, at which nearly zero radiation loss
occurs and the Dirac cone is recovered, equals the effective
wavelength of the mode. Both parts of the eigenvalues for this
case are shown in Fig. 6. Due to the enforced TE-like polariza-
tion, all antisymmetric modes in z with respect to the in-plane
electric field intensity are excluded. This is why the minima in
Fig. 5 occur only at even multiples of λeff∕2. Thus, this behav-
ior is strictly related to the dielectric slab phenomena. Figure 6
shows that the imaginary part is very small over the broad ex-
tent of the Γ-X direction, see Figs. 6(c) and 6(d). Interestingly,

Fig. 4. (a), (b) Real and (c), (d) imaginary parts of eigenvalues versus
in-plane wavenumber k for a PhC slab with finite thickness h �
250 nm and a square lattice (a � 780 nm) of circular air-holes
r � 0.304a.

Fig. 5. Extent of the ring of EPs in the Γ-X direction versus the
thickness of the PhC slab.

Fig. 6. (a), (b) Real and (c), (d) imaginary parts of the eigenvalues
versus in-plane wavenumber k for a PhC slab with finite thickness
h � 711.3 nm and circular air-holes r � 0.3135a.
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when the thickness of the slab is increased beyond this specific
thickness, h � 711.3 nm, the extent of the ring increases again
since the radiation losses increase. This behavior can be ex-
plained based on the destructive interference [13]. In the inset
of Figs. 6(c) and 6(d), which shows the zoom of the data shown
in Figs. 6(c) and 6(d), it is seen that the imaginary part is not
exactly zero, but its magnitude increases away from the Γ point.

As the imaginary parts of all eigenvalues become very small,
the flat band going through the Dirac point exhibits very high
out-of-plane Q-factors over a broad area of the Brillouin zone.
The Q-factors for the PhC slab with finite thickness (a) h �
250 nm and (b) h � 711.3 nm versus in-plane wavenumber k
in the Γ-M and Γ-X directions are shown in Fig. 7. One finds
in Fig. 7(a) that only one of the bands exhibits a BIC, as the
Q-factor diverges only at the Γ point and only simulation pre-
cision limits its value. This is a symmetry-protected BIC, which
is always present at the center of the Brillouin zone [8]. The
Q-factor is on the level of 1 × 102 for the other two bands.
On the other hand, Fig. 7(b) shows that all three bands exhibit
BICs in a very close proximity of the Γ point. Moreover, the
Q-factor does not drop below 1 × 106 over 20% of the Γ-X
direction for the flat band and is around 1 × 104 for the other
two bands, thus it is respectively 1 × 104 and 1 × 102 times
higher than in the 250 nm PhC slab case. Finally, it is seen
that the Q-factor is higher than 1 × 108 over 8% of the
Γ-X direction. This is an extremely high value, especially taking
into account the fact that in the case of the 250 nm slab, the
Q-factor has reached 1 × 108 only at the BIC. It is noted that
the flat band along the Γ-X direction is not completely flat
along other directions, the Γ-M direction being the most pro-
nounced case. It results in growth in the amplitude of the
imaginary part despite a BIC being present close to the Γ point.

The above results have shown that by changing the thick-
ness of the PhC slab, we can vary the extent of the ring of EPs.
In this way, we could identify the configuration exhibiting a
Dirac-like cone as a result of very high out-of-plane Q-factors.
This has led to significant reduction in the radiation loss for
PhC slabs that are λeff -thick. Furthermore, the flat band exhib-
its very low in-plane group velocity. This implies small in-plane
losses, and, consequently, a high in-plane Q-factor. If we com-
bine it with very high out-of-plane Q-factor values, it might
enable the creation of a high Q cavity laser based on the
PhC slab with a small footprint.

That this indeed is possible is demonstrated in Table 1,
which shows the highest Q-factor in the frequency range of

the Dirac cones for the PhC slabs of various sizes and thick-
nesses considered above. Table 1 shows that when the slab
thickness is optimized to be λeff -thick, the Q-factors grow rap-
idly with the slab size compared to the non-optimal thickness of
250 nm. The maximum value of the Q-factor is determined by
the in-plane losses, which decrease with the slab size, and over-
lap of the k-space mode profile with the out-of-plane Q-factor
shown in Fig. 7 [14].

In conclusion, we have shown that the extent of the ring of
EPs in PhC slabs varies with the thickness of the slab. For a
specific thickness, the Dirac cone can be recovered in an open,
non-Hermitian system of the PhC slab. The minima in the
extent of the ring are found to appear in a periodic-like manner.
In these cases, all three bands exhibit BICs in close proximity of
the Γ point, resulting in nearly zero radiation loss. These results
are exploited in the design of small-area, high Q-factor PhC
slabs. Q-factors of these slabs are found to rapidly increase with
the size of the slab when the thickness is optimized. This may
result in new designs of small-area, high Q-factor PCSELs.

Funding. Villum Fonden (NATEC Center of Excellence,
8692).
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Table 1. HighestQ-Factor in the Frequency Range of the
Dirac Cones for the PhC Slabs of Various Sizes and
Thicknesses

250 nm 711.3 nm

4a × 4a 60 260
6a × 6a 90 420
8a × 8a 110 1100
10a × 10a 130 1100
12a × 12a 150 2600
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The recently realized photonic crystal Fano laser constitutes the first demonstration of passive
pulse generation in nanolasers [Nat. Photonics 11, 81-84 (2017)]. We show that the laser operation
is confined to only two degrees-of-freedom after the initial transition stage. We show that the original
5D dynamic model can be reduced to a 1D model in a narrow region of the parameter space and
it evolves into a 2D model after the exceptional point, where the eigenvalues transition from being
purely to a complex conjugate pair. The 2D reduced model allows us to establish an effective band
structure for the eigenvalue problem of the stability matrix to explain the laser dynamics. The
reduced model is used to associate a previously unknown origin of instability with a new unstable
periodic orbit separating the stable steady-state from the stable periodic orbit.

I. INTRODUCTION

Integrated photonic circuits require energy efficient,
fast and compact light sources [1]. Particularly promis-
ing candidates to realize them are photonic crystal (PhC)
lasers due to their flexibility in design and precise control
of the cavity properties [2, 3]. PhC lasers can be electri-
cally driven and allow for modulation in the GHz range
[4, 5]. Moreover, they have been shown to exhibit very
rich dynamics, e.g. spontaneous symmetry breaking [6].
Recently, a new type of PhC laser has been proposed [7]
where one of the mirrors arises due to a Fano resonance
[8, 9]. Furthermore, this laser has been demonstrated
to be able to generate a self-sustained train of pulses at
GHz frequencies, a property that has been observed only
in macroscopic lasers thus far [10]. Generation of pulses
by an ultracompact laser is of interest for applications in
future on-chip optical signal processing.

The configuration of the Fano laser is shown in Fig. 1.
The active material may be composed of several layers
of InAs quantum dots or quantum wells and is incorpo-
rated inside the InP PhC membrane. The laser cavity is
composed of a PhC line-defect waveguide blocked with a
PhC mirror on the left side forming a broad-band mirror,
whereas the right mirror is due to the Fano interference
between the nanocavity and the waveguide. The Fano
resonance arises due to the interference of a discrete mode
of the nanocavity with the continuum of PhC waveguide
modes. The spectral width of the resonance is deter-
mined by the quality factor of the nanocavity enabling
the realization of a narrow-band mirror. The dynamic
operation of the laser is modeled using a combination of
coupled-mode theory and conventional laser rate equa-
tions [11]. The model has been used to demonstrate that
there are two regimes of operation, the continuous-wave

∗
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†
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‡
jensenli@ust.hk

Figure 1. Schematic of a PhC Fano laser. The active ma-
terial is uniformly incorporated in the PhC slab. The lasing
cavity is composed of a PhC line-defect waveguide terminated
with a broad-band mirror (green) and a narrow-band mirror
due to the Fano interference between the nanocavity and the
waveguide. The length of the lasing cavity is defined as the
distance between the broad-band mirror and a reference plane
(blue). The dynamic variables are marked in red and are: the
carrier densities in the waveguide and the nanocavity, Nw(t)
and Nc(t), respectively, and the right and left propagating
complex field envelopes A+(0, t) and A−(0, t), respectively,
evaluated at the reference plane.

regime and a self-pulsing regime [11]. Particularly, it has
been shown that as the real part of any of the eigenval-
ues of the underlying stability matrix, evaluated at the
steady-state, becomes positive, the relaxation oscillation
becomes undamped resulting in the laser becoming un-
stable and self-pulsing behaviour setting in [11, 12]. How-
ever, it does not fully explain the origin of instability in
the whole parameter space of the laser as there exists a
region in which the laser can become unstable even when
all the steady-state eigenvalues are negative [11].

The purpose of this work is to analyze not only the
steady-state eigenvalues of the stability matrix of the
dynamic model, but also the instantaneous eigenvalues
during the laser operation. Moreover, we determine the
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’minimal’ model for the laser that is required to explain
the dynamics in different regimes, thereby obtaining an
alternative perspective on the dynamics of the Fano laser.
We thus demonstrate that the laser operation can be ef-
fectively modeled by a one-dimensional (1D) system of
differential equations in a limited region of the parameter
space when the steady-state eigenvalues are purely real
and that it evolves into an effective two-dimensional (2D)
system beyond the steady-state exceptional point, when
the eigenvalues form complex conjugate pairs. These
findings are used to determine the origin of the insta-
bility that is observed when the steady-state eigenvalues
are negative. We notice that the analysis of instabili-
ties and chaos in injection-locked lasers, e.g., using bifur-
cation analysis has been very successful [13–16]. Here,
we use it to analyse origin of laser instability when the
steady-state is stable and set an important goal to iden-
tify reduced systems for getting further physical insight.

The manuscript is organized as follows. In Sec. II we
introduce the model used to describe the laser dynamics.
In Sec. III we show that the laser operation can be un-
derstood by means of a 2D phase-space picture and we
analyze the steady-state and instantaneous eigenvalues
of the stability matrix. In Sec. IV we exploit the simpli-
fied 2D model to associate a self-pulsing operation, when
a steady-state is stable to a generalized Hopf (Bautin)
bifurcation which is characterized by a bifurcation of two
periodic orbits and an equilibrium point (steady-state)
[17, 18].

II. DYNAMIC MODEL OF THE FANO LASER

We next briefly describe the procedure required to es-
tablish the dynamic model of the Fano laser; for more
details refer to [11]. The complex field is decomposed
into the fields propagating to the right and left from the
reference plane, see Fig. 1. By combining the boundary
conditions for both fields, we can arrive at the oscillation
condition [7]:

r1(ωs)rR(ωs, ωc)e
i2k(ωs,Ns)L = 1, (1)

where r1 and rR are the broad-band (left) and the
narrow-band (right) reflection coefficients, respectively.
rR is determined using the coupled-mode theory [19–21],
while r1 is the reflection coefficient due to the PhC band

gap and has to be transformed towards the common ref-
erence plane using standard transmission line theory [22].
k is the complex wavenumber of the waveguide, L is the
length of the lasing cavity, and ωc is the resonance fre-
quency of the nanocavity. The condition in Eq. (1),
is solved for (ωs, Ns), which are the steady-state lasing
frequency and carrier density, respectively. They serve
as expansion points of the dynamic model. There are
multiple solutions of Eq. (1) [7, 12] among which the
one with the lowest modal threshold gain is chosen. The
wavenumber, k, accounts for dispersion of the refractive
index of the PhC membrane and the gain of the active
material.

Subsequently, the boundary condition is solved
for the left propagating field and then the term

1/r1(ω)ei2k(ωs,Ns)L is Taylor expanded around the
steady-state operation point (ωs, Ns) and a first-order
differential equation for the right-propagating complex
field envelope evaluated at the reference plane A+(t) is
derived using the Fourier transform. In the special case
of an open waveguide considered here, the coupled-mode
equation for the field in the nanocavity can be directly
reformulated as an equation for the left-propagating com-
plex field envelope evaluated at the reference planeA−(t).
The equations for A+(t) and A−(t) are complemented
with the traditional rate equations for carrier densities
in the waveguide and the nanocavity.

Since the variables introduced above differ by or-
ders of magnitude, we introduce dimensionless near-
unity variables in order to improve numerical stabil-
ity. Moreover, detuning from the expansion point
frequency ωs results in time-varying real and imagi-
nary parts of A+(t) and A−(t) at the steady-state.
Because of that, the differential equations for A+(t)
and A−(t) are separated into equations for ampli-
tudes and phase evolutions by the following substi-

tution: A+(t) = A0+|a+|(τ/(GNCN0))eiφ+(τ/(GNCN0),

A−(t) = A0−|a−|(τ/(GNCN0))eiφ−(τ/(GNCN0), where
A0+ and A0− are the normalization constants, a−(τ)
and a+(τ) are the normalized complex field envelopes,
τ = tGNCN0 is the normalized time, GNC = ΓCvggN ,
and vg is the group velocity. The system depends solely
on the phase difference ∆φ(τ) = φ−(τ) − φ+(τ); thus
by subtracting the equations for phase evolutions φ+(τ),
φ−(τ) and exploiting linearity of differentiation, these
equations can be combined into one. This leads us to the
following system of five differential equations describing
the dynamics of the laser:

d|a+|(τ)

dτ
= −γL|a+|(τ)

GNCN0

+
Γ|a+|(τ)(nw(τ)− ns)

2ΓC
+

γL
GNCN0

|a+|(τ)Re

(
A−(τ)

rRA+(τ)

)
(2a)

d|a−|(τ)

dτ
= − PγC

GNCN0

|a−|(τ)Re

(
A+(τ)

A−(τ)

)
− γT |a−|(τ)

GNCN0

+
|a−|(τ)(nc(τ)− 1)

2
(2b)
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d∆φ(τ)

dτ
= −α

2
(nc(τ)− 1) +

Γα(nw(τ)− ns)
2ΓC

− ∆ω

GNCN0

− Im

(
rRPγCA

2
+(τ) + γLA

2
−(τ)

rRGNCN0A−(τ)A+(τ)

)
(2c)

dnw(τ)

dτ
=
−|a+(τ)|2(nw(τ)− 1)− nw(τ) + jc

GNCN0τs
(2d)

dnc(τ)

dτ
=
−|a−(τ)|2(nc(τ)− 1)− nc(τ)

GNCN0τc
(2e)

Here, nw(τ) and nc(τ) are the carrier densities in the
waveguide and the nanocavity, respectively, normalized
with respect to the transparency carrier density, N0.
γL = vg/(2L) is the inverse of the cavity roundtrip
time, ns is the steady-state carrier density obtained from
the oscillation condition normalized with respect to N0,
∆ω = ωc − ωs is the detuning of the steady-state lasing
frequency, ωs, from the cavity resonance frequency, ωc,
and jc is the normalized effective pumping current, which
includes the injection efficiency.

Subsequently, we linearize the problem by calculating
the total derivative of Eqs. (2) with respect to τ . The
system of equations describing the laser dynamics in Eqs.
(2) can be expressed in the short form as a function V (·)
of the state vector ~ψ(τ):

~ψ(τ) = {|a+(τ)|, |a−(τ)|,∆φ(τ), nw(τ), nc(τ)} (3a)

d~ψ(τ)

dτ
= V (~ψ(τ)) (3b)

By taking the total derivative of V (~ψ(τ)), we obtain a
directional derivative along the curve parameterized by
τ :

d2 ~ψ(τ)

dτ2
= ∇~ψV (~ψ(τ))

d~ψ(τ)

dτ
= A(~ψ(τ))

d~ψ(τ)

dτ
(4)

Consequently, d~ψ(τ)/dτ in Eq. (3b) is interpreted as
the velocity of the state vector and is expressed as a func-
tion of the current position of the state vector in Eq. (2).

d2 ~ψ(τ)/dτ2 is interpreted as the acceleration of the state
vector, see Eq. (4). Matrix A is the so-called Jacobian
matrix; its eigenvalues λ are used to determine the sta-
bility of the laser when evaluated at the steady-state.
The system is stable if all eigenvalues have negative real
parts. On the other hand, if any eigenvalue has a posi-
tive real part, the system is unstable. The matrix A is
purely real, but not symmetric as we separated the com-
plex field envelopes into the magnitudes |a+(τ)|, |a−(τ)|
and the phase difference ∆φ. Therefore, the matrix is
non-Hermitian and we have to distinguish between right
~v and left ~w eigenvectors which are normalized so that

W TV = I is satisfied [23, 24]. The columns of W and
V are the left and the right eigenvectors, and I is the
identity matrix. Furthermore, eigenvalues of the matrix
A can be purely real or form complex conjugate pairs
[25]. In the following sections, we use Eqs. (2) and (5)
to investigate the origin of instability in case of a stable
steady-state and to show that the original laser model can
be simplified to a system of two differential equations.

III. TWO DIMENSIONAL PHASE-SPACE
PICTURE

A. Steady-state eigenvalues

Above the threshold, the laser can exhibit two types
of operation, the continuous wave and the self-pulsing
operation [10, 11]. Figure 2 shows the real and imaginary
parts of the two steady-state eigenvalues of the Jacobian
matrix, A with the largest real parts plotted versus ∆ωc,
which is the detuning of the cavity resonance frequency,
ωc from the resonance frequency of the isolated cavity,
normalized with respect to γT . It is noted that ∆ωc
defines ∆ω in Eq. (2) through the oscillation condition,
Eq. (1), and is controlled externally. As our case study,
we choose ∆ωc marked with the blue line in Fig. 2.

Interestingly, it has been observed in [11] that in the
vicinity of the ∆ωc marked by the blue dashed line in
Fig. 2 the laser can exhibit the continuous wave or the
self-pulsing operation depending on the initial condition
despite its steady-state eigenvalues having negative real
parts and thus suggesting stable operation of the laser.
However, origin of this instability has not been explained
and is examined in Sec. IV. On the other hand, when
∆ωc is increased beyond 1.26γT , the real parts become
positive, the relaxation oscillation becomes undamped,
the laser becomes unstable, and the state approaches a
stable periodic orbit for any initial condition. This is
a Hopf bifurcation observed in [11]. All the following
figures are obtained for the parameters listed in Table I,
while the pumping current is set to J = 1.2Jthr, where
Jthr is the minimum threshold current.
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a)

b)

Figure 2. Real a) and imaginary b) parts of the two steady-
state eigenvalues of the matrix, A with the largest real parts.
The horizontal dashed gray line indicates zero. The verti-
cal dot-dashed blue line indicates ∆ωc for which Fig. 3 is
obtained. The pumping current is set to J = 1.2Jthr. The
green frame marks the position of the exceptional point, while
the insets show the eigenvalues in its vicinity.

B. Exceptional points

It is interesting to observe in Fig. 2 that for ∆ωc
lower than −1.72γT , the real part of the two eigenval-
ues split and the eigenvalues become purely real, see
Fig. 2b). At ∆ωc = −1.72γT , the two eigenvalues co-
alesce and not only the eigenvalues are identical at this
point, but so are the eigenvectors as well [26–30]. This
constitutes an exceptional point which is also known as
a symmetry breaking point for a non-Hermitian system
[31–34]. However, exceptional points are a general phe-
nomenon observed in optical waveguides [35], unstable
laser resonators [36], coupled PhC nanolasers [37], quan-
tum systems [38], electronic circuits [39] and mechani-

Table I. Laser parameters used in all numerical simulations.

Parameter name Symbol Value

Transparency carrier density N0 1 · 10
24

m
−3

Parity of the cavity mode P 1

Linewidth enhancement factor α 1

Internal loss factor αi 1000m
−1

Lasing cavity length L 5µm

Carrier lifetimes τs, τc 0.5ns

Laser cavity volume VLC 1.05µm
3

Nanocavity volume VNC 0.243µm
3

Nanocavity resonance λr 1554nm

Reference refractive index nref 3.5

Group refractive index ngrp 3.5

Differential gain gN 5 · 10
−20

m
2

Waveguide confinement factor Γ 0.5

Nanocavity confinement factor ΓC 0.3

Left mirror reflectivity R1 1

Nanocavity-waveguide coupling γC 1.14ps
−1

Nanocavity total passive decay rate γT 1.21ps
−1

cal resonators [40]. They only require non-Hermiticity
of the system for their existence [27, 28, 41]. We em-
phasize that exceptional points may arise upon coales-
cence of eigenvectors/eigenvalues of any matrix, e.g. a
Hamiltonian matrix [42], a S-parameter matrix [43] and
an impedance/admittance matrices [44], to name a few.
Exceptional points have also been linked to a self-pulsing
mechanism in distributed feedback lasers [45, 46] in which
case the self-pulsing mechanism was attributed to disper-
sive quality factor self-switching similarly as in the case
of the Fano laser [10]. In the present case, exceptional
points arise due to dissimilar decay rates, γC , γL and phe-
nomenologically introduced gain terms |a(τ)|(n(τ) − 1),
Eqs. (2a) and (2b). They play an analogous role to the
loss and gain usually introduced as an imaginary part
of the refractive index in parity-time symmetric systems
[47, 48].

C. Two-dimensional phase-space

In Fig. 3 we plot three trajectories of nc, marked in
red, green and blue versus nw, |a−| and obtained for the
three different initial conditions. The trajectories are pa-
rameterized by τ . It is found that there are actually
three different stages of the laser operation: the initial
transition stage, the later transition stage and the self-
pulsing stage. This is in contrast to the previously re-
ported picture of two stages: the transition stage and the
self-pulsing stage. The red, green and blue dots mark the
initial conditions in Fig. 3. It is found that at first they
lie above a yellow surface, this is the initial transition
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a)

b)

Figure 3. a) The trajectories of nc against nw and |a−|. The
black dot represents the steady state. The red, green and
blue dots are the three different initial conditions lying above
the yellow surface. During an initial transition stage, the
state decays towards the surface. Then the state continues its
evolution on the surface. b) The trajectories in time-domain
show the initial transition stage lasting a few ps, the later
transition stage lasting ∼1.2ns, and finally the self-pulsing
stage at the edge of the surface. The vertical orange/green
dashed lines mark the end of the initial/later transition stage.

stage which lasts only a few picoseconds. After a very
short initial transition stage, the state reaches the sur-
face at the time instant marked with the orange dashed
line in Fig. 3b). The state stays on the surface within
the later transition stage and the self-pulsing/continuous
wave stage. The later transition stage is when the state
approaches the stable steady-state or the stable periodic
orbit. Eventually, the state reaches the stable periodic
orbit at the time instant marked with the green dashed
line in Fig. 3b). The state stays at the orbit unless
perturbed; this stage is called the self-pulsing stage and
takes place at the edge of the yellow surface.

Thus, it is found that once the state reaches the yel-
low surface, the state is confined to the surface. The

phenomenon of data collapse to a surface happens also
for the other two variables, |a+|, ∆φ. Since the state
always lies on the surface after a very short initial time,
we conclude that two degrees of freedom are sufficient to
specify the state after the initial transition stage and the
propagation of the state is locally restricted to two direc-
tions. We note that this phenomenon is a general feature
of a dynamical system close to a Hopf bifurcation and
is called a reduction to the center manifold [18, 49, 58].
Dimension of the center manifold is strictly related to the
number of steady-state eigenvalues, real parts of which
cross zero [18, 49, 58]. In Fig 2a), we have seen that in
the present case there are two eigenvalues with real parts
crossing zero, while all the remaining eigenvalues have
negative real parts giving rise to a stable manifold. Thus,
the center manifold is two-dimensional as it is confirmed
by the yellow curved surface in Fig. 3a). The dynamics
in the remaining three directions quickly approach the
surface during the initial transition stage.

In Fig. 3, nw and |a−| are the two degrees of freedom,
while all the remaining degrees of freedom {|a+|, ∆φ, nc}
of the state vector ~ψ are expressed as functions of the
variables nw and |a−| after the initial transition stage:

~ψ ={|a+|(|a−|, nw), |a−|,∆φ(|a−|, nw), nw, nc(|a−|, nw)},
(5a)

Similarly, equations for each component of the velocity

vector d~ψ/dτ in Eqs. (2) and (3b) can be expressed as
functions of nw and |a−|:

d~ψ

dτ
= {V1(|a−|, nw), V2(|a−|, nw), V3(|a−|, nw),

V4(|a−|, nw), V5(|a−|, nw)}. (5b)

By taking the total derivative of d~ψ(τ)/dτ , we obtain:

(
d2 ~ψ(τ)

dτ2

)

i

=

{
∂Vi
∂|a−|

d|a−|
dτ

+
∂Vi
∂nw

dnw
dτ

}
, (6)

which, when compared with Eq. (4), indicates that the
laser dynamics can be locally approximated by a 2 × 2
Jacobian matrix A.

The functions of nw and |a−| in Eq. (5a) and the yel-
low surface in Fig. 3 are approximated by polynomials.
In order to do that, we solve the system of differential
equations in Eqs. (2) for varying initial conditions. Each
solution then corresponds to a different trajectory plot-
ted versus nw and |a−|. All of these trajectories are seen
to lie on the surface after the initial transition stage sim-
ilarly to Fig. 3. Next, we fit a polynomial with all the
trajectories excluding the initial transition stage. Then
the polynomial describes the surface nc in terms of nw
and |a−|. Similarly, we can approximate the surfaces for
|a+|(|a−|, nw) and ∆φ(|a−|, nw). We emphasize that in
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order to keep the original coordinate system of the vari-
ables, we exclude the part of the trajectory in the initial
transition stage and fit a polynomial with the remain-
ing parts of all the trajectories. Thus, we fit the poly-
nomials once the state has reached the center manifold.
Having obtained these surfaces, we can determine any
state in the phase space within the periodic orbit once
nw and |a−| are known without any need of solving the
five-dimensional system of equations in Eq. (2).

Moreover, in order to describe the dynamics on these
surfaces, we need to solve a system of two differential
equations describing the two degrees of freedom, nw and
|a−|. These equations are the components of the velocity
vector in Eq. (5b):

d|a−(τ)|
dτ

= V2(|a−(τ)|, nw(τ)), (7a)

dnw(τ)

dτ
= V4(|a−(τ)|, nw(τ)), (7b)

Once Eq. (7) is solved, the remaining degrees of free-
dom {|a+|, ∆φ, nc} can be determined using the polyno-
mials.

D. Instantaneous eigenvalues

We compute the instantaneous eigenvalues of the ma-

trix A in Eq. (4) for the state vectors ~ψ, Eq. (5a) over
the whole surfaces. In Fig. 3, we have seen that we
can define three surfaces for |a+|, ∆φ, nc plotted versus
nw and |a−|. After the initial transition stage, the state
always lies on these surfaces. Thus, all the dynamics
are confined to these surfaces. Then, each point of these
surfaces can be substituted into the matrix A and the in-
stantaneous eigenvalues of the state at this position are
obtained. Figure 4 shows the real and imaginary parts
of the three instantaneous eigenvalues with the largest
real parts over the whole surface as well as along the tra-
jectory marked with the green dashed line. The two re-
maining eigenvalues have significantly smaller real parts,
and thus are not included in Fig. 4 as the contribution
from the corresponding eigenvectors decays rapidly.

Figure 4a) shows that the pair of eigenvalues marked
with orange and yellow has considerably larger real parts
than the third eigenvalue (purple) over the major part of
the surface. The third eigenvalue is only comparable to
the other two eigenvalues along the line |a−| = 0, but it
is still smaller and never becomes positive. The negative
real parts of the purely real third eigenvalue (purple) and
the remaining complex conjugate pair of eigenvalues (not
shown) signifies that the contribution of the correspond-
ing eigenvectors in a reconstruction of the solution decays
very quickly. This is what is observed in Fig. 3 in the
initial transition stage. Afterwards, once the state is on
the surface, the contribution from the three correspond-
ing eigenvectors is negligible and the state description is

dominated by the eigenvectors corresponding to the two
eigenvalues with the largest real part (orange and yellow).

The real parts of the pair of eigenvalues marked with
orange and yellow are seen to dominate for large values of
|a−|; this is where the pulse is released. In Fig. 4c),d,e))
we show the instantaneous eigenvalues in the vicinity of
the pulse along the green trajectory in a), b) when the
state has already reached a limit cycle. On the right axis
we plot the pulse power in the straight-port defined as:

P+(t) = 2ε0nrefc0|A+(t) + PA−(t)|2, (8)

where c0 is the speed of light and ε0 is vacuum permit-
tivity.

Figure 4 shows that when the state moves along the
nw axis (just after the previous pulse has been released
and before a new one) the three eigenvalues with the
largest real parts are purely real. As the limiting value
of nw is reached, Fig. 4a), one of the eigenvalues (orange)
starts to rapidly increase, Fig. 4c), while the third eigen-
value (purple) drops rapidly. Just as the pulse is released,
the second eigenvalue (yellow) rapidly increases and col-
lapses with the first one (yellow) at the exceptional point.
Therefore, it is found that, as the pulse grows, the pair
of eigenvalues transitions from being purely real to being
complex conjugate when crossing the exceptional point.
As the pulse power decreases, the complex conjugate pair
of eigenvalues coalesce at the second exceptional point
and transitions back to the pair of purely real eigenval-
ues. Thus, most of the pulse is observed to be bounded
by the two instantaneous exceptional points with pos-
itive/negative real part of the eigenvalue at the begin-
ning/end of the pulse, respectively. Interestingly, two
more exceptional points are observed as the pulse is de-
caying, see Fig. 4e).

Within one period the state traverses a loop in the
phase space of the model. We have seen that four ex-
ceptional points are crossed within a single loop when
the laser state is a periodic orbit. When the exceptional
point is approached, the eigenvectors exhibit a charac-
teristic phase jump and are phase shifted relative to each
other by ±i [41, 50]. Therefore, during an evolution along
any trajectory in the diminishing vicinity of an excep-
tional point, eigenvectors will acquire a phase shift of ±i
[42, 51, 52]. In [53], it has been shown that this effect is
preserved as long as the exceptional point is inside the
loop or crossed by it. Therefore, it is only a four-fold loop
around an exceptional point or a single loop around four
exceptional points that will restore an original scenario
for the eigenvectors concerned [26, 27, 29, 54, 55]. Since
the laser is operating in the periodic orbit in our case, in
order to remain periodic it has to cross four exceptional
points within one period in phase space.
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a) b)

c) d) e)

Figure 4. Real a) and imaginary b) parts of the three instantaneous eigenvalues, λ, of A with the largest real parts. The
eigenvalues form a complex conjugate pair marked with orange and yellow, the remaining eigenvalue is purely real and marked
with purple. The red line indicates the positions when Re(λ) = 0. The blue line indicates the contours of exceptional points.
The black dot indicates the eigenvalues at the steady-state. The green dot indicates initial eigenvalues of the trajectory, marked
with the dashed green line, plotted in c), d). c), d) show real and imaginary parts of the instantaneous eigenvalues with the
largest real parts along the green trajectory in a), b). The pulse-power in the straight-port is marked with dashed green line
(on the right axes). e) shows the imaginary parts of the eigenvalues in the vicinity of the second pair of the exceptional points.

E. Reconstruction of the solution

At most two out of five instantaneous eigenvalues have
positive real parts. Thus, after the initial transition
stage, the eigenvectors which correspond to the two domi-
nating eigenvalues can be used to reconstruct the solution
of Eq. (4) as follows:

d~ψ

dτ
= c1(τ)~v1(τ) + c2(τ)~v2(τ) (9)

where ~v1,2 are the instantaneous right eigenvectors, and
c1,2 are the amplitudes of the corresponding eigenvec-
tors. These amplitudes can be reconstructed from a

solution d~ψ(τ)/dτ using the left eigenvectors as c1,2 =

~wT1,2(τ)d~ψ(τ)/dτ . In the following we show that the two
eigenvectors can be used to approximate the two tangen-
tial vectors to the surface pointing along the |a−|, nw
coordinate lines. This confirms that the solution can be
approximately expanded in the two eigenvectors.

The tangential vector to the surface z = f(x, y) along

the parametric curve ~r(t) = {x(t), y(t), z(t)} on this sur-
face is expressed as ~r′(t) = {x′(t), y′(t), z′(t)}, where
z′(t) = ∇f ·~u, ~u = {x′(t), y′(t)}. In our case, the tangen-
tial vectors to the surfaces, which approximate the com-

ponents of the state vector ~ψ, Eq. (5a), are expressed
as:

~r′(τ) =

{
d|a−|
dτ

,
dnw
dτ

,
d~ψ

dτ

}
, (10)

where

d~ψ

dτ
=

∂ ~ψ

∂|a−|
d|a−|
dτ

+
∂ ~ψ

∂nw

dnw
dτ

. (11)

The tangential vectors ~r′(τ) along the parameterized
trajectory can be decomposed into a linear combination
of the tangential vectors to the surface along its coordi-
nates |a−|, nw:
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a) b) c)

Figure 5. The vectors ~v
′
1,2 plotted on the three surfaces, a) |a+|, b) ∆φ, c) nc. The vectors ~v

′
1,2 result from the linear combination

of the eigenvectors corresponding to the top two eigenvalues and enforcing them to point along the nw, |a−| coordinate lines.
These vectors are found to approximate the tangential vectors to the surface along the nw, |a−| coordinate lines.

~r′1 =

{
1, 0,

∂ ~ψ

∂|a−|

}
, ~r′2 =

{
0, 1,

∂ ~ψ

∂nw

}
, (12)

It is observed that the tangential vectors to the sur-
face are composed of the components of the velocity vec-
tor, Eq. (10), and the velocity vector can be expanded
into the two eigenvectors, see Eq. (9). Since the five-
dimensional (5D) matrix A is real, the top two eigenval-
ues (λ1 and λ2) and eigenvectors (~v1 and ~v2) are either
real or form a complex conjugate pair. Then, we change
these eigenvectors to point along the original coordinate
lines, |a−|, nw, as follows:

[
~v′1
~v′2

]
=

[
v12 v14
v22 v24

]−1 [
v12 v14 v11 v12 v13 v14 v15
v22 v24 v21 v22 v23 v24 v25

]

(13)
Then, the two vectors ~v′1 and ~v′2 are determined at po-

sitions of the state vector approximated by the polynomi-
als, see Eq. (5a), and separated by equidistant steps. The
vectors are purely real and are plotted over the whole sur-
faces |a+|, ∆φ, nc, see Fig. 5. Subsequently, these vectors
are scaled by the distance between the steps in the state
vector along each direction in order to avoid an overlap
and create a square grid pattern. If these vectors create
an ideal square grid then they can perfectly reconstruct
the tangential vectors in Eq. (12). A small discrepancy is
only found in Fig. 5(c) for small values of |a−|, which can
be explained by the third eigenvalue becoming compara-
ble to the dominating pair of eigenvalues at these points,
see Fig. 4. However, the two vectors ~v′1 and ~v′2 are found
to approximate the tangential vectors over the whole sur-
face as observed in Figure 5. Thus, the two degree-of-
freedom picture is justified over the whole surface and

shown to precisely reconstruct d~ψ(τ)/dτ . Therefore, the
system of five nonlinear differential equations can be re-
duced to only two differential equations after the initial

transition stage. The other three dimensions are func-
tions of nw and |a−| and are presently approximated by
polynomials. We note that the instantaneous eigenval-
ues/eigenvectors are not needed to reduce dimensionality
of the system, but they provide an additional insight into
the solution. Furthermore, the fact that the two instan-
taneous eigenvectors approximate the tangential vectors
to the surfaces prove that the system dimensionality can
be reduced to two.

Moreover, we note that although a 2D model can be
used to describe the laser dynamics after the initial tran-
sition stage, there exists a parameter region in which even
a 1D model is sufficient to replace the original 5D model
after the initial transition stage. One may observe in Fig.
2 that for a large negative detuning ∆ωc, the steady-
state eigenvalues undergo transition from a complex con-
jugate pair of eigenvalues to two purely real eigenval-
ues. Then, one of the eigenvalues decreases rapidly, and
the other one approaches zero. Therefore, for detunings
−2.05γT < ∆ωc < −1.72γT , there is a single steady-state
eigenvalue that dominates and thus, the velocity vector
can be described by a single eigenvector, see Eq. (9).
In this case, the laser dynamics can be described by a
single differential equation after the transition stage in
which the contribution from the other four eigenvalues
rapidly decays. For detunings ∆ωc < −2.05γT , the las-
ing mode ceases to exist [7, 11, 13]. Thus, as the detun-
ing ∆ωc increases, the steady-state eigenvalues transition
from being purely real to a complex conjugate pair and
the system evolves from a 1D to a 2D system.

IV. ORIGIN OF THE LASER INSTABILITY

A. Detection of periodic orbits

In what follows, we use the simplified 2D model, Eq.
7, to explain the origin of the laser instability that may
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be observed even when all real parts of the steady-state
eigenvalues are negative.

At first, the phase space of the Fano laser is scanned
in search for periodic orbits. We choose our initial con-

ditions as follows: 1) |a−|initial is set to the steady-state

value and 2) ninitialw is varied over the whole phase space
along the purple line as shown in Fig. 6b). For each ini-
tial condition, we then compute the trajectory by solving

Eq. (7) up to the point when |a−|(T ) = |a−|initial, where
T is the time corresponding to one cycle. Some of these
trajectories are shown in Fig. 6(b) in different colours.

Subsequently, we evaluate the shift ∆x = ninitialw − ncyclew

in the state vector after the time T . If the shift between
the initial state and the state after one cycle is zero then
we are at a periodic orbit or steady-state. On the other
hand if it is non-zero it means that the state is approach-
ing or departing from the steady-state/periodic orbit.

In the present case, when a pair of complex conju-
gate steady-state eigenvalues crosses the imaginary axis
and their real parts become positive, the steady-state
becomes unstable and the state is spiralling out to-
wards the stable periodic orbit [56, 57]. Since the stable
limit cycle exists after the critical bifurcation parameter,
∆ωc = 1.26γT , the bifurcation is a supercritical Hopf bi-
furcation and has been observed in the Fano laser before
[11]. However, when the bifurcation parameter is before
the critical value in the supercritical Hopf bifurcation,
i.e. the real parts of the eigenvalues are negative, only
the stable fixed point is present in the phase space. Thus,
it does not explain the self-pulsing of the laser when all
of the real parts are negative. Figure 6a) shows the nu-
merically evaluated shift ∆x in nw after one cycle of the
trajectory. It is seen that there are five crossings with
zero. These crossings are marked with blue, red and
black dots. The single black dot indicates the steady-
state, while the pairs of blue and red dots indicate peri-
odic orbits. The outer periodic orbit, marked with a pair
of blue dots, has been observed before and is known to be
stable for a pair of complex conjugate steady-state eigen-
values with a positive real part [11]. Here, it is seen that
for a strong enough perturbation of the initial conditions
from the steady-state value, the state can still reach the
outer periodic orbit despite all the steady-state eigenval-
ues having a negative real part and thus the steady-state
being stable and attracting the state. Furthermore, we
find an additional periodic orbit marked with a pair of
red dots in Fig. 6a). The newly found periodic orbit
separates the steady-state and the outer periodic orbit.

B. Stability of the orbits

We now prove the stability of the newly found orbit us-
ing the simplified 2D model. This is done by calculating
the Floquet multipliers, λf , which tell us how the solution
behaves in the vicinity of the periodic orbit, i.e., whether
it diverges/converges from/towards the orbit [56, 57]. In

a)

b)

Figure 6. a) Numerically evaluated shift ∆x = n
initial
w −ncycle

w

in phase space after one cycle of the trajectory. The single
black dot indicates the steady state, the pairs of red and blue
dots indicate two periodic orbits. The initial value for |a−|
is fixed and equal to the steady-state value, while the initial
value for nw is varied. The initial states are marked on the
surface along the purple line in b). b) Figure showing a single
cycle of several trajectories (marked with different colours)
initiated at different initial states along the purple line on
the curved surface nc(|a−|, nw). The initial states are marked
with dots. The definition of ∆x is also indicated.

order to compute the Floquet multipliers, we first ob-
tain the fundamental solution matrix, Φ(τ), which can
be determined using dΦ(τ)/dτ = A(τ)Φ(τ) and satis-

fies d~ψ/dτ = Φ(τ)d~ψ/dτ
∣∣
τ=0

with Φ(0) = I. The Flo-
quet multipliers are the eigenvalues of Φ(τ) evaluated at
τ = T , where T is the period of the orbit.

If the Floquet multipliers are within the unit circle
in the complex plane, the orbit is stable, otherwise it is
unstable. The Floquet multipliers for the outer periodic
orbit are λf1 = 0.04 and λf2 = 1 confirming its stability.
On the other hand, the Floquet multipliers of the newly
found orbit are λf1 = 2.31 and λf2 = 1, proving that
this orbit is unstable. We note that for a periodic orbit
there is always one of the Floquet multipliers for which
λf = 1 and the corresponding eigenvector is tangential
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to the periodic orbit. This neutral stability accounts for
the possibility of drift along the periodic orbit [56].

Furthermore, we study the stability of the newly found
orbit with variation of the detuning ∆ωc. It is observed
that the Floquet multiplier cross the unit circle along
the real axis in the complex plane. This indicates an
exchange of instability [58]. Indeed, as ∆ωc decreases,
see Fig. 2, the newly found unstable periodic orbit in-
creases in size. Eventually, it collapses with the stable
periodic orbit. Both obits are annihilated and only the
stable steady-state remains present in the phase space.
On the other hand, when ∆ωc increases, the new or-
bit decreases in size. Eventually it collapses with the
stable steady-state resulting in the steady-state becom-
ing unstable. This behaviour is a signature of a Bautin
bifurcation, also known as generalized Hopf bifurcation
[17, 18]. A Bautin bifurcation is characterized by a pres-
ence of two orbits and an equilibrium point (steady-state)
in phase space. We note that a Bautin bifurcation can-
not be detected by merely monitoring the eigenvalues
[17, 18]. Upon the external parameter variation, ∆ωc,
an inner orbit may collide with an outer orbit and an-
nihilate or exchange stability with an equilibrium point.
We note that since each ∆ωc results in different solutions
(ωs, Ns) of the oscillation condition in Eq. (1), we adjust
the polynomial approximation of the surface in each case.

The stability of the orbits can also be assessed based
on Fig. 6a). It is seen that if the model is initialized

outside the orbit marked with the red dots, ncyclew will
increase after one cycle compared to the initial value.
Thus, the state is repelled away from the orbit. If the

model is initialized inside the orbit, ncyclew will keep
increasing with each cycle confirming that the newly
found orbit is unstable.

V. CONCLUSION

We demonstrate that after a fast initial transient the
dynamics of the recently realized Fano laser [10] are con-
fined to a 2D center manifold. Dimension of the center

manifold follows the number of steady-state eigenvalues,
real parts of which cross zero. We show that there are
two steady-state eigenvalues with real parts crossing zero,
while the remaining three eigenvalues have negative real
parts forming a stable manifold. The dynamics is attract-
ing along the corresponding three directions and quickly
tends to the curved surface, i.e. the center manifold,
during the initial transition stage. Afterwards, the state
vector is confined to the curved surface and can be solely
described by two degrees of freedom. The surface geom-
etry of the phase space can be approximated by the two
eigenvectors of the linear stability matrix corresponding
to the eigenvalues with the largest real parts. As the
pulse develops, the instantaneous eigenvalues transition
from a pair of purely real eigenvalues to a complex conju-
gate pair at the first exceptional point. The main part of
the repeating pulse is bounded by two exceptional points
with positive/negative real part of the eigenvalue at the
beginning/end of the pulse, respectively. Moreover, the
trajectory encounters four exceptional points during one
period, ensuring that both, the eigenvalues and the eigen-
vectors, are periodic in τ . Furthermore, we show that the
5D model used to describe the laser dynamics, after the
initial transition stage, can be reduced to only 1D in part
of the parameter space and evolves into a 2D model be-
yond the exceptional point of steady-state eigenvalues as
the detuning ∆ωc increases. Moreover, we have used the
simplified 2D model to associate the unknown source of
laser instability with the newly found unstable periodic
orbit, which arises due to a generalized Hopf (Bautin) bi-
furcation. These findings allow to better understand the
laser dynamics and may lead to the design of new func-
tionalities in nanolasers used for on-chip communications
and sampling.
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