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Abstract 

Water distribution networks (WDNs) aim to provide water with desirable quantity, 

quality and pressure to the consumers. However, in case of pipe failure, which is 

the cumulative effect of physical, operational and weather-related factors, the 

WDN might fail to meet these objectives. Rehabilitation and replacement of some 

components of WDNs, such as pipes, is a common practice to improve the 

condition of the network to provide an acceptable level of service. 

The overall aim of this thesis is to predict—long-term, annually and short-term—

the pipe failure propensity and assess the impacts of a single pipe failure on the 

level of service. The long-term and annual predictions facilitate the need for 

effective capital investment, whereas the short-term predictions have an 

operational use, enabling the water utilities to adjust the daily allocation and 

planning of resources to accommodate possible increase in pipe failure. The 

proposed methodology was implemented to the cast iron (CI) pipes in a UK WDN. 

The long-term and annual predictions are made using a novel combination of 

Evolutionary Polynomial Regression (EPR) and K-means clustering. The 

inclusion of K-means improves the predictions’ accuracy by using a set of models 

instead of a single model. The long-term predictive models consider physical 

factors, while the annual predictions also include weather-related factors. The 

analysis is conducted on a group level assuming that pipes with similar properties 

have similar breakage patterns. Soil type is another aggregation criterion since 

soil properties are associated with the corrosion of metallic pipes. 

The short-term predictions are based on a novel Artificial Neural Network (ANN) 

model that predicts the variations above a predefined threshold in the number of 

failures in the following days. The ANN model uses only existing weather data to 

make predictions reducing their uncertainty. 
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The cross-validation technique is used to derive an accurate estimate of accuracy 

of EPR and ANN models by guaranteeing that all observations are used for both 

training and testing, and each observation is used for testing only once. 

The impact of pipe failure is assessed considering its duration, the topology of 

the network, the geographic location of the failed pipe and the time. The 

performance indicators used are the ratio of unsupplied demand and the number 

of customers with partial or no supply. Two scenarios are examined assuming 

that the failure occurs when there is a peak in either pressure or demand. The 

pressure-deficient conditions are simulated by introducing a sequence of artificial 

elements to all the demand nodes with pressure less than the required. 

This thesis proposes a new combination of a group-based method for deriving 

the failure rate and an individual-pipe method for evaluating the impacts on the 

level of service. Their conjunction indicates the most critical pipes. 

The long-term approach improves the accuracy of predictions, particularly for the 

groups with very low or very high failure frequency, considering diameter, age 

and length. The annual predictions accurately predict the fluctuation of failure 

frequency and its peak during the examined period. The EPR models indicate a 

strong direct relationship between low temperatures and failure frequency. 

The short-term predictions interpret the intra-year variation of failure frequency, 

with most failures occurring during the coldest months. The exhaustive trials led 

to the conclusion that the use of four consecutive days as input and the following 

two days as output results in the highest accuracy. The analysis of the relative 

significance of each input variable indicates that the variables that capture the 

intensity of low temperatures are the most influential. 

The outputs of the impact assessment indicate that the failure of most of the pipes 

in both scenarios (i.e. peak in pressure and demand) would have low impacts 
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(i.e. low ratio of unsupplied demand and small number of affected nodes). This 

can be explained by the fact that the examined network is a large real-life 

network, and a single failure of a distribution pipe is likely to cause pressure-

deficient conditions in a small part of it, whereas performance elsewhere is mostly 

satisfactory. Furthermore, the complex structure of the WDN allows them to 

recover from local pipe failures, exploiting the topological redundancy provided 

by closed loops, so that the flow could reach a given demand node through 

alternative paths. 
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Chapter 1. Introduction and Scope 

 

1.1 Background 

Water distribution networks are critical infrastructures (Meng et al. 2018) that aim 

to provide water with desirable quantity, quality and pressure to the consumers 

(Tscheikner-Gratl et al. 2017) —even under abnormal functioning conditions (e.g. 

pipe failure) (Xu and Goulter 1999). 

The failure of water pipes is the result of structural weakening coupled with 

externally and internally imposed stresses (Sadiq et al. 2004b) and leads to 

environmental, economic and social costs (Kunkel et al. 2008; Haider et al. 2013). 

An average of 850 water main failures occur daily in North America, with a total 

annual repair cost of more than $3 billion (Baird 2011). A United States 

Environmental Protection Agency (USEPA) survey estimated the cost 

requirements for upgrading water distribution and transmission systems in the 

United States at US $77 billion for a 20 years period (Davies et al. 1997). In 

Canada, the Canadian Water and Wastewater Association estimated that CAN 

$11.5 billion would be required for water main upgrading over the next 15 years 

(CWWA 1997). It is estimated that the annual maintenance cost for the water 

distribution network in Australia exceeds A$1.4 billion (in 2012) for a network of 

approximately 163,000 km with a total asset value exceeding A$71.1 billion 

dollars (BITRE 2014). Typically, water pipes are being rehabilitated at an annual 

rate of 0.5±1% of the existing length of the distribution system to prevent further 

ageing. 

In the UK, OFWAT monitors the standard of delivered potable water in UK using 

a number of key performance indicators (KPIs), focusing on long-term pressure 

adequacy (i.e. pressure of water mains, the DG2 indicator) and continuity of water 
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supply (i.e. supply interruptions, the DG3 indicator). OFWAT (2008) describes the 

DG2 indicator as: “The register must clearly identify those properties reported 

under DG2 and distinguish them from those that receive low pressure but are 

excluded from DG2 and provide a verifiable reason for the exclusion (e.g. as 

abnormal demand or short duration of low pressure).” The DG3 indicator is 

described as (OFWAT 2008): “The aim of this indicator is to identify the number 

of properties affected by planned and unplanned supply interruptions lasting 

longer than 3 hours, 6 hours, 12 hours and 24 hours.” 

In some cases, a WDN may fail to meet the objectives, and the failures can be 

categorized into the following types (Ostfeld et al. 2002; Ozger 2003): 1) 

performance failure, 2) mechanical failure and 3) water quality failure. The most 

common type of mechanical failure is pipe failure (Ozger 2003). 

An effective asset management plan enables water utilities to optimize 

investment in their assets through better strategic and capital planning processes 

(Zamenian et al. 2016; D’Ercole et al. 2018). However, the water pipes are usually 

buried underground, and, therefore, the direct monitoring and inspection for 

obtaining adequate data for use as a basis for deterioration forecasting analysis 

is difficult (Rogers and Grigg 2009; Liserra et al. 2014; Shin et al. 2016; 

Tscheikner-Gratl et al. 2016; Salehi et al. 2018). Because of these difficulties, 

predictive models have been developed to predict the likelihood of pipe failure 

proactively and assist in the asset management plans (Lim et al. 2008; Herstein 

et al. 2010). The pipe failure can have an impact (among others) on the level of 

service (Giustolisi et al. 2016). The magnitudes and the scales of the impacts 

depend on many factors, amongst which, geographic location of pipe failure, the 

time of pipe failure and its duration and the topology and complexity of the WDN 

are some of the most important (Bicik 2010). 
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1.2 Aims and Objectives 

The overall aim of the thesis is to predict the pipe failure long-term, annually and 

short-term and then assess the impacts due to a single pipe failure on the level 

of service. The long-term and annual predictions facilitate the need for decision-

making to enhance the condition of water pipes to deliver an acceptable level of 

service and capital investment. The short-term predictions have an operational 

use for planning of resources to accommodate possible increases in pipe failure. 

The overall aim of the thesis will be achieved through the following objectives: 

1. To accurately capture the failure patterns in a WDN, combining a data-

driven and a clustering method 

2. To examine the annual variation of pipe failure frequency considering both 

weather-related and physical factors 

3. To derive the failure rate of individual pipes through the aggregated 

predictive models 

4. To associate the failure propensity with pipe characteristics and the soil 

type 

5. To visualize the most prone to failure parts of the network and make the 

outputs of the predictive models more understandable 

6. To predict the occurrence of a large number of failures in the short-term 

considering weather-related factors 

7. To simulate the pressure-deficient conditions (pressure-driven analysis) 

by introducing a series of artificial elements to all the demand nodes with pressure 

less than the required 

8. To estimate the impacts caused to the level of service due to a single pipe 

failure using the ratio of unsupplied demand and the number of nodes with zero 

and partial supply 
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1.3 Thesis Structure 

Chapter 1 Introduction and Scope 

Background information is presented, and the overall aim and the objectives of 

the research are detailed. The originality of the thesis and the contribution to 

knowledge are highlighted. 

 

Chapter 2 Literature Review 

The literature review presents and categorizes the factors that contribute to pipe 

failure. It provides an in-depth analysis of the models for predicting the pipe failure 

and calculating the impacts. The predictive models are analysed with respect to 

their suitability for accurately capturing the failure patterns and the impact 

assessment models with respect to their ability to quantify severity of the impacts. 

The limitations of the existing methods are discussed, and, finally, the advantages 

of the proposed methodology are highlighted. 

 

Chapter 3 Pipe Failure Prediction 

Three models for predicting pipe failure long-term, annually and short-term are 

presented. The long-term and the annual predictions rely on a novel combination 

of EPR and K-means clustering method. The long-term predictions consider 

physical factors as explanatory variables while the annual predictions are novel 

in considering both weather-related and physical factors. The EPR models are 

used to derive the failure rate of individual pipes and identify those most prone to 

failure. The short-term predictions are based on a novel ANN model that predicts 

the following days with a large number of failures using existing weather data as 

input. Various combinations of inputs and outputs are examined to select the one 

with the highest accuracy. 
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This chapter is based on the following publications: 

Kakoudakis, K., R. Farmani and D. Butler (2018). Pipeline failure prediction in 

water distribution networks using weather conditions as explanatory factors. 

Journal of Hydroinformatics, 20 (5), 1191-1200 

Kakoudakis, K., K. Behzadian, R. Farmani and D. Butler (2017). Pipeline failure 

prediction in water distribution networks using evolutionary polynomial regression 

combined with K-means clustering. Urban Water Journal, 14 (7), 737-742 

Farmani, R., K. Kakoudakis, K. Behzadian and D. Butler (2017). Pipe Failure 

Prediction in Water Distribution Systems Considering Static and Dynamic 

Factors. Procedia Engineering, 186, 117-126 

 

Chapter 4 Impacts Assessment 

This chapter entails a section for the pressure-driven analysis. Following this, a 

method proposed by Mahmoud et al. (2017) for simulating the pressure-deficient 

conditions caused by pipe failure using a sequence of artificial elements is 

proposed. The satisfied demand is linked to available pressure. The magnitude 

of the impacts on the level of service is assessed considering factors such as the 

geographic location of pipe failure, the time of occurrence and its duration. The 

performance indicators employed are the fraction of unsupplied demand, the 

number of nodes with partial supply and the number of nodes with zero supply. 

 

Chapter 5 Case Study 

This chapter entails the main characteristics of the case study. This is followed 

by the pre-processing of the available data and the outputs of the preliminary 

analysis for pipe aggregation. The proposed methodology was implemented to 

the cast iron (CI) pipes of a part of a WDN in the UK. 
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Chapter 6 Results of Predictive Models 

This chapter provides the results of the implemented methodology for pipe failure 

prediction. The developed predictive models provide an insight into the 

relationship between pipe failure and the factors that contribute to it, and their 

outputs are employed to derive the failure rate of individual pipes. The selection 

of the explanatory variables is examined in conjunction with the engineering 

knowledge. The combination of a data-driven and clustering methods resulted in 

higher accuracy compared to the single-model approach, as the high accuracy 

enabled the derivation of the failure rate of individual pipes. The annual 

predictions precisely predict the failure variation and can identify potential peaks. 

Short-term predictions use recorded data (i.e. do not have to be forecasted) as 

input, reducing significantly the uncertainty in the predictions. 

 

Chapter 7 Results of Impacts Assessment 

The outputs of the impacts assessment indicate that most of the pipes in both 

scenarios result in low impacts. This can be explained by the fact the examined 

network is a large real-life network and a single failure of a distribution pipe is 

likely to cause pressure-deficient conditions in a small part of it, whereas 

performance elsewhere in the network is mostly satisfactory. Also, the redundant 

design enables the system to overcome local pipe failures by using alternative 

paths for supplying demand nodes. 

 

Chapter 8 Discussion, Conclusions and Recommendations 

This chapter draws upon the previous ones to present the key research findings 

and offers recommendations for future research. The conclusions derived, the 

key findings and the novelty existing in the thesis are further discussed. 
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1.4 Originality and Contribution to Knowledge 

The main contributions and originality of the work presented in this thesis are as 

follows: 

 A new approach has been developed by combining EPR and K-means 

clustering method to predict the failure patterns in the WDN 

 For the first time, the K-means method has been used for creating clusters 

considering pipe attributes as criteria 

 Aggregated predictive models have been used to derive the failure rate of 

individual pipes, which is associated with their characteristics and the soil type 

 The annual number of failures has been predicted using a data-driven and 

a clustering method, considering, for the first time, both weather-related and 

physical factors 

 The Jenks Natural Breaks method and the ArcGIS tool have been used to 

visualize the outputs of the predictive models and make them more 

understandable 

 Short-term failure predictions have been made to alert the water 

authorities of an increased number of pipe failures, considering, for the first-time, 

weather-related factors that do not have to be predicted 

 The pressure-deficient conditions are simulated using a sequence of 

artificial elements based on the approach proposed by Mahmoud et al. (2017). 

This thesis proposes a new combination of a grouped-based method for deriving 

the failure rate and an individual-pipe method for evaluating the impacts on the 

level of service. 

 

1.5 Key Assumptions 

The key assumptions made in this thesis are: 
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1. The aspects of water quality (e.g. discolouration) are not considered, as 

this thesis is only concerned with the performance assessment with respect to 

quantity 

2. Pipe failure implies a cost for rehabilitation/replacement and can possibly 

cause loss of business, costs associated with emergency response and damage 

to other existing nearby infrastructures. Those impacts are not considered, either. 

3. It is assumed that there is no intervention (e.g. closure of valves) for 24 

hours after the pipe failure occurrence 

4. The impacts on the level of service are evaluated based only on the 

available nodal flow, and the type and sensitivity of customers fed by each node 

are ignored since this knowledge is not available 
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Chapter 2. Literature Review 

 

2.1 Introduction 

The literature review describes the developed approaches for pipe failure 

prediction and their impact assessment. In the WDN’s case, pipe failure may 

affect its ability to maintain the pressure within specific limits and satisfy the 

customer demand. The literature review chapter is composed of four parts. The 

first part describes the factors that contribute to the deterioration and failure of 

water pipes. The understanding of those factors aids in pipe failure prediction. 

The second part is on the methods for predicting the pipe failure, describing their 

benefits and their shortcomings. The third part entails the developed approaches 

for calculating the impacts on the level of service due to pipe failure. Finally, are 

summarised the key points and the gaps of the existing literature. The last part 

explains how the proposed methodology is aiming to bridge those identified gaps. 

 

2.2 Factors affecting pipe failure 

Pipe failure is the cumulative effect of several factors (Table 2.1) acting on the 

them (Clark et al. 2010). These factors can be classified into three categories 

(Kleiner and Rajani 2002; Demissie et al. 2017): physical, environmental and 

operational. Environmental and physical factors can be further divided into static 

(non-time-dependent) and dynamic (time-dependent), while the operational 

factors are inherently dynamic. Most of the factors related to the pipe properties 

(e.g. material, diameter, length) tend to be static, whereas the environmental 

factors can be either random or cyclical over time (Kleiner and Rajani 2002). Soil 
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can’t be explicitly characterised as a static or dynamic factor since some of the 

properties (e.g. moisture, temperature) vary over time. 

 

Table 2.1 Factors contributing to pipe failure (Al-Barqawi and Zayed 2006) 

Physical   Environmental  Operational 

Pipe material   Climate   Water pressure 

Pipe diameter  Climate Change  Previous failures 

Pipe age   Soil    Corrosion 

Pipe length   Groundwater level  Cathodic Protection 

Pipe wall thickness  External loads  Water quality 

    Pipe bedding    

 

2.2.1 Physical Factors 

Material 

The majority of WDNs consist of cast iron (CI), ductile iron (DI), asbestos cement 

(AC), polyvinyl chloride (PVC), polyethylene (PE) and concrete pipes. Due to the 

material properties, pipes made of different materials are expected to deteriorate 

and fail in different ways (Greyvenstein and Van 2007). Corrosion has been 

identified as a main cause of failure of metallic (CI and DI) pipes (Makar 2000; 

Rajani and Kleiner 2001; Spickelmire 2002; Li and Mahmoodian 2013; Ji et al. 

2017). AC pipes are vulnerable to chemical reaction by certain soils and 

aggressive water such as low PH water (Kleiner and Rajani 2001; Reed et al. 

2007; Davis et al. 2008). PVC and PE pipes are susceptible to permeation or 

degradation by certain organic contaminants (Davis et al. 2007; Clair and Sinha 

2014). Concrete pipes are vulnerable to chemical attacks from certain aggressive 

soils and waters (Reed et al. 2007). 
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Diameter 

Pipes with small diameter are expected to have an above the average failure rate 

(Clark et al. 1982; Walski and Pellicia 1982; Rajani and Tesfamariam 2004; Boxall 

et al. 2007). Kettler and Goulter (1985) associated the higher failure frequency of 

small diameter pipes with the reduced pipe strength and wall thickness, the 

different construction standards and the less reliable joints. 

 

Age 

Age is considered as one the major factors that contribute to pipe deterioration 

(Berardi et al. 2008; Li et al. 2014) and was the first factor to be considered for 

pipe failure prediction (e.g. Shamir and Howard 1979; Clark et al. 1982). Age 

gives an indication of the duration a pipe has been laid and it is exposed to 

external loads and the surrounding environment conditions (Boxall et al. 2007). 

However, age on its own is a poor indicator and does not have a decisive 

influence on the optimal point of pipe rehabilitation (Boxall et al. 2007; Malm et 

al. 2012). 

 

Length 

Pipe length is a surrogate for exposure to external and internal stresses and 

higher exposure is expected to lead to more breaks (Boxall et al. 2007; Yamijala 

et al. 2009), although the inherent randomness in the relationship between length 

and breaks is relatively high (Kleiner and Rajani 2010). The total pipe length has 

been used as a normalizing factor in the group level analysis (e.g. Shamir and 

Howard 1979; Walski and Pelliccia 1982; Kettler and Goulter 1985; Kleiner and 

Rajani 2004) implying that the breaks are distributed uniformly and proportionally 

along the length of the pipes (Kleiner and Rajani 2012). 
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Wall Thickness 

The ability of a pipe to resist forces is a function of the material strength and its 

geometrical proportions (Skipworth et al. 2002). Thinner walls are affected more 

from high level stresses for the same external loads (Røstum 2000). 

 

2.2.2 Environmental Factors  

Climate 

Previous studies have analysed the effects of climate on pipe failure trends in 

Canada and northern USA (Rajani et al. 1996; Kleiner and Rajani 2002; Rajani 

and Tesfamariam 2004; Hu and Hubble 2007; Rajani et al. 2012; Laucelli et al. 

2014), southern USA (Hudak et al. 1998), Australia (Constantine et al. 1996; 

Gould et al. 2011b), United Kingdom (Newport 1981; Boxall et al 2007), 

Netherlands (Wols and Thienen 2013, 2014; Wols et al. 2014) and Austria 

(Fuchs-Hanusch et al. 2013). 

Newport (1981), Fuchs-Hanusch et al. (2013), Wols and Thienen (2013), 

observed a high correlation between the severity of winter and the pipe failure 

frequency. Rajani et al. (1996; 2012) associated the increased number of pipe 

breaks during late fall and early spring with the temperature difference between 

the water and the soil-backfill close to the pipe and the air temperature transits 

from above 00C to below 00C or vice versa. Rajani and Tesfamariam (2004) also 

observed a marked increase in pipe failure frequency in the presence of high 

temperature differences between the water in the pipe (1-20C) and adjacent soil 

(10-120C). Hudak et al. (1998) first observed that the failure peak during summer 

followed extreme dry periods. Gould et al. (2011b) attributed the summer failures 

peak to a peak in circumferential failures due to the differential soil movement 

whereas no remarkable increase on longitudinal failures was observed. 
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Climate Change 

Climate change may have an impact on pipe breakage rate since it implies the 

modification of ‘’average’’ climatic conditions and a more frequent occurrence of 

extreme events. The effects of climate change have not been documented yet. 

 

Groundwater Level 

The lowering of groundwater level and the consolidation of the soil following 

extended dry periods can result in increased differential settlements that may 

damage the buried pipes (Wols and Thienen 2014). 

 

Soil 

Gould et al. (2011b) linked the peak of circumferential failures with the differential 

soil movement resulting from soil shrinkage occurring as soil moisture decreases. 

In general, soils close to the ground surface are prone to atmospheric forcing that 

leads to greater variation in moisture content and temperature (Gould et al. 

2011a; Rajeev et al. 2012). A stronger correlation has been observed in more 

expansive soils (Hudak et al. 1998; Hu and Hubble 2007; Gould et al. 2011b). 

 

Pipe Bedding 

Pipe bedding acts as a surrogate for increased external loading during 

construction practices that could increase the break rate (Jenkins et al. 2014). 

Goulter and Kazemi (1988) attributed the observed significant temporal and 

spatial clustering of water main failures to deteriorated bedding conditions around 

the failure locations due to leakage of water. The differential soil movement 

caused by the leaking water results in lack of continuous support beneath the 

pipes creating the bedding stresses. 



29 
 

External Loads 

The external loads applied to the pipes include the traffic loads. Traffic loads 

develop non-uniform stress conditions around the pipe circumference diminishing 

the uniform support over its entire length (Rajeev et al. 2014). 

 

2.2.3 Operational Factors 

Water Pressure 

Excessive pressure above the normal operational conditions or sudden pressure 

transition can cause failure to the WDN (Skipworth et al. 2002; Greyvenstein and 

Van 2007). The maximum hydraulic pressure (e.g. Asnaashari et al. 2009 and 

Ghorbanian et al. 2016), the average hydraulic pressure (e.g. Tabesh et al. 2009), 

or combination of different values of the hydraulic pressure (e.g. Shirzad et al. 

2014; Martínez-Codina et al. 2015a) have been examined in the pipe failure 

analyses. 

 

Corrosion 

External corrosion has been identified as the main deterioration mechanism on 

the exterior of metallic (CI and DI) pipes and has been associated with the 

properties of the surrounding soil (Rajani and Kleiner 2003; Sadiq et al. 2004a; 

Liu et al. 2009; Ji et al. 2017). Gould et al. (2011b) has linked the rate of corrosion 

with soil corrosivity which increases as soil resistivity decreases (Sadiq et al. 

2004a) and soil resistivity decreases as soil moisture content increases (Zhou et 

al. 2001). Corrosion can be accelerated by high temperatures (Rajani and Kleiner 

2001) or by a high temperature variation over a short period (McNeill and 

Edwards 2002). 
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Previous Failures 

The number of previous failures has been identified as a significant factor in 

failure prediction in the literature (Clark et al. 1982; Andreou et al. 1987; Le Gat 

and Eisenbeis 2000; Røstum 2000; Park and Longanathan 2002; Asnaashari et 

al. 2009). Previous failure(s) may affect pipe failure due to soil movement caused 

by the changing moisture content from leaking water, or exposure of the soil to 

the extreme cold air and disturbance of the bedding during rehabilitation 

(Skipworth et al. 2002). 

 

Cathodic Protection 

Cathodic protection (CP) is defined as the reduction or elimination of corrosion 

and is regarded as an effective method to reduce breakage frequency and extend 

the useful life of pipes (Kleiner et al. 2003). CP can be applied in two forms, 

namely, hot spot and retrofit. Hotspot CP is the practice of installing a protective 

anode at the location of a pipe failure, right after the failure has been repaired, 

while Retrofit CP refers to the practice of systematically protecting existing pipes 

with sacrificial anodes (Kleiner and Rajani 2004; Rajani and Kleiner 2007). 

Schuster and McBean (2008) observed that the probability of a pipe break 

occurring 10 years after the application of CP decreases in comparison with pipes 

that have not been cathodically protected. 

 

Water Quality 

The chemical quality of the water may attack the AC pipes and cause either 

reduction in thickness or loss of strength (Hu and Hubble 2007). The water quality 

can also affect the rate of internal corrosion of metallic pipes (Sander et al. 1996; 

Yamini and Lence 2010). 
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2.3 Predictive Models 

Pipe failure implies a decrease in the service level, resulting in economic, 

environmental and social costs (Giustolisi et al. 2006; Li et al. 2015; Martínez-

Codina et al. 2015b). In order to cope with the impacts of pipes failures water 

utilities usually follow one of the two rehabilitation strategies: reactive or proactive 

(Røstum 2000). In the reactive strategy, a pipe will be rehabilitated after failure is 

detected, whereas in the proactive strategy pipe rehabilitation is scheduled in 

advance after assessing and forecasting pipe propensity to fail. The reactive 

approach is less efficient (Carrión et al. 2010; Debón et al. 2010) and therefore 

researchers and practitioners have strived to develop predictive models in which 

the likelihood of failure in pipes is predicted in advance for effective 

Maintenance/Rehabilitation/Replacement (M/R/R) plans (Dandy and Engelhardt 

2006; Dridi et al. 2009; Nafi and Kleiner 2010; Alvisi and Franchini 2010). 

 

The predictive models can be classified as physical (Rajani and Kleiner 2001; 

Wilson et al. 2017), statistical (Kleiner and Rajani 2001; Nishiyama and Filion 

2013; Scheidegger et al. 2015) and data-driven methods which include ANN 

(Clair and Sinha 2012; Nishiyama and Filion 2013), Genetic Programming (GP) 

(Xu et al. 2011a; 2011b) and EPR (Giustolisi and Savic 2006; Berardi et al. 2008). 

 

A preliminary distinction must be made between physically based and the rest of 

the approaches. Physical models analyse the loads to which the pipes are subject 

to and the capacity of the pipes to resist these loads to predict their propensity to 

break (Rajani and Kleiner 2001; Tesfamariam et al. 2006). In spite of having a 

reasonable accuracy, physical models, compared to other methods, have 

significant input data demands (Wood and Lence 2009) due to the fact that they 
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try to simulate the mechanisms that lead to pipe failure. These demands involve 

gaining an understanding of structural behaviour of buried pipes, pipe-soil 

interaction and knowledge about the quality of installation, internal and external 

stresses and material deterioration. Physical-based models are also time 

consuming to apply and labour intensive (Xu et al. 2018). The relatively high cost 

of obtaining these data can be justified only for major transmission water mains 

where the cost of failure is high (Alvisi and Franchini 2010; Nishiyama and Filion 

2013). Therefore, the physical predictive models have been excluded from the 

literature review since they are beyond the scope of the study. 

 

Individual pipes vs aggregated models 

Kleiner and Rajani (2012) concluded that due to the inherent uncertainty and the 

lack of enough data is not feasible to reliably analyse the failure pattern of a single 

pipe. Therefore, most predictive models (e.g. Shamir and Howard 1979; Lei and 

Sægrov et al. 1998; Le Gat and Eisenbeis 2000; Pelletier et al. 2003; Berardi et 

al. 2008; Asnaashari et al. 2009) have been developed on a group level to reduce 

the complexity of the rehabilitation problem (Roshani and Filion 2013) and 

conduct more effective analysis assuming that pipes with share the same 

characteristics are expected to have a similar failure rate (Kleiner and Rajani 

2012). The aggregation criteria that have been used so far include pipe properties 

(e.g. material, diameter and age), external factors (e.g. soil type), geographical 

clustering and the number of previous failures (Osman and Bainbridge 2010). 

Two conflicting goals should be simultaneously fulfilled in the pipe aggregation 

process. The homogenous groups should be small enough to be uniform and 

large enough to obtain models with a meaningful ‘goodness of fit’ (Kleiner and 

Rajani 2001). 
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2.3.1 Statistical Models 

The statistical models link pipe breakage patterns to various pipe descriptive 

variables and other environmental and operational factors using regression 

analysis of historical pipes break data (Kleiner and Rajani 2001) and are 

applicable to various levels of input data. They can cope with the lack of sufficient 

knowledge related to the complex physical mechanisms that lead to pipe failure 

and are divided into deterministic and probabilistic models (Kleiner and Rajani 

2001). Probabilistic models can cope with randomness and probabilities, while 

deterministic models deal with ‘crisp’ data without any presumed randomness 

(Kleiner and Rajani 2001). The outcome of a probabilistic model is a single 

probability or a set of probabilities (e.g. probabilities distribution) whereas the 

outcome of a deterministic model is a certain value (e.g. number of failures or 

failure rate) (Dehghan et al. 2009). 

Kleiner and Rajani (2001) described exhaustively the statistical approaches 

developed prior to their review. Hence, these approaches have been excluded 

from the literature review. Nishiyama and Filion (2013) reviewed the statistical 

models and partly the data-driven models developed between 2002 and 2012. 

 

Deterministic Models 

Statistical deterministic models (Table 2.2) where the first developed predictive 

models and are further divided into exponential and linear regression (Kleiner and 

Rajani 2001). The regression parameters of these models are considered fixed 

and least-squares estimation or maximum likelihood methods are utilized to 

determine the regression parameters or coefficients (Kleiner and Rajani 2002; 

Boxall et al. 2007; Asnaashari et al. 2009). 
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Table 2.2 Summary of Deterministic Models 

References   Variables     Model 

Kleiner and Rajani (2000) Ageing, Freezing Index, Rain Deficit 𝑀𝐸𝑅𝑀𝑎 

    Cumulative Length of Replaced Mains, 

    Cumulative Length of Cathodic Protection 

Kleiner and Rajani (2002) Freezing index, rainfall deficit, snapshot 𝑀𝐸𝑅𝑀𝑎 

Rain deficit, length of replaced mains, 

cumulative length of cathodic protection 

Boxall et al. (2007)  Length, diameter, age, material,  𝑃𝐺𝐿𝑅𝑀𝑏 

soil corrosivity 

Asnaashari et al. (2009) Length, diameter, wall thickness,   𝑀𝐿𝑅𝑀𝑐 

maximum pressure, pipe location,  𝑃𝐺𝐿𝑅𝑀𝑏 

cover depth, previous breaks 

Wang et al. (2009a)  Length, age, size    𝑀𝐿𝑅𝑀𝑐 

Yamijala et al. (2009) Length, diameter, age, pressure, time  𝑀𝐿𝑅𝑀𝑐 

Since last break, temperature, rainfall, 𝑀𝐸𝑅𝑀𝑎 

land use, soil type, min-max soil   𝑃𝐺𝐿𝑅𝑀𝑏 

moisture, soil corrosivity    𝐿𝐺𝐿𝑀𝑑 

aMERM=Multivariate Exponential Regression Model 

bPGLRM=Poisson Generalized Linear Regression Model 

cMLRM=Multivariate Linear Regression Model 

dLGLM=Logistic Generalized Linear Regression Model 

 

Exponential regression models 

The most general form of the exponential regression models (ERM) is given as: 

𝑌=f(�⃗�; 𝛽)           (2.1) 

Where Y is the dependent variable, the function f(�⃗�; 𝛽) is non-linear with respect 

to the unknown parameters 𝛽0, 𝛽1,.... 𝛽𝑛 and 𝑥0, 𝑥1,.... 𝑥𝑛 are the explanatory 

variables 
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Shamir and Howard (1979) were the first to suggest that water mains breakage 

rates increased exponentially with pipe age. This single variate, two-parameter 

expression has been used by others with and without modifications, (e.g. Walski 

and Pelliccia 1982; Clark et al. 1982; Kleiner et al. 1998; Kleiner and Rajani 

1999). 

 

Kleiner and Rajani (2000) proposed a generalization to a multi-variate 

exponential model (MERM) (Eq. 2.2) to analyse breakage rate patterns of water 

mains, considering ageing, environmental (Freezing Index and Rain Deficit) and 

operational (Cumulative Length of Replaced Mains and Cumulative Length of 

Cathodic Protection) factors as explanatory variables. 

𝛮(𝑥)=𝛮(𝑥0)eax T          (2.2) 

Where 𝛮(𝜒) is the number of breaks, x is the vector of time-dependent covariates, 

a is the vector of parameters corresponding to the covariates, 𝑥0 is the value of 

the covariates at a baseline time 

 

The method was demonstrated with three case studies: for CI and AC pipes in 

Adelaide (Australia), CI pipes up to 12’’ diameter in Ottawa (Canada) and CI in 

Edmonton (Canada). Adelaide’s climate is warm and arid, thus only the impact of 

time and Rain Deficit was examined. All the covariates were used in Ottawa’s 

case, whereas Cathodic Protection was excluded in Edmonton’s case. The 

coefficient of Determination (𝑅2) was 0.44 for the CI pipes and 0.70 for the AC 

pipes in Adelaide’s case. The obtained accuracy was slightly higher (𝑅2=0.78) for 

the Ottawa’s case while for Edmonton’s case study was significantly improved 

(𝑅2=0.86). The accuracy of the predictions for both CI and DI pipes in the 

Adelaide’s case study is not satisfactory. 
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Kleiner and Rajani (2002) used the MERM proposed by Kleiner and Rajani (2000) 

for the short-term (3 to 4 years) and long-term prediction of water main breaks 

considering aging, environmental and operational factors. The proposed method 

was demonstrated to the CI and DI pipes with up to 12’’ diameter pipes in six 

case studies in Ontario (Canada). The first case study considered only aging, 

while CP, cumulative RD, FI, snapshot of rainfall deficit and the length of replaced 

mains were included gradually in the analysis of the remaining five regions (i.e. 

in the first case study only one explanatory variable was considered whereas all 

of them were considered in the sixth case study). The accuracy for the six case 

studies was evaluated using the 𝑅2 and the adjusted coefficient of determination 

(𝑅𝑎
2). The values of 𝑅2 range from 0.619 (case 1) up to 0.793 (case 6) constantly 

increasing. The inclusion of more explanatory variables increased the accuracy 

of the predictions. The values of 𝑅𝑎
2 increase from 0.603 (case 1) up to 0.736 

(case 4) and remained constant in case 5 with a small decline in case 6 (0.731). 

The decline of 𝑅𝑎
2 in case 6 can be attributed to the fact that the water utility 

implemented an aggressive main replacement program during the examined 

period. The inclusion of a period in which breakage rates predominantly 

decrease, cause the MERM to yield results that are counterintuitive, such as the 

negative effects of mains replacement program (e.g. Kleiner and Rajani 2002). 

The authors expressed their concerns for the parallel investigation of the failure 

patterns of two different materials (i.e. CI and DI). The MERM used by Kleiner 

and Rajani (2002) did not provide any further improvement in the accuracy of the 

predictions. Both approaches are mathematically simple to understand, but with 

moderate accuracy because they involve a great deal of conditional assumptions, 

specified data and statistical analysis (Kleiner and Rajani 2001) and therefore 

there is a limited number of implementations the last few years. 
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Linear regression models 

Linear regression models (LGM) in their simplest form assume that the variable 

of interest Y is a linear function of a set of explanatory variables Xi given as: 

𝑌=b0+∑ biXii            (2.3) 

Where 𝑌 is the dependent variable, b0, bi are the unknown constants to be 

estimated and Xi is the set of explanatory variables 

 

The use of a linear relationship was first suggested (Kettler and Goulter 1985). 

Generalized linear models (GLMs) have extended the linear regression to allow 

for discrete data. Thera are two types of GLM, Poisson GLM and logistic 

regression GLM. 

 

A regression model based on the Poisson distribution counts on the observed 

values of the covariates and specifies that the conditional mean of the counts is 

given by a continuous function μ(β,xi⃗⃗⃗ ⃗) of the covariates values as given by Eq. 

2.4 where β is the n x 1 vector of the regression parameters: 

E[yi|xi⃗⃗⃗ ⃗]=μ(𝛽,xi⃗⃗⃗ ⃗)          (2.4) 

Where μ(𝛽,xi⃗⃗⃗ ⃗) is a continuous function, xi is the vector of n covariates for system 

segment i and the number of failures on segment i be given by yi and β the n x 1 

vector of regression parameters 

 

Logistic regression GLM predicts the probability of a discrete outcome from a set 

of explanatory variables that may be discrete, continuous, or dichotomous or a 

combination of these (Yamijala et al. 2009). The dependent variable in a binary 

logistic regression model takes the value 1 with a probability of P or the value 0 
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with a probability of (1-P). the probability of the binary event is modelled using a 

logit transformation of P as: 

𝑃=
exp[α+β1χ1+β2χ2+⋯+βiχi]

1+exp[α+β1χ1+β2χ2+⋯+βiχi]
         (2.5) 

Where a is the constant regression parameter, βi are the regression coefficients 

for the explanatory variables and Xi are the independent variables 

 

With this model, the log of the odds ratio is linear in the explanatory variables: 

Log it[P(x)]=log[P(x)/(1-P(x))]= α + β1χ1 + β2χ2 + ⋯ + βiχi    (2.6) 

 

Wang et al. (2009a) used MLRM to forecast the annual break rate (R) of individual 

water mains considering pipe age (A), length (L), depth of installation (S) and any 

combination of them as explanatory variables. An individual model was 

developed for each material: grey CI (Eq 2.7), DI without lining (Eq. 2.8), DI with 

lining (Eq. 2.9), PVC (Eq. 2.10) and concrete (Eq. 2.11), using Minitab statistical 

software. 

Log10R=4.85-0.0206A+0.000245A2+0.00281S-0.905Log10L-1.40Log10S (2.7) 

Log10R=1.83-0.911Log10L         (2.8) 

Log10R=3.36+0.000150(L*A)-1.11Log10L-0.646Log10A-0.254Log10S   (2.9) 

Log10R=2.69-0.898Log10L-0.745Log10A               (2.10) 

Log10R=1.81+0.00593L-0.000028(L*S)-0.958Log10L             (2.11) 

 

The 𝑅2(%) of the models is 68.9, 65.0, 71.5, 78.9 and 81.3 for the grey CI, DI 

without lining, DI with lining, PVC and concrete pipes respectively. Their models 

have minimal data requirements but as indicated by the low values of 𝑅2, they 

need improvement (Wang et al. 2009b). This approach is the only MLRM applied 

on an individual pipe resulting in very low accuracy possibly due to data scarcity. 
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Asnaashari et al. (2009) compared the ability of a MLRM (Eq. 2.12) and a PGLRM 

(Eq. 2.13) to predict the failure frequency (FF) of water mains. The pipes were 

divided into four groups based on the material (AC, CI, DI and PE). The candidate 

variables were pipe diameter (DR), pipe wall thickness (TK), cover depth (DP), 

pipe age (PA), pipe length (LL), maximum pressure (MP), pipe location (PL) and 

failure history (FH) and the dependent variable was the Failure Frequency (FF) 

during a 10 years period. 

FF=a0+a1DR+a2LL+a3DP+a4TK+a5MP+a6AG+a7PL+a8FH            (2.12) 

FF=exp(b0+b1DR+b2LL+b3DP+b4TK+b5MP+b6AG+b7PL+b8FH)           (2.13) 

Where the regression coefficients a0, 𝑎1, …a8    and b0, b1, …b8 were determined 

by the degree of their contribution to FF 

 

The 𝑅2 of the obtained multiple regression models was 0.77, 0.52, 0.88 and 0.69 

for the AC, CI, DI and PE respectively. The 𝑅2 of the multiple Poisson models 

was 0.79, 0.71, 0.95 and 0.75 respectively. The Poisson model had superior 

prediction capabilities (higher values of 𝑅2) because it can handle non-linear 

relationships and independent pipe variables, thus addressing the fitting 

problems, but suffered from over-dispersion problems. Despite the improvement, 

the accuracy is moderate for most materials (expect DI pipes). 

 

Boxall et al. (2007) also used a Poisson generalised linear model (Eq. 2.14) to 

analyse the relationship between burst rate and age, diameter and length for CI 

and AC pipes in the UK. 

γ(D,L,A)=α+βDD+βLL+βAA                 (2.14) 

Where D is the diameter, L is the length, A the age and a, βD, βL, βA the 

coefficients to be estimated 
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A slightly curved relationship was found between burst rate and length (explained 

by considering length as a surrogate for connection density and joints which can 

be points of potential weakness). The relationship between burst rate and 

diameter was found to increase exponentially with decreasing diameters while 

the relationship between burst rate and age was complex (direct for the AC and 

indirect for the CI), probably due to age acting as a surrogate for other 

explanatory variables. The variation in annual burst rate due to different soil 

properties is small compared to the other explanatory variables, suggesting a 

relative lack of dependence between soil and burst rate. Boxall et al. (2007) 

showed the prediction abilities of a PGLRM on a group level analysis. 

 

Yamijala (et al. 2009) included all types of deterministic models in their analysis. 

They developed a time linear model (Eq. 2.15), a time exponential model (Eq. 

2.16), a Poisson GLM ((Eq. 2.17) and a logistic GLM model (Eq. 2.18) to estimate 

the number of breaks for a six-month period. The explanatory variables were: 

diameter (D), pipe segment length (L), pipe material (AC, CI, concrete steel cage, 

DI, PVC, steel), the year of installation (INSTYR), the time since the last break 

(TIME), the operating pressure of the pipe (PRE), the land use above the pipe 

(𝐿𝑈1 − 𝐿𝑈11), the type of the soil around the pipe (𝑆𝑇1 − 𝑆𝑇4), the temperature 

(TEMP), the rainfall (RAIN), the maximum soil moisture (SMAX), the difference 

between maximum and minimum soil moisture (MX-MN) and three principal 

components (𝑃𝐶1 − 𝑃𝐶3) related to six soil corrosivity covariates. The time linear, 

the time exponential and the Poisson model were fit in R and were applied only 

to pipes that had experienced at least a break during the data-recording period 

to avoid a zero-inflation problem. The logistic GLM was applied to all pipe 

segments. 
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Y=-0.0027D-0.44AC-0.45CI-0.34CSC-0.46DI-0.45PVC+2.6x10−5L-0.00027L𝑈6-

0.000327L𝑈8-0.00035L𝑈11+0.0018TEMP+3.7x10−5RAIN+0.0015SMAX     (2.15) 

Y=-0.3EXP[0.47TIME+2.7x10−5INSTYR]              (2.16) 

𝑙𝑜𝑔𝜇=-6.84-(0.023)(D)+(0.12)(AC)+(2.2x10−4)(L)-(2.6x10−3)( 𝐿𝑈6)-

(3.2x10−3)(𝐿𝑈8)-(3.3x10−3)( 𝐿𝑈11)+(0.0166)(TEMP)+(2.65x10−4)(RAIN)       (2.17) 

Logit[P(x)]=log[P(x)/(1-P(x))]=-5.82-0.12(D)+ 

(0.02)(𝐿𝑈1)+(0.02)( 𝐿𝑈2)+(0.02)( 𝐿𝑈3)+(0.02)( 𝐿𝑈4)+(0.02)( 𝐿𝑈5)+(0.01)( 𝐿𝑈6)+(0.

02)( 𝐿𝑈7)+(0.02)( 𝐿𝑈9)+(0.02)( 𝐿𝑈11)-(0.01)( 𝑆𝑇1)-0.005(𝑆𝑇3)-(0.02)( 𝑃𝐶1)      (2.18) 

 

The tests show that the time linear, time exponential and the Poisson GLM 

models do not fit particularly well while the logistic was fitted well with the data 

because it accounts for the excess zero presence in a way that the other models 

do not. The time linear, time exponential and the Poisson GLM models were 

applied only to pipes that had experienced at least a break during the data-

recording period limiting their applicability because in most networks only a small 

fraction of pipes has at least a recorded failure. Also, their ability to cope with the 

zero-inflation problem can’t be evaluated. Yamijala et al. (2009) showed that the 

LGLM outperforms the other types of probabilistic models because it can 

effectively cope with the zero-inflation problem. 

 

Probabilistic models 

Probabilistic models (Table 2.3) are further divided into Bayesian, Proportional 

hazards, Accelerated life-time, Poisson and Yule Process (Kleiner and Rajani 

2001; Park et al. 2011; Economou et al. 2012; Rajani et al. 2012; Martins et al. 

2013; Kabir et al. 2015b). 
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Table 2.3 Summary of Probabilistic Models 

References   Variables     Model 

Watson et al. (2004)  Age                𝐵𝐵𝑁𝑎 

Park et al. (2008)  Break history, material, installation time       𝑅𝑂𝐶𝑂𝐹𝑏 

diameter, length               𝑃𝐿𝑃𝑐 

Park et al. (2011)  Land development, internal pressure,           𝑃𝐻𝑀𝑑 

length, number of customers   

Economou et al. (2012) Length      𝑁𝐻𝑃𝑃𝑒/𝑍𝐼𝑁𝐻𝑃𝑃𝑓 

Rajani et al. (2012)  Weather and air temperature-related        𝑁𝐻𝑃𝑃𝑒 

Martins et al. (2013)  material, diameter, length, installation   𝑃𝑀𝑔/𝑊𝐴𝐿𝑀ℎ 

year, number of previous failures           𝐿𝐸𝑌𝑃𝑖 

Kabir et al. (2015b)  Age, length, diameter, soil resistivity           𝐵𝐵𝑁𝑎 

    soil corrosivity, vintage 

Kabir et al. (2015c)  Failure rate, age, diameter, length,            𝐵𝐵𝑁𝑎 

rain deficit, average temperature, freezing  

index, land use soil resistivity, vintage 

Kabir et al. (2015d)  Age, length, diameter, vintage, soil        𝐵𝑀𝐴𝑀𝑘 

Resistivity soil corrosivity, temperature,     𝐵𝑊𝑃𝐻𝑀𝑙 

freezing index, rain deficit, connections 

Kimutai et al. (2015)  Length, diameter, material, soil resistivity,  𝑊𝑃𝐻𝑀𝑚 

    Freezing index, rain deficit                       𝑃𝐻𝑀𝑑/𝑃𝑀𝑔 

aBBN=Bayesian Belief Network 

bROCOF=Rate of Occurrence of Failure 

cPLP=Power Law Process 

dPHM=Proportional Hazard Model 

eNHPP=Non-Homogenous Poisson Process 

fZINHPP=Zero-Inflated Non-Homogenous Poisson Process 

gPM=Poisson process Model 

hWALM=Weibull Accelerated Lifetime Model 

iLEYP=Linear Extension Yule Process 

kBMAM=Bayesian Model Averaging Method 

lBWPPM=Bayesian Weibull Proportional Hazard Model 

mWPHM=Weibull Proportional Hazard Model 
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Proportional hazards models 

The Proportional hazards models (PHMs) model the time-dependent ageing 

process of a pipe assuming a multiplicative relationship between them (Park et 

al. 2008). They are divided into Cox’s PHMs, Rate of Occurrence of Failure 

(ROCOF) and Power Law process (PLP) models (Kleiner and Rajani 2001). 

 

The PHM was initially developed by Cox (1972) and its general form is: 

h(t,Z)=ho(t)ebTZ                   (2.19) 

Where h(t,Z) is the hazard function which is the instantaneous rate of failure 

(probability of failure at time t+Δt given survival to time t), ho(t) is the arbitrary 

baseline function, Z is the vector of covariates acting multiplicatively on the 

hazard function, b is the vector of coefficients to be estimated by regression from 

available data 

 

The log-linear ROCOF and the PLP are expressed respectively, as: 

v(t)= exp(βt + β1t)                  (2.20) 

v(t)= γδtδ−1                   (2.21) 

Where v(t)is the failure intensity and βt, β1, γ, δ the parameters to be estimated 

 

Accelerated lifetime models 

Accelerated lifetime models are multivariate models in which the logarithm of the 

time to next failure is defined as the linear combination of covariates x=[𝑥1𝑥2𝑥𝑝] 

and a random error variable Z: 

lnT=𝑥𝑇𝛽 + σΖ                  (2.22) 

Where β=[𝛽0𝛽1....... 𝛽𝑝] are the unknown parameters and σ is a scale parameter 
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Single-variate Poisson Process 

A Poisson process counts the number of failures {N(t),t≥0} within a time interval 

of zero and t (0,t] with rate γ, where N(t) ∈ 𝑁0=number of occurrences during t, 

satisfying the following conditions (Røstum 2000): 

1. N(t)>0 

2. N(t) is an integer 

3. If 𝑡1 < 𝑡2 then, N(𝑡1)≤N(𝑡2); and 

4. For 𝑡1<𝑡2, [N(𝑡2)-N(𝑡1) represent the number of failures that have occurred 

in the time interval [𝑡1, 𝑡2] 

 

It follows that if the number of random events N(t) is Poisson distributed, then the 

probability of the occurrence of n failures P{N(t)=n} ng is estimated as: 

P{N(t)=n}=
𝑒−𝜋𝑡(𝜆𝑡)𝑛

𝑛!
                  (2.23) 

Where n=1, 2 represents the number of observed pipe breaks and λ is the 

coefficients of covariates, which represents the rate of the Poisson process 

 

Linear Yule Process 

The Linear Yule Process (LEYP) is a counting process in which the intensity 

function is a linear function of the number of past events and depends on the age 

of the process. Le Gat (2009) demonstrated its probability function as: 

P{N(t)-N(s)=n|N(b)-N(a)=j}=
Γ(a−1+j+n)

Γ(a−1+j)n!

 [μ(b)−μ(α)+1]a−1+j [μ(t)−μ(s)]n

 [μ(t)−μ(s)+μ(b)−μ(a)+1]a−1+j+n
          (2.24) 

Where a is the parameter associated with the number of previous events, λ(t) is 

the function that translates the aging and the covariates effect, μ(t)=eαΛ(t) and 

Λ(t)=∫ λ(u)du
t

0
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Eq. (2.25) implies that the distribution of failures of LEYP is a continuous 

extended Negative Binomial: 

{N(t)-N(s)|N(b)-N(a)=j}-NB (𝑎−1+j,
𝜇(𝑏)−𝜇(𝑎)+1

𝜇(𝑡)−𝜇(𝑠)+𝜇(𝑏)−𝜇(𝑎)+1
)             (2.25) 

 

One important feature of a failure prediction model is that it should distinguish the 

probability of failure in different pipes by their different attributes. Thus, the 

intensity function based on pipe covariates is transformed as Le Gat (2009): 

λ(t)=δ𝑡𝛿−1𝑒𝑥𝑇𝛽                  (2.26) 

Where δ is the aging factor of pipes and β is the vector of parameters associated 

with the covariates x 

 

Bayesian Belief models 

Bayesian Belief Network (BBN) is a graphical model that permits a probabilistic 

relationship among a set of variables (Pearl 2014). BNN is based on the Bayes’ 

theorem that manages uncertainty by explicitly representing the conditional 

probability dependencies between variables (Tang and McCabe 2007; Cinar and 

Kayakutlu 2010). In a BNN analysis, for n number of mutually exclusive 

parameters 𝑋𝑖(𝑖=1,2,….,𝑛) and a given observed data Y, the updated probability is 

computed as (Peral 2014): 

p(𝑋𝑖|Y)=
P(Y|𝑋𝑖) x P(𝑋𝑖) 

∑ 𝑝(𝑌|𝑗)𝑝(𝑋𝑗)𝑗
                 (2.27) 

Where p(X|Y) represents the posterior occurrence probability of X, given the 

condition that Y occurs, p(X) denotes the prior occurrence probability of X, p(Y) 

denotes the marginal occurrence probability of Y and is effectively constant since 

the obtained data is in hand and p(X/Y) refers to the conditional occurrence 

probability of Y, given that X occurs too 
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Park et al. (2008) applied the log-linear ROCOF and the Power Law process to 

estimate the optimal replacement time considering, break history, material, 

installation time, diameter and length as explanatory variables. The estimated 

replacement time is optimised and modelled by applying the methodology 

outlined by Loganathan et al. (2002) as: 

𝐵𝑟𝑘𝑡ℎ=
𝑙𝑛[(1+𝑅)/(1+𝑖)]

𝑙𝑛[1+(
𝐶

𝐹
)]

                  (2.28) 

Where R is the annual interest rate (1/year), i is the annual inflation rate (1/year), 

C is the repair cost of a break and F is the replacement cost of a pipe 

 

The comparison of standard deviation showed that the log-linear ROCOF was a 

better model over the power law process when the failure time model was used. 

This conclusion indicates that recording each failure time and applying this to 

models is more accurate than using failure numbers over a time interval. Both 

methods require a sufficiently large number of recorded breaks due to the fact 

that are intended for the non-linear modelling of the failure rates. Therefore, some 

limits of recorded number of breaks should exist and in line with this requirement, 

at least five numbers of failures are assumed for this study. The model needs a 

sufficiently large number of break records which is not always available and can’t 

assess the effects of various factors that cause pipe failure. 

 

Park et al. (2011) attempted to address this problem by adding extra information 

such as failure-related effects, general conditions and survival probabilities. They 

constructed a PHM for the time intervals between consecutive pipe breaks using 

the degree of land development (DL), internal pressure type of pipe (PT), length 

of pipe (L) and the number of customers in a grid (C) as explanatory variables. In 

addition, material-joint types were also considered as covariates for pit-CI, spun 
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CI rigid joint (SR), and spun CI flexible joint (SF) types. Individual pipes were 

allocated into seven groups according to the past break history (from 0 up to 6 

previous breaks). The main shortcoming of this type of models is that they require 

an extended database collected in a standardised framework which reduces their 

applicability since most of the water utilities record pipe failure in their distinctive 

way. Park et al. (2011) stated that the implementation of the PHM may require 

other types of data and some coding with a high-level computer language that 

may not be always available. 

 

Economou et al. (2012) compared the ability of a Bayesian Non-Homogenous 

Poisson Process (NHPP) model and a Bayesian zero-inflated Non-Homogenous 

Poisson Process (ZINHPP) model to handle the excess amount of zeros in the 

number of failures (zero-inflation problem). The proposed methodology was 

applied to a set CI pipes in North America and a set of AC pipes in Australia. The 

available explanatory variable for the CI pipes was only the length. The available 

explanatory variables for the AC pipes were pipe length, pipe diameter, maximum 

absolute pressure and maximum pressure change within 24hrs. In both cases, 

the ZINHPP model fitted the data better than the NHPP model for the calibration 

dataset. It can be attributed to the fact that the ZINHPP accounts for the possibility 

of more zeros in failure counts than would be expected from the NHPP alone, by 

allocating extra probability to the possibility of no failure (Santos et al. 2017). The 

main limitations of the approach are that length is the only available variable for 

the CI pipes and many other important variables are missing while the 

observation period for the AC pipes was too short and therefore, no validation 

period was considered for assessing the generalization capabilities of the 

approach. 
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Rajani et al. (2012) also used a non-homogenous Poisson-based (NHPP) pipe 

deterioration model to examine the impact of air temperature-based and water 

temperature-based covariates on breaks of homogenous groups of CI, DI and 

galvanized steel pipes for time steps with varying duration (lasting between 5 and 

90 days). Short time steps capture better the temperature fluctuation, but the 

large number of data, introduces a lot of ‘noise’ making difficult to obtain 

mathematical relationships with meaningful ‘goodness of fit’. On the contrary, 

long time steps require careful selection of a starting point in order not to miss 

seasonal temperature variations and they result in fewer data which may lead to 

over-fitting. The trials were evaluated with the 𝑅2 and the likelihood ratio test. 

These performance indicators were used to identify the covariates with the 

highest impact. A modified form of the Poisson model proposed by Kleiner and 

Rajani (2010) was used here, where the probability of P(ki) observing ki breaks 

in time step i, in terms of one or more time-dependent covariates, is: 

P(ki)=
λι

κιexp (−λi)

κι!
                  (2.29) 

λi=exp [βο+ψτ(gi)+βqi]                 (2.30) 

Where λi is the expected number of breaks (or the rate of occurrence of breaks) 

in time step i, βο is a constant, q is a row vector of time-dependent covariates 

prevailing at time step i and β is a column vector of the corresponding coefficients 

to covariates q 

 

Average mean air temperature, maximum air temperature increases and 

decreases and how fast the air temperature increases and decreases (intensities) 

over a specific period of days, were identified as the most significant covariates. 

Based on the aforementioned arguments and the evaluation of the accuracy the 

time step of 30 days was chosen. The proposed methodology showed a good 
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accuracy but lacks in validation on a test dataset since the main objective was to 

identify the influence of temperature-based covariates rather to be used for 

forecasts. 

 

Martins et al. (2013) compared the ability of a single-variate Poisson process 

(PM), a Weibull accelerated lifetime model (WALM), and a linear-extended Yule 

process (LEYP) model to identify the pipes (AC, high-density PE and PVC) that 

are most likely to fail using short failure records. The available pipe variables were 

material, diameter, length, installation year, and number of previous failures. The 

single-variate Poisson process used as grouping criteria the pipe material, three 

groups of pipe diameter, and three groups of pipe length. The installation year 

was disregarded because of the high correlation between this variable and pipe 

material. The age and the number of previous failures were disregarded from the 

explanatory variables. Pipe material was used as a grouping criterion in the 

WALM. The logarithm of length, the diameter, the previous failures and the pipe 

age at the last recorded failure entered the regression model as covariates in the 

WALM. The linear extended Yule process used pipe material as a grouping 

criterion and considered the logarithm of length and pipe diameter as covariates. 

The pipe age and the number of previous failures were already considered during 

model construction, and thus were not used as covariates. Two methods of 

defining the training and test sets were considered: the temporal division and the 

random division methods. For the temporal method, the most recent three years 

of data are reserved for model validation while for the random division method, 

50% of pipes are selected at random to be used for training, and the remaining 

50% is used for validation. The WALM yielded the best results among the three 

models, however, it is based on Monte Carlo simulations, which can be time-
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consuming. The distribution of the number of failures during a period using the 

WALM can’t, however, be analytically derived, because the convolution of 

Weibull distributions cannot be analytically calculated. In WALM and LEYP it is 

assumed that the Weibull scale parameter and the process rate, respectively, are 

proportional to the exponent of a linear combination of the covariates vector. The 

LEYP effectively detected pipes with higher failure likelihood, but tends to 

overestimate the number of future failures, probably due to the linear increment 

of the intensity function with the number of previous failures. The single-variate 

PM is the simplest but the least accurate. 

 

Kabir et al. (2015b) developed a Bayesian multiple regression based on data 

fusion model to predict the failure of CI and DI pipes in Calagary’s (Canada) 

WDN. The explanatory variables of the model for the CI pipes were age, length, 

diameter, vintage, soil resistivity, while the explanatory variables for the DI model 

were age, length, diameter, vintage and soil corrosivity index. Separate models 

were developed for small diameter pipes (≤150mm) and big diameter pipes 

(>150mm). This method is designed to merely analyse individual causes, instead 

of combined causes. Moreover, it can be difficult for domain experts to elicit the 

casual Bayesian structure with combined causes from domain knowledge only 

(Ma et al. 2016). 

 

Kabir et al. (2015c) compared the accuracy of a MLRM and the Bayesian multiple 

regression model developed by Kabir et al. (2015b) in estimating the number of 

breaks. The proposed methodology was implemented to the CI and DI pipes that 

had experienced at least one break during the data-recording period. Both 

models were developed using the software R, considering number of previous 
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factors, break/failure rate, pipe age, pipe diameter, pipe length, average 

temperature, freezing index, rain deficit, vintage, land use and soil resistivity as 

explanatory variables. The physical factors were found to be the most significant 

followed by the environmental factors. Between the environmental factors, FI and 

rain deficit had a higher impact on CI rather than DI pipes. The Bayesian multiple 

regression model is more accurate than the MLRM because it can consider 

multiple information from different sources and combine them considering their 

interdependencies resulting from cause-effect characteristics. The main 

drawback is that the case study entails only pipes that have experienced at least 

one break reducing significantly the size of the sample. 

 

Kabir et al. (2015d) used a Bayesian model averaging method (BMA) and a 

Bayesian Weibull Proportional Hazard Model (BWPHM) to develop survival 

curves and predict the failure rates of CI and DI pipes. The explanatory variables 

were pipe age, pipe length, pipe vintage, pipe diameter, soil resistivity, soil 

corrosivity index, temperature, FI, rain deficit and the number of connections of 

each pipe. Both CI and DI pipes were split into groups based on whether the 

Number of Previous Failures (NOPF) was zero or above zero. The obtained 

results showed a different response for the CI and DI pipes to the effect of 

covariates. The results also represented that the survival times of CI and DI pipes 

with NOPF=0 are higher than NOPF>0. After the first break, soil resistivity is the 

most significant or influential parameters for the increases the hazard of the CI 

pipes whereas DI pipes are more sensitive on soil corrosivity index. 

 

Kimutai et al. (2015) compared a Weibull proportional hazard model (WPHM), a 

Cox proportional hazard model (Cox-PHM), and a Poisson model (PM) in 
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describing the effects of physical and environmental factors on the failure of CI, 

DI and PVC pipes. Results from the preliminary process indicated that covariates 

with the most significant impact in influencing pipe breaks are length, diameter, 

pipe material, soil resistivity, soil resistivity, FI and RD. The physical covariates 

were found to be more critical while environmental covariates had an impact only 

on PVC pipes. The WPHM captured all the breaking phases of the metallic pipes 

better than the Cox-PHM and the PM which underestimated the number of 

breaks. The accuracy of Cox-PHM decreased as the pipe shifted from slow to 

fast breaking phases of pipe life while PM’s increased. For PVC pipes the 

performance of PHMs in the prediction of these pipes was very low, which could 

be attributable to time dependent hazards and low number of breaks observed. 

The Cox-PHM assumes a proportional fixed effect on the baseline hazard 

function which depends on the time but not on the covariates (Alvisi and Franchini 

2010) and represents the aging process such as the effect of internal and external 

corrosion (Clark et al. 2010), which occurs not only as a function of time but also 

other stressing variables (Le Gat and Eisenbeis 2000). The Cox-PHM is difficult 

to get good breakage risk estimates without a large dataset, which is the case for 

many water utilities. 

 

Overall, the statistical models that predict the behaviour of water pipes are 

affected by both the quantity and quality of available data (Díaz et al. 2016; 

Gómez-Martínez et al. 2017), and by the applied statistical techniques (e.g. 

selection of probability distribution function) (Boxall et al. 2007; Economou et al. 

2007, 2008). Soft computing is viewed as an alternative method to hard or precise 

computing, in that it is tolerant of uncertainty and imprecision (Nishiyama and 

Filion 2013). 
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2.3.2 Data-Driven Methods 

The data-driven methods can handle imprecision, missing or partial data and 

simulate complex non-linear relationships between inputs and outputs for large 

systems (Fayyad et al. 1996; Giustolisi and Savic 2006; El-Baroudy et al. 2010). 

They can be classified based on the level of prior information required in the 

construction phase as white-box, grey-box and black-box models (Giustolisi 

2004; Giustolisi and Savic 2006; Giustolisi et al. 2007; Fiore et al. 2012; 

Nishiyama and Filion 2014). 

• A white-box model (e.g. physical models) is a system where all necessary 

information is available and is based on physical laws and known variables and 

parameters. Because the variables and parameters have physical meaning, they 

also explain the underlying relationships of the system. However, model 

construction can be difficult if the underlying mechanisms are not fully understood 

or the experimental results obtained in the laboratory environment do not 

correspond well to the prototype environment. 

• A black-box model (e.g. ANN) is a system in which there is no prior 

information is available. The functional form of relationships between variables 

and the numerical parameters in those functions are unknown and need to be 

estimated. 

• Between the white-box and the black-box models there is a wide range of 

grey-box models (e.g. EPR). Their mathematical structure is derived through the 

conceptualisation of physical phenomena or through the simplification of 

differential equations, describing the phenomena under consideration. Grey-box 

models usually estimate parameters by means of input/output data analysis, 

although some information about the underlying relationship is normally already 

known. 
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Artificial Neural Network models 

Artificial Neural Network (Table 2.4) are data-driven ‘black-box’ models that can 

capture the complex relationship between input and output pipe failures by 

learning from historical data even in the absence of physical consideration 

(Giustolisi and Laucelli 2005; Al-Barqawi and Zayed. 2008; El-Baroudy et al. 

2010; Rezania et al. 2010). They have been a good modelling approach for pipe 

break forecasting and particularly well suited to handle large data sets and 

multiple variables (Park et al. 2008). Typically, an ANN model consists of an input 

layer which receives the inputs. Through hidden layers these inputs are 

processed to provide the output layer with the values predicted by the network. 

 

Table 2.4 Summary of Artificial Neural Network models 

References    Variables 

Ahn et al. (2005) max and min soil temperature 1.5m 

underground, min and max water temperature, 

max and min air temperature 

Achim et al. (2007) Length, diameter, age, material, geographical 

coordinates 

Tabesh et al. (2009) Length, diameter, age, depth of installation, 

average pressure 

Jafar et al. (2010) Length, diameter, age, material, soli type, 

location in the street, pressure, protection 

Asnaashari et al. (2013) Length, diameter, age, material, break 

category, year of cement-mortar lining and 

cathodic protection (if done), soil type 

 

Ahn et al. (2005) developed an ANN model to predict pipe breaks considering 

environmental factors (i.e. soil temperature at 1.5m under ground; maximum and 

minimum values of water temperature; maximum and minimum values of 

atmosphere temperature), the ratio of stainless steel, galvanized steel CI and 
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ductile CI pipes and the ratio of metered water. Most pipes (except CI) did not 

have an increased number of failures during the colder winter months, but in 

spring and fall when the water temperature fluctuates and soil shrinks/swells. The 

rapid increase and decrease of temperature were found to be the most significant 

factors. The ANN model had a good performance in predicting the pipe breaks 

on a seasonal basis. However, the sensitivity analysis indicated a low accuracy 

in case of rapid increase and decrease of pipe failure frequency. This ANN model 

is the only one that considers environmental factors as input. 

 

Achim et al. (2007) used a multi-layer ANN to predict the number of 

failures/kilometres/years for individual CI and CI concrete lined pipes. The 

performance of the ANN model was compared with a shifted time power model 

and a shifted time exponential model. Physical factors (i.e. diameter, year of 

construction, age, length) and the pair of geographical coordinates were 

considered as explanatory variables. The ANN model outperformed statistical 

models where databases were relatively large and noisy. However, the values 

given for fit were not very satisfactory (Moselhi and Fahmy 2007) which can be 

attributed to the fact that the analysis was conducted on an individual pipe level. 

 

Tabesh et al. (2009) developed an ANN and a neuro-fuzzy model to predict pipe 

failure rate using pipe diameter, length, age, depth of installation and average 

hydraulic pressure as explanatory variables. Then a multivariate regression 

method was used to evaluate the performance of the two data-driven models. 

The proposed methodology was demonstrated by implementation in the steel, CI 

and AC pipes of a WDN in Iran. The ANN model provided the most realistic and 

accurate results in predicting the pipe failure rate. 
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Jafar et al. (2010) developed six distinctive ANN models to predict the failure rate 

of AC, PE, and metallic pipes, all pipes, pipes with low number of failures and 

pipes with high number of failures respectively. The included physical (material, 

length, diameter, thickness, and age), environmental (type of soil, location in the 

street) and operational (pressure and cathodic protection) factors. Very high 

accuracy (𝑅2 = 0.972) was obtained for the model with the ‘’high number of 

failures’’ pipes. The usefulness of this model is relatively limited since very few 

pipes in a WDN have a recorded high number of failures. The rest models showed 

a significantly lower accuracy. 

 

Asnaashari et al. (2013) compared the accuracy of an ANN model and a MLRM 

in forecasting the failure of CI and DI pipes with diameter 25, 37, 50, 75, 100, 

150, 200, 250, 300, 350, 400, 450, 500 and 600 mm. The explanatory variables 

considered were: pipe length, diameter, age, break category, soil type, pipe 

material, the year of Cement Mortar Lining and CP (if implemented). The ANN 

model (𝑅2 = 0.94) outperformed the MLRM (𝑅2 = 0.75) indicating that is more 

successful in predicting failure rates since it can simulate the non-linear 

relationship between pipe failure the factors that cause it. 

 

The shortcomings of the ANN are that they require the structure of a neural 

network to be identified and the initial set-up can be time-consuming and 

complicated (Giustolisi and Laucelli 2005) and they are prone to overfitting 

(Giustolisi and Laucelli 2005; Fahmy and Moselhi 2009). There is concern that 

the ANN may be ‘over-trained’ resulting in a model that is just capable of 

‘memorising’ the training data set rather than being able to generalize the patterns 

to new sets. 
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Genetic Programming Models 

Genetic programming (GP) is an evolutionary algorithm-based method that 

mimics the natural evolutionary selection and allows a global exploration of the 

space of model expressions. The symbolic regression manipulates populations 

of solutions using operations analogous to the evolutionary processes that 

operate in nature. The genetic programming procedure mimics natural selection 

as the ‘fitness’ of the solutions in the population improves through successive 

generations. The symbolic regression GP generates ‘transparent’ models 

allowing to gain understanding of the relationship between failure and the 

explanatory variables. The model fit (accuracy) to the observed data is evaluated 

using the Coefficient of Determination (CoD) as: 

CoD=1 −
∑  (ŷ−𝑦𝑒𝑥𝑝)2𝑛

∑ (𝑦𝑒𝑥𝑝−𝑎𝑣𝑔(𝑦𝑒𝑥𝑝))2𝑛
=1 −

𝑆𝑆𝐸

∑ (𝑦𝑒𝑥𝑝−𝑎𝑣𝑔(𝑦𝑒𝑥𝑝))2𝑛
             (2.31) 

Where n is the number of samples; ŷ is the estimated output of the model; 𝑦𝑒𝑥𝑝 is 

the observed value; 𝑎𝑣𝑔(𝑦𝑒𝑥𝑝) is the average value of the corresponding 

observations (evaluated on the n samples) and SSE is the sum of square error 

 

Xu et al. (2011a) examined the failure of CI pipes considering length, diameter 

and age as explanatory variables. The individual pipes were aggregated in two 

different ways. First, based on the diameter and then based on both the diameter 

and the installation year creating 9 and 501 groups respectively. In the first case, 

the age was calculated as the length-weighted age of all the pipes within each 

diameter group. The GP run resulted in a set of models and the selected models 

for the first (Eq. 2.32) and the second (Eq. 2.33) method are: 

B=
𝐴(𝐿+5.198)

𝐷−28.147
                   (2.32) 

B=(
(40.47−A)

𝐷−28.147
+1) 

𝐴𝐿

𝐷
                  (2.33) 
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Where B is the predicted number of breaks, L is the total length, D is the diameter 

and A is the age 

 

The Equation 2.33 was transformed to avoid negative values as follows: 

B=max (0, (
(40.47−A)

𝐷−28.147
+1) 

𝐴𝐿

𝐷
)                 (2.34) 

 

The CoD for the Eq.2.32 was 0.994 and 0.951 for the model development and 

validation respectively. The very high values of CoD may be linked to the very 

small number (nine) of groups created implying that the GP model may suffer 

from over-fitting. In the second case where the number of groups increased (a 

few hundred instead of nine) and the CoD for the Eq.2.34 was significantly lower, 

0.741 and 0.657 for the model development and validation phases respectively. 

 

Xu et al. (2011b) aggregated the CI pipes into homogenous groups based on 

their diameter and age to avoid potential overfitting problems. Then, they 

partitioned the database into two clusters of those installed before and after the 

beginning of the monitoring period. Two distinctive GP models were developed, 

one for each cluster using the same explanatory variables (i.e. length, diameter 

and age) as Xu et al. 2011a. The implementation of the methodology resulted in 

a set of GP models for each cluster and the selected models for the pipes installed 

after (Eq. 2.35) and before (Eq. 2.36) the beginning of the monitoring period are: 

BRGP=
14.928 A2  L

D2                   (2.35) 

BRGP=
44.446 L exp (−

A

70.246
)

D
                 (2.36) 

Where BR is the predicted number of breaks, L is the total length, D is the 

diameter and A is the age 
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The CoD with the training dataset was 0.635 and 0.711 for the pipes installed 

after and before the beginning of the monitoring period respectively. The CoD for 

the validation dataset was very low, around 0.34 for both cases. This GP 

implementation attempted to address the over-fitting problem but failed to 

generate accurate predictions (as indicated by the very low values of CoD). 

 

In both studies the explanatory variables are the length, the diameter and the age 

whereas environmental and operational variables have not been considered. 

Furthermore, GP lacks the capability to optimize coefficients efficiently and grows 

substantially in length very quickly (Davidson et al. 1999). 

 

Evolutionary Polynomial Regression Models 

Evolutionary Polynomial Regression (Table 2.5) is a data-driven method based 

on numerical and symbolic regression that can produce series of pseudo-

polynomial models. EPR exploits both the power of evolutionary algorithms and 

numerical regression to develop polynomial models combining the independent 

variables together with the user-defined function. The user selects the 

generalised model structure, EPR employs a multi-objective search strategy to 

estimate unknown constant parameters of the assumed models using the least 

squares method (Giustolisi and Savic 2006). As a result, each single EPR run 

returns a number of polynomial models on a Pareto optimal front which is a trade-

off between accuracy (fitness) and parsimony. The first criterion aims to maximise 

the model fit to the observed data (or minimise the model error) and the second 

(parsimony) aims to minimise the number of explanatory variables and/or 

polynomial terms in the model. Τhe number of polynomial terms is a surrogate 

for the model parsimony criterion. Its role is to prevent over-fitting of the model to 
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data and thus endeavour to capture underlying general phenomena without 

replicating noise in data. The general expression of the EPR formula is given as 

(Giustolisi and Savic 2006): 

ŷ =∑ F(X, f(X), aj) +m
j=1 ao                 (2.37) 

Where ŷ is the estimated output of the system/process; aj is a constant value; F 

is a function constructed by the process; X is the matrix of input variables; f is a 

function defined by the user; and m is the number of terms of the polynomial 

structured expression (bias a0 excluded, if any) 

 

Table 2.5 Summary of Evolutionary Polynomial Regression models 

References    Variables 

Berardi et al. (2008) Length, diameter, age, number of properties 

supplied, number of pipes 

Savic et al. (2009) Length, diameter, age, number of properties 

supplied,  

Xu et al. (2011b)   Length, diameter, age 

Laucelli et al. (2014) Average of mean daily temperature, minimum 

daily temperature, maximum daily 

temperature, maximum temperature increase, 

maximum temperature decrease, increase in 

temperature gradient, decrease in temperature 

gradient, freezing index, daily variation of 

temperature, snow cover 

 

Berardi et al. (2008) aggregated the individual pipes based on the same age and 

diameter and applied the EPR method considering length, diameter, age, number 

of pipes and number of properties supplied as candidate explanatory variables. 
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The EPR run resulted in a set of models with varying number of explanatory 

variables and polynomial terms on the Pareto front and the selected one (Eq. 

2.38) highlighted that pipe age (A), diameter (D) and pipe length (L) are the most 

important variables. The number of properties supplied did not substantially 

improve the predictions. 

BR=
0.084904 A L

D1.5                   (2.38) 

 

The derived aggregated model was used to estimate the burst rate (expressed in 

number of failures per year) at the individual pipe level due to the membership of 

pipe i to the class as follows:  

λi=
Li

Lclass  
 
 BRclass

 T
= 

Li

Lclass
 
a1{ Dclass

δ  Lclass
γ

 Pclass
p

 Nclass
μ

 Aclass
α }

 T
             (2.39) 

Where BRclass the number of bursts predicted by the aggregated model for the 

class the pipe i belongs to, Lclass is the length of the class, Li is the length of pipe 

i, T is the monitoring period, a1 is the regression coefficient and δ,γ,p,μ,α the 

exponents selected in the EPR model 

 

The EPR run returned mathematical equations that are ‘’transparent’’ and the 

user could select one of the models on the Pareto front considering both the 

accuracy and the parsimony criteria. The selected one-polynomial EPR model 

was effective in terms of regression performance (CoD=0.822). However, the 

proposed methodology for estimating the failure rate of individual pipes was not 

tested on a validation data set. 

 

Savic et al. (2009) used a multi-objective genetic algorithm (MOGA) strategy 

within EPR based on the Pareto dominance criterion. The models obtained (Eq. 
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2.40-2.42) are ranked according to the number of terms. The proposed 

methodology was applied to 48 water quality zones within a UK WDN using 

length, diameter, age, and the number of properties supplied as candidate 

explanatory variables. 

BR=𝑎i L
1.5                   (2.40) 

BR=𝑎i A
1.5L                   (2.41) 

BR=𝑎i
 A1.5L 

D 
                   (2.42) 

Where BR is the predicted number of breaks, L is the total length, D is the 

diameter and A is the age and 𝑎i is a coefficient calculated separately for each 

water quality zone 

 

The accuracy (in terms of CoD) varies significantly for the water quality zones. It 

ranges between negative values and 0.9339 for the first model, between 0.3410 

and 0.9511 for the second model and between 0.3331 and 0.9833 for the third 

model. The inclusion of more explanatory variables increased the accuracy for 

most of the examined water quality zones. Savic et al. (2009 used the same 

explanatory variables as Berardi et al. (2008) excluding the number of properties 

supplied from their analysis as a non-influential factor. 

 

Xu et al. (2011b) followed the methodology described in the previous subsection 

for data aggregation and variables selection to develop two distinctive EPR 

models. The implementation of EPR resulted in two sets of Pareto front models. 

The selected models for the pipes installed after (Eq. 2.43) and before (Eq. 2.44) 

the beginning of the monitoring period are: 

BREPR=
14.935 A2  L

D2                   (2.43) 
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BREPR=
157.4514 L 

D A0.5                   (2.44) 

Where BR is the predicted number of breaks, L is the total length, D is the 

diameter and A is the age 

 

The CoD was 0.635 and 0.711 for the pipes installed after and before the 

beginning of the monitoring period respectively. Both selected models showed a 

low accuracy. The comparison between the selected EPR and GP models shows 

that both approaches achieve the same accuracy. The only difference resides in 

the coefficient because in the EPR was obtained by means of a LS method, while 

in GP it was calculated through crossover and mutation. 

 

The first EPR implementations (e.g. Berardi et al. 2008; Savic et al. 2009; Xu et 

al. 2011b) considered only physical variables (i.e. length, diameter and age). 

Laucelli et al. (2014) first considered environmental variables. They extended the 

work done by Rajani et al. (2012) and investigated the relationship between 

climate data and bursts of 150mm CI pipes for three non-overlapping time steps 

(lasting 5, 15 and 30 days) using average of mean daily temperature, minimum 

daily temperature, maximum daily temperature, maximum temperature increase, 

maximum temperature decrease, increase in temperature gradient, decrease in 

temperature gradient, freezing index, daily variation of temperature and snow 

cover as explanatory variables. The analysis was conducted separately for the 

warm and cold season with a different set of covariates. The two selected models 

for the cold and the warm season are: 

BR=𝑎1
 FZI TDG0.5 

𝐴𝐷𝐷2 
+𝑎0                  (2.45) 

BR=𝑎1
  𝑀𝑇𝐷2

𝑇𝑅𝑁0.5𝐴𝐷𝐷2  
+𝑎0                 (2.46) 
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Where BR is the number of failures per year for each season, FZI is the freezing 

index, TDG is the decrease in temperature gradient, ADD is the daily variation of 

the temperature, MTD is the maximum temperature decrease, TRN is the total 

rain and 𝑎1, 𝑎0 are constant coefficients which are calculated separately for the 

cold and warm season of each year of the monitoring period 

 

The results indicated that the 30 days’ time step provided the most accurate 

predictions for both seasons. However, the accuracy was high only for the cold 

season, the CoD was 0.76 instead of 0.45 for the warm season. Furthermore, the 

distinction between cold and warm period relies on specifying an arbitrary 

threshold and the distinction must be done in advance to select the appropriate 

mathematical relationship for pipe failure predictions. 

 

2.4 Impacts Assessment 

The impacts of pipe failure imply a cost which can be either direct, indirect or 

social (Rajani and Kleiner 2002). Direct cost includes the cost of lost water, the 

cost of breakage repair and the cost of direct damage to the property, the indirect 

the disruption in a commercial property, the accelerated deterioration of nearby 

infrastructures and the social cost the quality of life and the water quality (Makar 

and Rajani 2000). The indirect costs are more difficult to be quantified with a 

monetary value (Muhlbauer 2004; Pietrucha-Urbanik and Studziński 2018). 

Water quality problems (i.e. discolouration) caused by pressure and flow 

disturbances triggered by a pipe burst have been reported but the quantification 

of impacts is difficult and often only surrogate measures are used (Sadiq et al. 

2005; Sadiq et al. 2006). Complexity also stems from the differing social 

situations and the varying vulnerability of affected customers (Bicik et al. 2009). 
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Michaud and Apostolakis (2006) proposed a scenario-based methodology for the 

ranking of the elements of a water-supply network according to their value to the 

network's owner. They employed a hierarchical value tree to aggregate impacts 

of pipe isolation using the Multi-Attribute Utility Theory. Several types of 

customers were considered by the authors. Their strategic assessment did not 

consider locations of isolation valves and neither used a hydraulic model to 

evaluate the full effect of segment isolation (e.g. low-pressure problems). They 

merely used graph theory to evaluate the impact of segment isolations. 

 

Filion et al. (2007) proposed a stochastic design of WDS considering the impact 

of low and high-pressure failures in WDS. They quantified the consequences of 

a failure using expected annual damages sustained by residential, commercial, 

and industrial users. 

 

Lindhe et al. (2009) carried out a probabilistic risk analysis using fault tree 

analysis on an integrated level. They evaluated the applicability of Customers 

Minutes Lost (CML) (proposed by Bakker et al. 2012) as a measure of impacts in 

two situations when no water was delivered (quantity failure) and when water was 

delivered but did not comply with water quality standards (quality failure). Both 

hard data and expert judgements were used to estimate probabilities of events 

and uncertainties in the estimates. Incorporation of expert judgements is 

facilitated by using the mean failure rate and mean downtime to model estimates 

of probabilities. The calculation of consequences included the duration of failure 

and the number of people affected. By multiplying the two attributes, the 

consequences are expressed in terms of CML. They did not consider the cases 

where the supply is partly satisfied but still in acceptable levels. 
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The fraction of delivered demand and the CML have been widely used for 

assessing the impacts on the level of service (e.g. Ostfeld et al. 2002; Ang and 

Jowitt 2006; Kapelan et al. 2006b; Giustolisi et al. 2008a; Jun and Guopin 2012). 

An exact quantification of failure impacts (particularly the water quality problems) 

is a highly subjective and complex problem (Rajani and Kleiner 2002; Sadiq et al. 

2004c; Bicik et al. 2009). 

 

2.5 Summary and Conclusions 

The previous sections exhaustively described the developed methodologies for 

pipe failure prediction, impacts assessment and risk analysis. 

Aging water pipes present problems including rehabilitation and renewal costs, 

decreasing hydraulic capacity, degradation of water quality, increasing customer 

complaints, and direct and indirect economic consequences due to service 

disruption. Hence, there is need to optimise the economic efficiency of the asset 

management in parallel with the satisfaction of the operational requirements. 

Proactive approaches using predictive analyses aim to achieve longer-term 

economic efficiency. Development of an accurate prediction model is important 

for the successful implementation of a proactive approach. 

The pipe failure patterns present a high variability and therefore a more precise 

approach is required to accommodate it and improve the accuracy of predictions. 

Several methods have been developed for pipe failure prediction. Statistical 

models can cope with the lack of sufficient knowledge related to the complex 

mechanisms that lead to pipe failure but have some limitations such as 

requirements for specific assumptions (e.g. selection of probability distribution 

function) that should be substantiated by some knowledge of the phenomenon, 

which is not always available. 
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On the contrary, the data-driven methods can simulate complex non-linear 

relationships between inputs and outputs in the absence of physical 

consideration. The direct comparison between statistical and data-driven models 

(e.g. Achim et al. 2007; Asnaashari et al. 2013) has demonstrated their superiority 

in making predictions. Majority of the developed GP models have a low accuracy 

as indicated by the CoD values and the ones with high accuracy may suffer from 

overfitting due to the very small number of input data. EPR is similar to GP in 

terms of the class of results it generates (symbolic formulas), but it circumvents 

some of GP’s shortcomings by integrating a genetic algorithm (Goldberg 1989; 

Rezania et al. 2011). Therefore, GP was deselected from the model development 

stage. Both ANN and EPR are powerful approaches and have demonstrated a 

high accuracy. However, the ANN require the optimum structure of the network 

(e.g. number of inputs, hidden layers, transfer functions) to be identified a priori 

(Giustolisi and Laucelli 2005; Rezania et al. 2011) which can be a time-

consuming process and due to their black-box nature they do not provide a clear 

insight into the relationship between the inputs and the output in addition to data-

fitting (Xu et al. 2013). On the contrary, each EPR run returns transparent 

equations that allow to gain an understanding into the relationship between the 

inputs and the output. The user can evaluate the models looking at different key 

aspects which encompass the prior knowledge of the phenomenon. 

Models that can estimate the total number of failures in the network accurately 

can be used for economic analysis in long-term planning. Despite the accuracy 

obtained so far, there is still need for improvement, particularly for groups of pipes 

with a very high or very low failure rate. The inclusion of a clustering method can 

improve predictions by using a set of predictive models instead of a single-one 

which captures various failure patterns. Furthermore, a method with a high level 
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of accuracy assists in deriving the failure rate of individual pipes to point out the 

most prone to failure. 

Most existing models estimate the number of failures or the average failure rate 

of the entire network or a group of pipes over a time-period (Selvakumar and 

Tafuri 2012; Scheidegger et al. 2013). For the following year(s) water utilities 

require more accurate and relatively simple models if possible (Chik et al. 2016). 

The failure frequency exhibits an inter-year variation which needs to be captured. 

The pipe deterioration rate is affected (among other) by time-dependent factors 

such as the weather conditions that are random or seasonal over time. The 

annual predictions facilitate the need for accurate annual predictions using both 

weather-related and physical factors. 

There is empirical knowledge that in the UK most failures occur during the coldest 

months. Previously developed approaches (e.g. Rajani and Kleiner 2012; Laucelli 

et al. 2014) resulted in relationships with low accuracy for short-term predictions 

(i.e. a couple of days). The short-term predictions enable the water utility to adjust 

the daily allocation and planning of resources to accommodate possible 

increases in pipe failure, particularly for WDNs that are influenced by climate 

factors (Chik et al. 2018). The water utility is aided to meet the standards set by 

OFWAT to avoid customers dissatisfaction and compensations and comply with 

the guidelines for water loss. 

WDNs are designed to satisfy the design flow and head at each demand node. 

However, in the case of a pipe failure, the water flow will change, and the original 

network will be transformed into a new one with higher internal energy losses 

which might make it impossible to deliver the desired flow rate at a minimum 

delivery pressure (Farmani et al. 2005). Hence, there is need to associate the 

satisfied demand with the nodal pressure changes to assess the performance of 
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the network in a realistic way. The magnitude and the scale of the impacts depend 

on many factors, amongst which, geographic location of pipe failure, the time of 

pipe failure and its duration and the topology of the WDN are some of the most 

important. 

This thesis proposes a method to evaluate its impacts considering the ratio of 

unsupplied demand, the number of nodes with zero supply and the number of 

nodes with partial supply. The widely used ratio of unsupplied demand on its own 

is a rough indicator because for the same ratio the number of customers and the 

extent to which are affect can be different. 

This thesis proposes a new combination of a grouped-based method for deriving 

the failure rate and an individual-pipe method for evaluating the impacts on the 

level of service. The conjunction of their outputs can identify the most critical 

pipes in the WDN. 
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Chapter 3. Pipe Failure Prediction 

 

This study entails an approach for pipe failure prediction long-term, annually and 

short-term (Figure 3.1) considering a range of explanatory variables. The EPR 

method is employed for the long-term and the annual predictions while the ANN 

method for the short-term predictions. 

As shown in Figure 3.1 the candidate explanatory variables of the long-term 

predictions are physical and operational factors while the environmental factors 

are the candidate explanatory variables of the annual and the short-term 

predictions. 

 

Figure 3.1. Outline of predictive models 

 

Awareness about the need for long-term rehabilitation planning of the aging water 

infrastructure has risen globally (Herz, 1998; Burns et al. 1999; Kleiner and Rajani 

1999; Engelhardt et al. 2000; Vanier 2001; Watson et al. 2004). The optimal 

management strategy for a WDN balances issues of water safety, reliability, 

quality, and quantity, while exploiting the full extent of the useful life of the pipes 



71 
 

and reducing long-term costs through proactive asset management (Kleiner and 

Rajani 2001). Pipe failure models are one of the key tools to support the M/R/R 

plans (Scheidegger et al. 2013; Francis et al. 2014; Scholten et al. 2014; Kabir et 

al. 2016). The long-term and the annual predictive models are developed to 

facilitate the need for effective asset investment. 

All the UK water companies must follow the Guaranteed Standard Scheme (GSS) 

set out by OFWAT. If a company doesn't meet these standards, the affected 

customers may be able to claim compensation. If pressure falls below a specific 

threshold on two occasions, each occasion lasting more than one hour, within a 

28-day period, the company must automatically make a GSS payment. The short-

term predictions enable the water utility to adjust the daily allocation and planning 

of resources to accommodate possible increases in pipe failure. 

It should be noted that the long-term and annual predictions are entirely separate 

from the short-term predictions since they are used for different purposes and 

they can’t be used in conjunction. 

 

3.1 Methodology for Long-term Predictions 

The long-term predictive models aim to predict the total number of pipe failures 

for the examined period and consists of the following steps: 

1. Initially, the individual pipes are aggregated into homogenous groups 

using pipe descriptive variables and environmental factors. This is based on the 

assumption that pipes with similar specific physical properties such as material, 

diameter and age are expected to have the same breakage pattern (Kleiner and 

Rajani 2012). In addition to the pipe characteristics, soil type is used as an 

aggregation criterion based on the fact that the soil properties have been 

associated with the corrosion of the metallic pipes (Doyle et al. 2003; Sadiq et al. 
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2004a) which is a dominant factor contributing to their failure (Makar 2000; 

Rezaei et al. 2015). This was also confirmed by the preliminary analysis of asset 

and failure data for the case study used in this PhD research (Chapter 5.3). Each 

aggregated homogenous class of pipes takes a length and a number of failures 

equal to the total lengths and total number of failures for the individual pipes. Note 

that both failed and non-failed pipes are considered here. The original dataset 

containing individual pipes is converted to a new dataset containing homogenous 

groups of pipes based on diameter, age and soil type. 

2. The created homogenous groups are split into 10 equal size folders using 

the cross-validation technique (Geisser 1975) for calibration and validation 

purposes. 

3. The training dataset (i.e. 90% of the data) is partitioned into k clusters 

based on the age and the diameter. The clusters are created using the KMEANS 

function in MATLAB (® R2014b). The failure rate, which is the target variable, is 

excluded from the clustering stage to avoid a circular filling pitfall. 

4. Develop k EPR models each associated with the training data of the 

relevant cluster. EPR-MOGA-XL vr.1 (Giustolisi and Savic 2009; Giustolisi et al. 

2009) is employed to develop the EPR models. The test dataset (i.e. 10% of the 

data) is not used in the model construction phase, allowing the evaluation of 

model’s ability to handle unseen data. The specific model structure considered 

here is (Giustolisi and Savic 2006): 

ŷ =𝑎0+∑ 𝑎𝑗 ((𝑋1)𝐸𝑆(𝑗,1) … … … .𝑚
𝑗=1 (𝑋𝑘)𝐸𝑆(𝑗,𝑘))      (3.1) 

Where ŷ is the estimated output of the system/process, 𝑋𝑘 is the kth explanatory 

variable, ES is the matrix of unknown exponents, 𝑎𝑗 are the unknown polynomial 

coefficients (i.e. model parameters) and m is the maximum number of polynomial 

terms (in addition to the bias term 𝑎0) 
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The candidate inputs (𝑋𝑘) are set to be the total group length (L), the diameter 

(D) and the age (A), the average pressure (𝑃𝑎𝑣𝑒), the maximum pressure (𝑃𝑚𝑎𝑥) 

and the output (ŷ) is set to be the number of failures (F). 

For each homogenous group the pressure-related candidate explanatory 

variables are calculated as the ‘’average values’’ of all the individual pipes. 

The candidate exponents (ES) considered are: [-2, -1, -0.5, 0, 0.5, 1, 2]. The 

absolute values of the candidate exponents are used to describe potential 

square, linear or half-power relationship between the inputs and the output. The 

value 0 is chosen to deselect input candidates without influence on the output 

(Shahnazari et al. 2014), while the positive and negative values are considered 

to describe potential direct and inverse relationship between the inputs and the 

output of the model. 

The maximum number of polynomial terms is chosen 2 (m=2) excluding the bias 

term to ensure the best fit without unnecessary complexity. Unnecessary 

complexity is defined as the addition of new terms that fit mostly random noise in 

the raw data rather than the underlying phenomenon (Savic et al. 2009). The 

Least Square (LS) method is constrained to search for positive polynomial 

coefficient values only (i. e. aj>0). The presence of negative coefficients 

polynomial coefficients (i. e. aj<0) may be required for a better description of the 

background noise in the data (Giustolisi et al. 2007). 

5. Finally, the performance of the models is evaluated by using the test data. 

The Euclidian distance of input variables between the test data sample and the 

counterpart cluster centre values (known as centroids) is calculated to identify the 

suitable cluster for each test data. The corresponding EPR model associated with 

the relevant cluster is used to predict the number of pipe failures. By calculating 

the number of failures using the k EPR models for all test data samples, 
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performance indicators can be evaluated by using the predicted number of 

failures for the test dataset and the corresponding observations. 

6. Various numbers of clusters (k) are tested until no further improvement is 

achieved for both the training and test datasets and too few groups are allocated 

in each cluster to identify the optimal number of clusters. 

7. The aggregated EPR models are used to calculate the failure rate of 

individual pipes. It is assumed that all the individual pipes within the same 

homogenous group share the same failure rate and this is the average of the 

entire examined period. 

8. Finally, the individual pipes are allocated in bands based on their failure 

rate using the Jenks natural breaks method (Jenks 1963) and the outputs are 

visualized using the ArcGIS mapping tool to illustrate the most prone to failure 

parts of the WDN (Vairavamoorthy et al. 2007). 

 

3.1.1 Cross-validation Technique 

Cross-validation is a model validation technique for assessing how the results of 

a statistical analysis will generalize to an independent data set (Kohavi 1995). It 

involves partitioning the data into complementary subsets, performing the 

analysis on one subset (training set) and validating the analysis on the other 

subset (test set). The selection of training and test datasets has a significant 

impact on the results (Javadi et al. 2006). Cross validation consists of averaging 

several hold-out estimators of the model performance corresponding to different 

data splits (Geisser 1975) to correct for the optimistic nature of training error and 

derive a more accurate estimate of model prediction performance (Seni and Elder 

2010). The advantage of the cross-validation technique used over repeated 

random sub-sampling is that all observations are used for both training and test, 
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and each observation is used for test exactly once (Gandhi et al. 2011). With the 

repeated random sub-sampling method some of the original data may be 

selected more than once in the test dataset whereas some other may not be 

selected at all. The cross-validation method used in this paper (Figure 3.2) is 

composed of the following steps: 

 Divide the original data set into m folds 

For i=1,….,m: 

 Train the model using all the data that do not belong to the i fold 

 Test the model on fold i 

 Estimate the average values of performance indicators 

 

Figure 3.2 10 folds cross-validation technique 

 

The original data are randomly split into ten equal and mutually exclusive 

subsamples. Of the ten subsamples, nine subsamples (90% of the original data) 

are used as training data and a single subsample (10% of the original data) is 

retained for testing the model. Each of the ten subsamples is used exactly once 

as test data. The methodology is repeated ten times and the results of the training 

data from the ten iterations are averaged. 

1st iteration Training folders: 2-10,          Test folder: 1

Training folders: 1 & 3-10,    Test folder: 2

Training folders: 1-2 & 4-10, Test folder: 3

Training folders: 1-3 & 5-10, Test folder: 4

Training folders: 1-4 & 6-10, Test folder: 5

Training folders: 1-5 & 7-10, Test folder: 6

Training folders: 1-6 & 8-10, Test folder: 7

Training folders: 1-7 & 9-10, Test folder: 8

Training folders: 1-8 & 10,    Test folder: 9

Training folders: 1-9,           Test folder: 10

2nd iteration

3rd iteration

4th iteration

5th iteration

6th iteration

7th iteration

8th iteration

9th iteration

10th iteration

1 102 3 4 5 6 7 8 9

1 102 3 4 5 6 7 8 9

1 102 3 4 5 6 7 8 9

1 102 3 4 5 6 7 8 9

1 102 3 4 5 6 7 8 9

1 102 3 4 5 6 7 8 9

1 102 3 4 5 6 7 8 9

1 102 3 4 5 6 7 8 9

1 102 3 4 5 6 7 8 9

1 102 3 4 5 6 7 8 9
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3.1.2 K-means Clustering Method 

Data clustering is a technique that allows objects with similar characteristics to 

be grouped together for further processing (Pham et al. 2005; Kim and Keo 2015) 

and relies on the principle of simultaneously maximizing the intra-cluster similarity 

and minimizing the inter-cluster similarity (Wettschereck et al. 1997). 

K-means (MacQueen 1967) is one of the simplest unsupervised learning 

algorithms that solve the clustering problem. It is a popular clustering method 

(Kanungo et al. 2002; Eghbali et al. 2017) due to its simplicity and efficiency 

(Sheng and Liu 2004). K-means assigns n data points into k clusters while 

minimizing an objective function of dissimilarity or distance (Jang et al. 1997). 

The k-means clustering moves objects between clusters until the objective 

function cannot be diminished further. In most cases the dissimilarity measure is 

chosen as the Euclidean distance. The objective function, based on the Euclidean 

distance, to be minimized can be defined by: 

J=∑ ∑ |𝑥𝑖
(𝑗)

− 𝑐𝑗|
2

𝑛
𝑖=1

𝑘
𝑗=1          (3.2) 

Where |𝑥𝑖
(𝑗)

− 𝑐𝑗|
2

is a chosen distance measure between a data point 𝑥𝑖
(𝑗)

 and 

the cluster centre 𝑐𝑗 is an indicator of the distance on the n data points from their 

respective cluster centres 

 

The K-means algorithm is composed of the following steps (Redmond and 

Henegha 2007): 

1. Initialise k cluster locations (𝑐1, 𝑐2, …..𝑐𝑘) 

2. Assign each 𝑥𝑖 to its nearest cluster centre 𝑐𝑘 

3. Update each cluster centre 𝑐𝑘 as the mean of all 𝑥𝑖 that have been 

assigned as closest to it 

http://home.deib.polimi.it/matteucc/Clustering/tutorial_html/kmeans.html#macqueen
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4. Calculate the objective function J 

5.  If the value of J has converged, then return (𝑐1, 𝑐2 …..𝑐𝑘); else go back to 

Step 2 

 

3.1.3 Jenks Natural Breaks Method 

The Jenks natural breaks method (Jenks 1963) is designed to optimize the 

arrangement of a set of values into "natural" classes. This is achieved by 

minimizing each class’s average deviation from the class mean (minimization of 

the variance within classes), while maximizing each class’s deviation from the 

means of the other groups (maximization of variance between classes) (Jenks 

1967). The Jenks method creates choropleth maps that have accurate 

representations of trends in the data. The advantage of the method is that it 

identifies real classes within the data (McMaster 1997) and is the default option 

of ArcGIS mapping tool with implementations in several fields (e.g. Holt et al. 

2004; Brewers 2006; Kloog et al. 2008; Stefanidis and Stathis 2013). 

It requires an iterative process which starts by dividing the data into predefined 

number of groups and is composed of the following steps: 

 Calculate the sum of squared deviations between classes (SDBC). 

 Calculate the sum of squared deviations from the array mean (SDAM). 

 Subtract the SDBC from the SDAM (SDAM-SDBC). This equals the sum 

of the squared deviations from the class means (SDCM). 

 After inspecting each of the SDBC, a decision is made to move one unit 

from the class with the largest SDBC toward the class with the lowest 

SDBC. 

 New class deviations are then calculated, and the process is repeated until 

the sum of the within class deviations reaches a minimal value. 
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3.2 Methodology for annual predictions 

This method is complimentary to the previous one which calculated the total 

number of failures for the entire examined period. However, this failure rate is not 

constant over this period (Figure 5.5). Therefore, there is a need to associate the 

annual number of pipe failures with factors that are dynamic (i.e. weather-related 

factors). The methodology for the annual predictions consists of the following 

steps: 

1. The created homogenous groups (described in the above section) of pipes 

are allocated into the same clusters as the previous approach. 

2. The first step in applying the EPR is the establishment of the inputs and 

the output. The ‘dependent variable’ is the annual number of failures (𝐶𝑖) for each 

cluster on a yearly basis and the candidate ‘explanatory variables’ is a set of 

weather factors corresponding to this year (Eq. 3.3-3.7). The candidate 

explanatory variables are: average minimum air temperature (Eq. 3.3), average 

maximum air temperature (Eq. 3.4), average soil temperature (Eq. 3.5), freezing 

index (Eq. 3.6) and precipitation (Eq. 3.7). 

𝐴𝑣𝑒𝑇𝑚𝑖𝑛=
∑ 𝑇𝑚𝑖𝑛𝑖𝑚𝑢𝑚

𝑗𝑚
𝑗=1

𝑚
         (3.3) 

𝐴𝑣𝑒𝑇𝑚𝑎𝑥=
∑ 𝑇𝑚𝑎𝑥𝑖𝑚𝑢𝑚

𝑗𝑚
𝑗=1

𝑚
         (3.4) 

AveST=
∑ 𝑆𝑇𝑗𝑚

𝑗=1

𝑚
          (3.5) 

FI=∑ (𝜃 − 𝑀𝑖𝑛𝑇𝑗)𝑚
𝑗=1           (3.6) 

Precipitation=∑ Precipitation(k)𝑚
𝑗=1        (3.7) 

Where m is the number of days in the time step i, 𝑇𝑚𝑖𝑛𝑖𝑚𝑢𝑚
𝑗

 is the minimum daily 

temperature of day j, 𝑇𝑚𝑎𝑥𝑖𝑚𝑢𝑚
𝑗

 is the maximum daily temperature of day j, 𝑆𝑇𝑗 is 

the daily soil temperature of day j, θ is the air temperature threshold 
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The freezing index (FI) (Eq. 3.6) is defined as the cumulative minimum daily 

temperature below a specified air temperature threshold and acts as a surrogate 

for the severity of extreme air temperatures within a time step (Kleiner and Rajani 

2002). The cross-correlation function in MATLAB (® R2014b) is applied to 

measure the similarity between the candidate air temperature thresholds (ranging 

from -20C to 40C) and the number of failures. The temperature threshold with the 

highest similarity is selected for calculating the value of the FI. The process is 

repeated separately for each cluster. 

 

The candidate exponents (ES) considered are: [-2, -1, -0.5, 0, 0.5, 1, 2]. The 

absolute values of the candidate exponents are used to describe potential 

square, linear or half-power relationship between the inputs and the output. The 

value 0 is chosen to deselect input candidates without influence on the output 

(Shahnazari et al. 2014), while the positive and negative values are considered 

to describe potential direct and inverse relationship between the inputs and the 

output of the model. The maximum number of polynomial terms is chosen 1 (m=1) 

excluding the bias term to ensure the best fit without unnecessary complexity 

(Savic et al. 2009). 

3. The created dataset is split into two parts for calibration and validation 

purposes respectively. The last year of the monitoring period is used as test 

dataset while the remaining years are retained for model development. An 

individual EPR model is developed for each cluster associated with the relevant 

training data using EPR-MOGA-XL vr.1 (Giustolisi and Savic 2009, Giustolisi et 

al. 2009). The test dataset is not used in the model construction phase, allowing 

the evaluation of model’s ability to handle unseen data. 
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4. The EPR models are selected with respect to the goodness of fit to the 

observed data and the possibility to describe the physical phenomenon. Their 

accuracy is assessed using the observed data. 

5. The outputs of the EPR models are used to allocate the number of failures 

to the homogenous groups of pipes within each cluster proportionally to their 

length. 

6. The predicted number of failures for each homogenous group is used to 

calculate the failure rate of individual pipes within this group. It is then assumed 

that all the individual pipes within a homogenous group share the same failure 

rate. 

7. The outputs of the methodology are combined with the previous approach 

(long-term approach) to estimate the final failure rate. 

8. Finally, the individual pipes are allocated in bands based on their failure 

rate using the Jenks natural breaks method and the outputs are visualized using 

the ArcGIS mapping tool. 

 

3.3 Methodology for short-term predictions 

The failures in a WDN require fast response from the operators. The water 

companies aim to respond as soon as possible after a burst is reported to 

minimize the amount of lost water and minimize the customer dissatisfaction. The 

response time depends on the factors such as the available resources. The short-

term predictions facilitate the need for enhancing the daily allocation and planning 

of resources. 

Contrary to the previous models and due to the limited number of failures in some 

clusters this approach is applied to the entire dataset to obtain models with a 

meaningful ‘goodness of fit’. This approach does not associate the failure 
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occurrence with specific pipes (e.g. pipe attributes and soil type) and is applicable 

merely for general operational purposes. The methodology consists of the 

following steps: 

1. Define the inputs and the output of the binary model. The inputs of the 

ANN model are: the minimum air temperature, the maximum air temperature, the 

mean air temperature, the soil temperature and the FI while the targeted output 

of the model is 1 if there is at least a pipe failure the following days and 0 if not. 

The temperature variation can occur relatively quickly whereas the potential pipe 

failure because of that might take longer (Rajani and Kleiner 2012; Laucelli et al. 

2014); therefore, the time step should be selected carefully. Various 

combinations of inputs and outputs (i.e. all the possible combinations from one 

up to seven days as input and from one up to seven days as output), are 

investigated to get the highest accuracy. The selection of failure/not failure as an 

output is case-specific and relies on the fact that for most of the days one or no 

failures are observed. 

2. The original dataset (i.e. the entire network) is divided into 10 equal size 

folders using the cross-validation method and they are allocated as: 70% of the 

data (i.e. seven folders) for training, 20% of the data for validation (i.e. 2 folders) 

and the remaining 10% for test. The model is initially fit on a training dataset that 

is a set of examples used to fit the parameters (i.e. weights of connections 

between neurons) of the network (Ripley 2007; James et al. 2013). The validation 

dataset provides an unbiased evaluation of a model fit on the training dataset 

while tuning the model's hyperparameters (i.e. the number of hidden units in the 

neural network) (Ripley 2007; James et al. 2013). It is also used for regularization 

by early stopping: stop training when the error on the validation dataset increases, 

as it is a sign of overfitting to the training dataset (Prechelt 1998; Asnaashari et 



82 
 

al. 2013). The test sample provides an unbiased evaluation of the final model fit. 

The test (holdout) dataset is not used in the training phase. 

3. The actual output of the model is not an integer number; therefore, the 

optimal threshold for converging to 1 (failure) or 0 (non-failure) must be identified. 

The selection of the optimal threshold entails three steps: 

3a. Initially is defined a set of candidate thresholds covering the entire range 

between the model’s minimum and maximum responses for the test data. Then, 

the model’s actual outputs are rounded for all the values of candidate thresholds. 

The threshold is a cut-off value, any probability greater than this threshold are 

considered as failure and the rest are considered as no failure. 

3b. The True Positive Rate (TPR) and the False Positive Rate (FPR) are 

calculated for all the candidate thresholds. This iterative process provides a set 

of TPR/FPR pairs which are used to plot the Receiver Operating Characteristic 

(ROC) curve (Figure 3.3). 

 

 
Figure 3.3: General form of Receiver Operating Curve 
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Each point on the ROC plot represents a specific TPR/FPR pair. A model with 

perfect discrimination has a ROC curve that passes through the upper left corner 

(optimal point) (Zweig and Campbell 1993). On the contrary, the closer the curve 

comes to the 45-degree diagonal of the ROC space, the less accurate the model 

is. Therefore, curve C has a higher accuracy than curves A and B, while curve B 

is more accurate compared to curve A. The ROC curve provides an overall 

representation of the accuracy and the model is good if it can discern the days 

with pipe breaks. 

ROC graphs have recently gained attention in machine learning and data mining 

research in several fields including the water sector as well (e.g. Debón et al. 

2010; Romano et al. 2014; Chik et al. 2016 Mounce et al. 2017; Winkler et al. 

2018). 

3c. The Euclidian distance (distance between each point on the curve and the 

optimal point) is calculated as follows: 

Euclidian distance=√(1 − 𝑇𝑃𝑅)2 + (𝐹𝑃𝑅)2      (3.8) 

The threshold with the minimum Euclidian distance is selected since it 

simultaneously minimizes the false positive rate and maximizes the true positive 

rate. 

4. Due to the black-box nature of the ANN model, the relative significance of 

each input variables has to be estimated. The influence of the input variables on 

the model’s response is assessed as follows (Duncan et al. 2013): 

𝑊𝑖𝑜=𝑊1*𝑊2           (3.9) 

Where: 𝑊𝑖𝑜= input-to-output influence vector; 𝑊1= ANN hidden layer weight 

matrix; 𝑊2= ANN output layer weight vector. Thus 𝑊𝑖𝑜 has dimensions of 𝑁𝑖𝑛*𝑁𝑜𝑢𝑡 

where 𝑁𝑖𝑛 is the number of inputs and 𝑁𝑜𝑢𝑡=1 is the number of output neurons 
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3.4 Model performance assessment 

The performance indicators used for the EPR regression models are the 

Coefficient of Determination (R2) which is a measure for correlation between 

predictions and observations and Root Mean Square Error (RMSE) which is a 

measure for error predictions. Their equations are (Moriasi et al. 2007): 

𝑅2=
(∑ (𝑦𝑝,𝑖−�̅�𝑝)(𝑦𝑜,𝑖−�̅�𝑜)𝑛

𝑖=1 )2

∑ (𝑦𝑝,𝑖−�̅�𝑝)2𝑛
𝑖=1 ∑ (𝑦𝑜,𝑖−�̅�𝑜)2𝑛

𝑖=1

                 (3.10) 

RMSE=√
∑ (𝑦𝑝,𝑖−𝑦𝑜,𝑖)2𝑛

𝑖=1

𝑛
                 (3.11) 

Where 𝑦𝑝,𝑖 = prediction value for test sample i; 𝑦𝑜,𝑖 = measurement value for test 

sample i, �̅�𝑝 = mean value of predictions, �̅�𝑜= mean value of measurements and 

n = the number of test data samples 

 

The performance of the ANN model is assessed using the TPR (Eq. 3.12), the 

TNR (Eq. 3.13) and the Area under Curve (AUC). TPR measures the proportion 

of correctly identified positives while TNR measures the proportion of correctly 

identified negatives. They are expressed as follows (Kohavi and Provost 1998): 

True Positive Rate=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
              (3.12) 

True Negative Rate=
𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
              (3.13) 

 

The AUC calculated is a measurement of the performance of the model and 

larger values indicate a better overall performance (Kumar and Indrayan 2011). 

An AUC of 1 represents a perfect model whereas an AUC of 0.5 represents a 

worthless model. Equal AUCs of two tests indicate similar overall performance 

but the curves are not necessarily identical (Kumar and Indrayan 2011). 
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Chapter 4. Impacts Assessment  

 

4.1 Introduction 

The overall objective of a WDN is always to provide consumers with acceptable 

level of supply under a range of operating conditions (Atkinson et al. 2014; Large 

et al. 2015). However, certain conditions (e.g. pipe failure) can cause pressure 

and flow disturbances resulting in water quality issues, decline or interruption in 

system performance, loss of business, and costs associated with emergency 

response (Sadiq et al. 2006). Moreover, other nearby infrastructures such as 

pavement, road, storm water, sewer may be affected (Makar and Rajani 2000). 

Asset management practices are used to identify investment strategies that avoid 

premature replacement of pipes while minimizing water main breaks, 

interruptions in service and costs of damage (Wood and Lence 2009). Localized 

repair, rehabilitation and replacement decisions enhance the condition of water 

mains to deliver acceptable level of service in terms of water demand and quality 

requirements (Engelhardt et al. 2003; Ammar et al. 2012) since it is impractical 

and unrealistic to replace all the aging pipes simultaneously due to budget 

limitations (Kleiner et al. 2001; Kim et al. 2004). An efficient maintenance program 

should identify the most vulnerable pipes whose failure could incur significant 

impacts (Jun et al. 2008; Kabir et al. 2015a). A break can cause water outage for 

all downstream consumers while a local pipe break may cause a water shortage 

for only one household (Wang and Chen 2015). 

The pipe failure can result in pressure disturbances. Hence, the next section (4.2) 

presents the background of the pressure-driven analysis and the main 

advantages and drawbacks of each methodology. 
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It is followed by section 4.3 which entails the methodology for simulating the 

pressure deficient conditions and for quantifying the impacts of pipe failure on the 

level of service. 

 

4.2 Pressure-driven Analysis 

Pressure is a key factor in operating WDNs and should be carefully managed 

(Ghorbanian et al. 2016). To ensure safe and reliable delivery of water across a 

WDN, system pressure should generally be maintained between minimum and 

maximum acceptable levels (Ghorbanian et al. 2016). There are two types of 

WDN analysis, the demand-driven analysis (DDA) and the pressure-driven 

analysis (PDA). 

The DDA hydraulic solvers are based on the well-known mass and energy 

balance equations that are used to compute pipe flows and nodal pressures in 

the network. These methods work well under normal flow conditions in which 

sufficient pressures are available in the network and that the available discharge 

in demand nodes is always equal to the required discharge (Reddy and Elango 

1989; Tanyimboh and Templeman 2010; Bicik et al. 2011; Shirzad et al. 2012; 

Mahmoud et al. 2017). However, in case of pipe failure pressure can fall 

substantially and the DDA solvers can’t always deliver realistic predictions of 

pressures and flows, because it is not always possible to deliver all desired 

demands under these circumstances (Gupta and Bhave 1996; Tanyimboh et al. 

2001; Baek et al. 2010; Jun and Guoping 2012; Yoo et al. 2012). As a result, DDA 

solvers may produce unrealistically low, sometimes negative nodal pressures 

that are, in some cases, physically impossible (Tabesh et al. 2002; Kapelan et al. 

2006a; Tanyimboh and Templeman 2010; Romano et al. 2014; Sayyed et al. 

2015). 
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In the PDA the demand changes as the nodal pressure changes and the 

performance of a WDN can be assessed in a more realistic way (Chandapillai 

1991; Fujiwara and Ganesharajah 1993; Kalungi and Tanyimboh 2003). The PDA 

methodologies can be broadly divided into two groups (Jun and Guoping 2012; 

Gorev and Kodzhespirova 2013; Sayyed et al. 2015). 

The first group methods use a specific relationship between the nodal head and 

the flow (NHFR) (e.g. Bhave 1981; Germanopoulos 1985; Wagner et al. 1988; 

Fujiwara and Ganesharajah 1993; Gupta and Bhave 1994; Tanyimboh and 

Templeman 2010). During simulation, NHFR at different nodes must be satisfied 

along with node flow continuity and conservation of energy equations (Sayyed et 

al. 2014). One way to simulate pressure-deficient networks in EPANET 

(Rossman 2000) is to modify the source code of EPANET to get a direct solution 

that satisfies the NHFRs which can be a difficult task (Sayyed et al. 2014). 

Another way to solve this problem is to iteratively use EPANET with the node 

head-flow relationships satisfied externally in each iteration (Sayyed et al. 2015). 

This method is applicable for small WDNs but often time consuming and 

cumbersome especially for large systems (Babu and Mohan 2012). Most NHFR 

consist of three separate functions embedded into the governing system of 

equations for obtaining zero, partial and full nodal demands which causes an 

absence of continuity in their function derivatives at the transitions between zero 

and partial nodal flow and between partial and full demand satisfaction (Siew and 

Tanyimboh 2012). 

Bhave (1981) categorised the outflow at a demand node as fully satisfactory if 

the head was not less than the head required at that node or zero if the head at 

that node was less than the elevation of the node. All other nodes were modelled 

as a ground level tanks to determine their outflows. Germanopolous (1985) used 
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a substitution relationship incorporated directly into the system of equations. This 

approach requires a smooth, continuously differentiable function of the head-

outflow relationship if it is to work properly (Ackley et al. 2001). The NHFR 

proposed by Wagner et al (1988) (Eq. 4.1) is one of the most widely accepted 

(Gupta et al. 2013). It considers all the three operational modes in the distribution 

network: the normal mode (adequate flow), the deficient mode (partial flow) and 

the failed mode (no flow). The nodal flows for each corresponding mode are 

calculated based on the expressions given below: 

𝑑𝑖(𝑡)    if 𝑃𝑖(𝑡)>𝑃𝑑𝑒𝑠 

𝑞𝑖(𝑡) =  𝑑𝑖(𝑡)(
𝑃𝑖(𝑡)−𝑃𝑚𝑖𝑛

𝑃𝑑𝑒𝑠−𝑃𝑚𝑖𝑛
)0.5            if 𝑃𝑚𝑖𝑛<𝑃𝑖(𝑡)<𝑃𝑑𝑒𝑠       (Eq. 4.1) 

0,    if 𝑃𝑚𝑖𝑛>𝑃𝑖(𝑡) 

Where qi(t) is the estimated demand of node i at time t, di(t) is the desired nodal 

demand at node i at time t when there is no pipe failure, Pi(t) is the actual pressure 

at node i at time t, Pmin is the minimum allowed pressure at node i, Pdes is the 

desired pressure at junction i at time t 

 

Experimental data from Shirzad et al. (2012) and Walski et al. (2017) justify the 

validity of this function to model nodal demands under critical pressures. The 

main difference between Wagner et al. (1988) and Fujiwara and Ganesharajah 

(1993) is that in Eq. 4.1 for lower heads, available outflow increases sharply, 

while, in the later the sharp increase of outflow relative to its previous state 

happens near desired pressure head. Gupta and Bhave (1996) made a 

comparison of various formulae that describe the pressure dependency of nodal 

consumption and they concluded that the following parabolic relationship (Eq. 

4.2) provided by Chandapillai (1991) was sufficiently accurate. 
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𝐻𝑗=𝐻𝑗
𝑚𝑖𝑛+𝑅𝑗(𝑄𝑗

𝑎𝑣𝑙)𝑛𝑗              (Eq 4.2) 

Where 𝐻𝑗 is the available head at node j, 𝐻𝑗
𝑚𝑖𝑛 is the minimum required head at 

node j; (i.e. the value below which outflow is assumed to be zero), 𝑅𝑗 is a 

resistance constant and 𝑄𝑗
𝑎𝑣𝑙 is the available outflow at node j 

 

The exponent 𝑛𝑗 is both node and network specific and often varies between 1.5 

and 2 (Gupta and Bhave 1996). Thus, the NHFR is transformed as follows: 

 𝑑𝑖(𝑡)    if 𝑃𝑖(𝑡)>𝑃𝑑𝑒𝑠 

𝑞𝑖(𝑡)   =𝑑𝑖(𝑡)(
𝑃𝑖(𝑡)−𝑃𝑚𝑖𝑛

𝑃𝑑𝑒𝑠−𝑃𝑚𝑖𝑛
)

1/𝑛𝑗             if 𝑃𝑚𝑖𝑛<𝑃𝑖(𝑡)<𝑃𝑑𝑒𝑠        (Eq. 4.3) 

  0,    if 𝑃𝑚𝑖𝑛>𝑃𝑖(𝑡) 

Where qi(t) is the estimated demand of node i at time t, di(t) is the desired nodal 

demand at node i at time t when there is no pipe failure, Pi(t) is the actual pressure 

at node i at time t, Pmin is the minimum allowed pressure at node i, Pdes is the 

desired pressure at junction i at time t 

 

The second group comprises of methods that determine nodal outflows implicitly 

without the need to introduce a NHFR function by adding to demand nodes a 

series of elements such as flow control valves (FCV), check valves (CV), 

pressure reducing valves (PRV), general purpose valves (GPV), throttle control 

valves (TCV), emitters (E) or artificial reservoirs (R) (e.g. Ozger 2003; Todini 

2003; Ang and Jowitt 2006; Babu and Mohan 2012; Gorev and Kodzhespirova 

2013; Sayyed et al. 2015; Mahmoud et al. 2017; Pacchin et al. 2017; Paez et al. 

2018). This group of approaches does not require any parameters calibration (i.e. 

describing the pressure-demand relationship) unlike the first group (Bicik 2010). 
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There are two different methodologies to incorporate the artificial elements into 

the PDA analysis (Paez et al. 2018). They can either be progressively added 

and/or removed in each iteration (e.g. Ang and Jowitt 2006) or they can be 

assigned to all the demand nodes and thus the network’s topology does not need 

to be modified iteratively (e.g. Paez et al. 2018). 

Ozger (2003) and Ang and Jowitt (2006) connected (and removed when 

necessary) the reservoir to pressure-deficient nodes to calculate the actual flows 

delivered, followed by a DDA run in an iterative manner until convergence is 

achieved. The drawback of the method is that requires multiple runs of the 

EPANET network solver until a condition is reached where there are no nodes 

where water is withdrawn under negative pressure resulting in high computational 

costs (Rossman 2007; Wu 2007). The need to add and remove reservoirs at 

various stages of the iterative methodology makes its implementation difficult in 

large networks especially under extended period simulation (EPS) analysis (Wu 

2007; Wu et al. 2009; Paez et al. 2018). The network topology modifications at 

each time step to identify the correct pressure-deficient and pressured deficient 

nodes lead to very slow convergence (Wu 2007; Wu et al. 2009; Kovalenko et al. 

2014). Babu and Mohan (2012) extended the method proposed by Ang and Jowitt 

(2006) to carry out pressure-deficient network modelling in a single execution of 

the unmodified EPANET 2. They used a reservoir, a pipe with negligible 

resistance along with artificial FCV to prevent surplus flow into artificially added 

reservoirs and restrict the negative pressure in the network. Despite the smaller 

number of iterations compared to previous approaches, the algorithm does not 

model the transition between zero and full flow at a demand node satisfactorily 

and (Gorev and Kodzhespirova 2013). Gorev and Kodzhespirova (2013) tried to 

overcome this weakness introducing a series of artificial elements: a FCV, a pipe 
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(with a suitable resistance coefficient) with a CV and a reservoir at each demand 

node. Although the results were obtained with a single hydraulic run, the 

approach only supported the specific, parabolic type of NHFR (Wagner et al. 

1988). Sayyed et al. (2014; 2015) replaced the reservoir and pipe with a suitably 

chosen flow emitter to reflect the properties of each node in the network. Pacchin 

et al. (2017) proposed adding a sequence of devices composed of a GPV, a 

fictitious junction, a reach with a CV without minor losses and an artificial reservoir 

at the demand nodes. The proposed method differs from other methods 

previously proposed in that it uses a GPV which allows the user to define the 

relationship between the supplied demand and available pressure, making the 

sequence of elements capable of representing different relationships among 

these variables. Paez et al. (2018) added in order, a FCV, a dummy junction, a 

TCV, another dummy junction, a CV and an artificial reservoir to each demand 

node of the network and tested it in two benchmark and a real complex network. 

The results showed that the method can simulate the network with pressure 

driven demands in EPS without modifying the EPANET2 source code or using its 

programmer’s toolkit. The computational time was kept within acceptable range 

for most cases. 

 

4.3 Methodology for impacts assessment 

The exact quantification of impacts requires the knowledge of location, timing, 

and duration of failure and the topology of the network (Bicik 2010; Grigg 2013). 

However, the time when the failure occurs, and the duration of service disruption 

are not predictable (Vamvakeridou-Lyroudia et al. 2010; Grigg 2013; Berardi et 

al. 2014; Shuang et al. 2017). The proposed methodology consists of the 

following steps: 
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1. The first and paramount step is the simulation of pipe failure. Based on the 

conclusion derived from the previous section the pipe failure is simulated by 

adding a series of artificial elements They are added on a selective basis, i.e., 

only to pressure-deficient nodes with demands (i.e. demand nodes with available 

pressure less than the desired value). These nodes are identified by running the 

DDA-type hydraulic solver (i.e. EPANET) once before the PDA simulation. The 

examined network (Chapter 5.1) is a large real-life network and a single failure of 

a distribution pipe (not a transmission pipe which are typically between water 

treatment works and service reservoirs or between service reservoirs) is likely to 

cause pressure deficient conditions in a small part of it, and hence, the artificial 

elements are not added to all the demand nodes. 

The sequence of artificial elements added to all the demand nodes with pressure-

deficient conditions is (as suggested by Mahmoud et al. 2017) (Figure 4.1): a 

Check Valve, an internal dummy Node, a Flow Control Valve and an Emitter. 

 

 

Figure 4.1 Artificial elements connected to a demand node 

 

The role of a CV is to prevent flow reversal and is the first added artificial element 

on the demand node. The parameters of the CV are set to produce negligible 

head losses when water is flowing in the right direction (i.e. short length and large 
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diameter). The downstream dummy node is used just to connect the CV with the 

TCV since it is an EPANET requirement (Mahmoud et al. 2017; Paez et al. 2018). 

The role of the FCV is to ensure that the delivered flow does not exceed the 

demand at the node. Finally, the emitter is used to represent pressure-dependent 

demand delivery. The small length, large diameter, and large Hazen-Williams 

coefficient ensure that all additional elements do not introduce (significant) head 

loss between demand node and the emitter (Mahmoud et al. 2017). The 

parameter settings of the added elements are specified in Table 4.1. 

 

Table 4.1 Parameters for artificial elements 

Element  Parameter 

Demand node  Demand ←Required 

Check Valve 

 Length ←small (i.e. 0.01m) 

Diameter ←large (i.e. 1000mm) 

Setting ←maximum flow 

Dummy Node  Elevation as the demand node 

Flow Control Valve 
 Diameter ←large (i.e. 1000mm) 

Demand ←Required 

Emitter  Emitter coefficient (𝐶𝑑) ←Eq.4.4  

 

The delivered flow to deficient nodes (j) is calculated as (Eq. 4.4): 

0    if 𝐻𝑗
𝑎𝑣𝑙<𝐻𝑗

𝑚𝑖𝑛  

𝑄𝑗
𝑎𝑣𝑙 =  𝐶𝑑(𝐻𝑗

𝑎𝑣𝑙 − 𝐻𝑗
𝑚𝑖𝑛)𝛾  if 𝐻𝑗

𝑟𝑒𝑞
>𝐻𝑗

𝑎𝑣𝑙≥𝐻𝑗
𝑚𝑖𝑛        (Eq. 4.4) 

  𝑄𝑗
𝑟𝑒𝑞

    if 𝐻𝑗
𝑎𝑣𝑙≥𝐻𝑗

𝑟𝑒𝑞
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Where 𝐶𝑑 is the estimated emitter coefficient as: 𝐶𝑑 = 𝑄𝑗
𝑟𝑒𝑞

/(𝐻𝑗
𝑟𝑒𝑞

− 𝐻𝑗
𝑚𝑖𝑛), and 𝛾 

is the emitter coefficient estimated as 𝛾=1/𝑛𝑗 

 

The values of both variables depend on the properties of each node that is 

defined in terms of empirical exponent coefficient 𝑛𝑗 (value in the range between 

0.5 and 2.5), and the characteristic heads (𝐻𝑗
𝑟𝑒𝑞

, 𝐻𝑗
𝑚𝑖𝑛). 

2. The WDN’s demand and pressure exhibit diurnal fluctuations as shown in 

Figure 4.2. The pressure in a WDN is minimum when the flow is maximum and 

coincides with the peak demand, whereas is maximum when demand is 

minimum, normally at night-time when most consumers are asleep and most 

industries do not operate (Jacobs and Strijdom 2009; Beal and Stewart 2013; 

Wang and Chen 2015). 

 

Figure 4.2 Diurnal variation of demand and pressure 

 

The exact time of pipe failure can’t be predicted and hence is assumed that the 

failure occurs when: 1) there is a peak in pressure (i.e. 4.00am) and 2) a peak in 

demand (i.e. 7.00am) as shown in Figure 4.2. 
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Failure duration is the time period from the start of the failure event to the 

completion of repair and is determined by unawareness, awareness, location, 

isolation and repair periods (Mounce and Boxall 2010; Bakker et al. 2012). During 

this time the network experiences two different phases: failure and isolation 

(Mansoor 2007). During the failure phase there will be a free flow of water from 

the crack on the pipe and the network will experience a drop-in pressure 

(Germanopoulos et al. 1986; Jowitt and Xu 1993). This dynamic situation lasts 

until the failed pipe is isolated from the network. After the isolation the networks 

starts to recover as the water flow is stopped, but still there will be nodes with 

inadequate pressure since the network operates at reduced mode (Jowitt and Xu 

1993). This situation will remain until the repair is completed. 

The pipe failure is examined in this thesis for an extended simulation period which 

is advisable in face of a single pipe burst (Berardi et al. 2014). The EPS is 

essentially a sequence of steady state simulations of the system whose boundary 

conditions are updated, sometimes according the last realization of system state, 

to reflect changes in nodal demands, tank levels, pump operations, etc. (Giustolisi 

et al. 2008). The diurnal demand variation in nodes, the water level in storage 

tanks, and the valve/pump control settings are considered over this predefined 

simulation period. by changing the parameters of the connected FCVs and 

emitters according to the current values of the desired demands in deficient 

nodes. 

3. The performance indicators used for assessing the impacts of pipe failure 

on the level of service are: 

 Ratio of unsupplied demand 

 Percentage of nodes with zero satisfied demand 

 Percentage of nodes with partly satisfied demand 
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Low pressure, although not being as severe as a complete interruption to water 

supply, causes inconvenience to customers and affects pressure sensitive water 

consumption. 

 

The ratio of unsupplied demand is on its own is a poor indicator since for the ratio 

the number of nodes and extend to which they are affected can be significantly 

different. It is calculated as: 

𝐷=
∑ ∑ (𝑖

1
𝑡
1 𝑑𝑖(𝑡)−𝑞𝑖(𝑡))

∑ ∑ (𝑖
1

𝑡
1 𝑑𝑖(𝑡))

              (Eq. 4.5) 

Where qi(t) is the estimated demand of node i at time t, di(t) is the actual nodal 

demand at node i at time t when there is no pipe failure and t is the duration of 

the simulation period 

 

The desired pressure threshold was set to 15m. WDN will operate normal at the 

pressure values above this. The minimum pressure was set to 0m. The threshold 

is derived for the examined case study based on the outputs of the calibrated 

EPANET model. Also, in the UK, OFWAT requires low pressure incidents (i.e. 

drops of pressure below 15m of head at water main) to be reported (i.e. as part 

of the DG2 PI) by every water utility. 
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Chapter 5. Case Study 

 

5.1 General Analysis 

The proposed methodology was demonstrated in a case study located in part of 

a WDN of a UK city. The WDN consists of cast iron (CI), ductile iron (DI), asbestos 

cement (AC), Polyvinyl chloride (PVC) and polyethylene (PE) pipes. The total 

length of the area is 833.10 (km) and the percentage of each material is shown 

in Figure 5.1. 

 

 

Figure 5.1 Percentage of different pipe materials in the network 

 

The examined WDN consists of 33372 junctions, 8 reservoirs, 2 tanks, 27139 

pipes, 10 pumps and 8037 valves. The information has been taken from an 

EPANET hydraulic model. The total number of customers and the number of 

customers per node that are fed by the network is not known. 
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The WDN entails pipes with the following diameters and installation years as 

shown in Figures 5.2 and 5.3 respectively. Most of the pipes are up to 150mm 

(mainly 100mm) while the installation year exhibits a significant variation. 

 

Figure 5.2 Percentage of pipes based on the diameter (mm) 

 

 

Figure 5.3 Percentage of pipes based on the installation year 

 

The examined period lasts for 11 years, between 2003 and 2013 and the total 

number of failures for is 1810. Table 5.1 shows the average failure rate during 

this period (expressed in number of failures/km/year) for all the materials. 
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Table 5.1 Pipe Failure rate by the material type 

Pipe material  Failure rate 

AC  0.126 

CI  0.203  

DI  0.073 

PE  0.037 

PVC  0.131 

 

Based on the comparison of the failure rate and the fact that CI pipes constitute 

75% of the WDN’s total length, it was decided only CI pipes to be included in the 

analysis. The CI pipes installed after the beginning of the monitoring period and 

with diameter greater than 300mm have been excluded from the analysis. 

Most of the examined CI pipes (94.23%) have not experienced any failures, while 

4.41% of them have failed once and 1.36% of the pipes have failed more than 

once during the examined period. Table 5.2 and Figure 5.4 show the main 

features of the CI pipes considered in the analysis. 

 

Table 5.2 The main features of the CI pipes  

Feature  Value/range 

Installation year  1895-1995 

Diameter range  75-300 mm 

Total length  607 km 

Number of pipes  18872 

Number of failed pipes  1089 

Number of failures  1369 
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Figure 5.4 Percentage of CI pipes based on (a) diameter (mm), (b) age and (c) 

soil type 
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As shown in Figure 5.4 a big portion of the examined CI pipes is 100mm diameter 

while the installation years varies significantly for different groups. Some of the 

pipes have been laid in the ground for more than a century whereas some others 

were installed relatively recently. The pipes are installed in three different soil 

types (C, O and T respectively). Detailed information about the soil type are not 

available, only their initials are known. 

The monitoring period lasts for 11 years (2003-2013), i.e. 4018 days. Most of the 

days (73.25%) there are not any failures, on 21% of the days only one failure 

occurred and more than one occurred on 5.75% of the days. The failures are not 

evenly distributed over the monitoring period. The preliminary analysis showed 

an intense intra-year and inter-year variation (Figures 5.5 and 5.6). 

 

Figure 5.5: Total number of failures per year 
 

Figure 5.6: Average percentage of failures per month 
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Figure 5.6 confirms the empirical knowledge that there is an increased number 

of pipe failures during the coldest months of the year in the UK. The fluctuation 

of failure frequency versus time (both monthly and annually) justifies the use of 

weather-related factors which are dynamic for making predictions. 

 

5.2 Data pre-processing 

The available data can be broadly divided into: pipe attributes, surrounding 

environment and broader environment (Figure 5.7). The ‘’pipe-attributes’’ group 

includes physical and operational factors while the ‘’broader environment’’ group 

entails environmental factors. The factors falling into the ‘’broader environment’’ 

group are all dynamic. The ‘’pipe attributes’’ and the ‘’surrounding environment’’ 

categories entail factors that are either static (i.e. soil type, material, length, 

diameter) or dynamic (i.e. soil temperature, age, pressure). 

Daily climate data were obtained from the British Atmospheric Data Centre and 

consisted of the minimum air temperature, the maximum air temperature, the 

average soil temperature and the rainfall observations. 

 

Figure 5.7: Classification of available data 
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5.3 Preliminary Analysis 

The pipe failure is examined on a group level assuming that pipes with the same 

characteristics are expected to have similar failure rate. The grouping criteria 

used so far include pipe properties (i.e. material, diameter and age). Tables 5.3 

and 5.4 show the average failure rate of the entire examined period versus all the 

available pipe diameters and installation years. The dispersion of the pipe failure 

rate in both tables highlights their usefulness in the grouping process. 

 

In addition to the widely-used pipe-intrinsic factors, the use of soil type as 

aggregation criterion is examined. The average failure rate of the CI pipes is 

0.203 per km/year but as shown in Table 5.5 it varies significantly depending on 

the soil type. Examining the failure rate within groups of the same soil type is also 

a surrogate parameter for data such as soil conditions (e.g. soil moisture) that are 

difficult to collect and have inherent uncertainty (Phan et al. 2018). Folkman 

(2018) observed that a CI pipe in highly corrosive soil is expected to have over 

20 times the break rate of a CI pipe in low corrosive soil. 

 

Table 5.3 Failure rate vs pipe diameter 

Pipe diameter(mm)  Failure rate 

75  0.241 

100  0.216  

150  0.157 

225  0.080 

300  0.049 
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Table 5.4 Failure rate vs installation year 

Installation year  Failure rate 

1895  0.213 

1905  0.239  

1915  0.000 

1925  0.112 

1935  0.141 

1945  0.223. 

1955  0.266 

1965  0.245 

1975  0.216 

1985  0.024 

1995              0.136 

 

Table 5.5 Failure rate vs soil type 

Soil type  Failure rate 

C  0.250 

O  0.179  

T  0.194 

 

The original dataset entailing 18872 individual pipes is converted into a new 

dataset of 148 homogenous groups. Each of them is made of a unique 

combination of installation year, diameter and soil type. Note that those 148 

homogenous groups do not have the same size (i.e. total length) and number of 

pipes. 
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Chapter 6. Results of Predictive Models 

 

6.1 Results for Long-term Predictions 

The cluster-based approach was applied for different numbers of clusters (k) and 

the most appropriate number of clusters was identified by comparing the 

performance indicators (Figure 6.1) and considering the availability of the data 

samples. The failure rate which is the targeted output in the analysis has been 

excluded from the clustering process to avoid circular filling pitfall. 

 

 

 

 

Figure 6.1. Performance indicators of the EPR models (a) 𝑅 2 and (b) RMSE 

*CL=abbreviation for ‘clustered’ (e.g. 2CL=two-clustered) 
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The number of clusters increased until no further improvement was achieved with 

the test data for both performance indicators and the data within each cluster 

were too few. The values of the training data in Figure 6.1 are the average values 

of the 10 iterations of the cross-validation technique. Their comparison shows 

that the performance indicators are improved by increasing the number of 

clusters until six clusters. The selection of the number of clusters is case-specific 

of the examined network. The main purpose is to improve the accuracy of 

predictions rather than find a general optimal number of clusters. Selecting too 

many clusters could result in several EPR models that need calibration and 

reduce the available data to an extent that compromises the predictive accuracy 

of each model (Osman and Bainbridge 2010). 

For comparative purposes, the results obtained from the cluster-based EPR 

models are compared here with the non-clustered EPR. The results show that 

both performance indicators for the clustered EPR models are better than the 

non-clustered EPR approach for all the different number of clusters and for both 

training and test data. More specifically, the comparison of the six-clustered EPR 

with the non-clustered EPR shows a significant improvement especially for the 

test. The RMSE is 6.47 and 7.83 and the 𝑅2 is 0.80 versus 0.75 respectively for 

the clustered and non-clustered EPR with the test data. 

Table 6.1 lists the associated models for the six-clustered EPR and the EPR 

methods corresponding to one of the ten iterations of the cross-validation. In both 

approaches, the total group length (L), the diameter (D) and the age (A) of pipes 

are selected. The two polynomial-terms model also selects the average pressure 

(𝑃𝑎𝑣𝑒) as explanatory variable. The performance indicators of two-polynomial 

terms six-clustered EPR approach with the test data are 0.82 for the 𝑅2 and 7.64 

for the RMSE. 
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Table 6.1. Obtained formulas for six-clustered EPR and EPR 

                                        Six-clustered EPR    EPR 

         One-polynomial-term         Two-polynomial terms 

Cluster 1: Y=
0.427𝐿0.5𝐴0.5

𝐷
               Y=

0.492𝐿0.5

𝐷
+

2.141𝐴0.5

𝐷𝑃𝑎𝑣𝑒
0.5                         Y=

0.015𝐿

𝐷𝐴
 

Cluster 2: Y=
1.196𝐿𝐴0.5

𝐷
                   Y=

1.582𝐿0.5𝐴0.5

𝐷2 +
0.173𝐴0.5𝑃𝑎𝑣𝑒

0.5

𝐷
 

Cluster 3: Y=
0.162𝐿

𝐷0.5𝐴0.5                     Y=
2.043𝐿0.5

𝐷𝐴
+

0.653𝑃𝑎𝑣𝑒

𝐴
 

Cluster 4: Y=
0.348𝐿0.5𝐴0.5

𝐷2                Y=
0.591𝐿𝐴0.5

𝐷2 +
1.094𝐴0.5𝑃𝑎𝑣𝑒

0.5

𝐷
 

Cluster 5: Y=
2.512𝐿𝐴0.5

𝐷
                  Y=

1.741𝐴

𝐷2 +
2.159𝐿0.5𝐴0.5

𝐷𝑃𝑎𝑣𝑒
 

Cluster 6: Y=
0.739𝐿

𝐷𝐴
                       Y=

2.982𝐿

𝐷2𝐴2 +
0.329𝑃𝑎𝑣𝑒

2

𝐷2  

 

The returned models indicate a mixed relationship (clusters 1 and 5) between 

average pressure and failure and a small improvement in the accuracy with the 

test data in terms of the performance indicators. EPR returns a range of models 

with varying number of polynomial terms enabling to understand which inputs are 

physically meaningful and which can be excluded for the sake of parsimony, while 

simultaneously striving for a degree of generality. For a set of otherwise 

equivalent models of a given phenomenon one should choose the simplest one 

to explain a dataset; and also to prevent over-fitting to training data (Young et al. 

1996; Crout et al. 2009) which is of concern for medium utilities with limited 

numbers of recorded failures (Jenkins et al. 2014). 

Figures 6.2 and 6.3 indicate a lack of clear relationship between average 

pressure and failure rate and hence might have limited contribution in explaining 

the phenomenon. Pressure (both average and maximum) is calculated as the 

‘’average value’’ of all the pipes in a group and this mixture might lead to low 
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impact on pipe failure. Another reason can be that the pressure values are not 

actual measurements but are the outputs of a calibrated hydraulic EPANET 

model. Furthermore, the pipe failures were recorded between 2003 and 2013 

whereas pressure was taken from EPANET in 2014 and the water utility might 

have taken measures (e.g. pressure reduction valves) to reduce pressure 

meanwhile. The average pressure and maximum pressure graphs are very 

similar. Hence, the maximum pressure is entirely excluded since its selection as 

explanatory variables would not further improve the accuracy of the models. 

Figure 6.2 Failure rate versus average pressure ranges 

 

Figure 6.3 Failure rate versus maximum pressure ranges 

Shirzad et al. (2014) examined the impact of average pressure on the pipe failure 

rate of two datasets and found no correlation for one of them. Pressure was not 
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included in any of the models developed by Park et al. (2001) but the authors 

attributed it to the fact that the internal pressure data used were for a grid, in 

which many pipes exist, not for an individual pipe. Andreou (1986) found pressure 

significant, but of lower importance compared to other physical factors. 

Based on the comparison of the accuracy of the single-polynomial term and the 

two-polynomial terms models and for the sake of parsimony and generality while 

capturing the physical phenomenon, the one-polynomial model was adopted. It 

should be noted that this selection does not imply that pressure does not have 

any impact on pipe failure frequency. 

 

Both single-EPR and clustered-EPR indicate a direct relationship between the 

total length of the group and the number of failures and an inverse relationship 

with the diameter which is confirmed in the literature (e.g. Boxall et al. 2007; 

Berardi et al. 2008; Savic et al. 2009; Xu et al. 2011b). On the contrary, the 

relationship between failure and age shows some complexity. Four selected 

models with the six-clustered EPR approach corresponding to clusters 1, 2, 4, 

and 5 show a direct relationship whereas the remaining two models 

corresponding to clusters 3 and 6 show an inverse relationship. As shown in 

Figure 6.4 clusters 3 and 6 entail the oldest pipes. The main reason for this 

counterintuitive relationship is that the age of many pipes and particularly the 

oldest ones is much larger than the period their failures were systematically 

recorded since the examined pipe dataset is left truncated. The left truncation 

occurs when the pipes were installed before their failures were systematically 

recorded and the number of failures between installation and the beginning of the 

monitoring period is unknown (Scheidegger et al. 2013). Several water authorities 

have a brief recorded failure dataset (e.g. Le Gat and Eisenbeis 2000; Mailhot et 
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al. 2000; Pelletier et al. 2003; Watson et al. 2004; Vanrenterghem-Raven 2007; 

Toumbou et al. 2012). 

 

Figure 6.4 Six clusters and the corresponding centroids 

 

Another possible factor can be that only measurable variables are included in the 

models. Several factors, such as design and construction practice, traffic loads, 

bedding conditions are not measured and their variation can lead to considerable 

changes in the subsequent performance of pipes from one age group to another 

(Boxall et al. 2007). Boxall et al. (2007) has also observed a discrepancy in the 

association between age and pipe failure. Xu et al. (2011b) examined a brief 

recorded pipe breakage dataset. They partitioned the pipe database into two 

clusters of those installed before the beginning of monitoring period and those 

after the monitoring period. The models obtained show an inverse relationship 

between pipe failure and age for the pipes installed before the beginning of 

monitoring period, which constitute the older part of the network. 
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Further analysis of this comparison can be seen in Figure 6.5 where the RMSE 

of the test data is plotted for both methods based on different intervals of the 

number of pipe failures (the relative frequency indicates the percentage of the 

148 homogenous groups with this number of failures). The comparison shows a 

substantial error reduction for pipe failure events with a large number. In addition, 

although the improvements of the RMSE for the intervals with a low number of 

failures is small in absolute terms, the overall model accuracy improvement is 

significant due to impact on over 50% of the database. 

 

Figure 6.5 Prediction model error for various intervals of number of failures 

 

Spatial variation of pipe failure rate 

The aggregated EPR models are used to calculate the failure rate (expressed as 

number of failures/km/year) of individual pipes assuming that within the 

homogenous groups they share the same failure rate. They are then classified 

based on their failure rate using the Jenks Natural Breaks method into five ranges 

as ‘very low’ [0-0.0724], ‘low’ (0.0724-0.1551], ‘medium’ (0.1551-0.2421], ‘high’ 

(0.2421-0.7663] ‘very high’ (greater than 0.7663]. The user selects the number of 

ranges and the Jenks method finds the "best" way to split up the ranges. Figures 
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6.6, 6.7 and 6.8 show this classification of individual pipes with observations, EPR 

predictions and six-clustered EPR predictions respectively. 

 

 

Figure 6.6 Observed pipe failure rate for the entire monitoring period 
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All the choropleth maps have been created using exclusively test data and they 

show the average failure rate of the individual pipes for the entire monitoring 

period (2003-2013). 

 

Figure 6.7 EPR predictions of pipe failure rate for the entire monitoring period 
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Figure 6.8 Six-clustered EPR predictions of pipe failure rate for the entire 
monitoring period 

 

Comparison between the accuracy of the two predictive models can be 

summarised in the pipes that are allocated in the correct range as shown in 

Figures 6.9 and 6.10. The pipes that are allocated in the correct range are 

highlighted as green and those that are allocated in a wrong rang are highlighted 

with red. 
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Figure 6.9 Mismatched and matched EPR predictions 

 

Figure 6.9 indicates that there are numerous pipes that are not allocated in the 

correct range using the single EPR approach. This can be explained by the low 

accuracy of the non-clustered approach. Figure 6.10 shows that there are less 

pipes allocated in wrong ranges compared to the six-clusters approach. Direct 

comparison between the accuracy of the approaches is hard to be done using 

only Figures 6.9 and 6.10 because the WDN consists of approximately 27,000 

pipes (including both the examined CI, the CI that have been excluded and other 

pipe materials). 

Other pipe materials

Mismatched

Matched



116 
 

Figure 6.10 Mismatched and matched six-EPR predictions 

 

The improvement in predictions indicated by the comparison between Figures 6.9 

and 6.10 is confirmed in Figure 6.11 which shows the pipes that are not correctly 

allocated with the single EPR approach but are correctly allocated with the six-

clustered EPR approach. As shown in Figure 6.11 a significant improvement in 

pipes allocation is achieved when the examined dataset is divided into six clusters 

compared to the single EPR method. The clustered-based approach captures the 

variability of failure patterns better than the single EPR model particularly the very 

low and the very high failure rates. 
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Figure 6.11 Improvement in the predictions 

 

6.2 Results for Annual Predictions 

Following the proposed the methodology, 11 datasets were created for each of 

the six clusters corresponding to the duration of the monitoring period (11 years). 

The methodology resulted in six EPR models each of them corresponding to the 

training data (2003-2012) of the relevant cluster. Table 6.2 lists the associated 

models and the 𝑅2 with the test (2013) dataset. EPR selects the ‘best set of 

covariates’ meaning a set of covariates that provides close matches between 

observed and predicted values and at the same time encompasses a minimal 

number of covariates. 

Other pipes
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Table 6.2 Obtained models for the six clusters for the annual predictions 

                 Six-clustered EPR 𝑹𝟐 

Cluster 1: 𝐶1=0.001(FI0.5)+0.46 0.80 

Cluster 2: 𝐶2=2.513(FI0.5)+8.52 0.78 

Cluster 3: 𝐶3=1.834(FI0.5)+5.21 0.84 

Cluster 4: 𝐶4=3.425(FI0.5)+12.76 0.93 

Cluster 5: 𝐶5=1.143(FI0.5)+4.05 0.75 

Cluster 6: 𝐶6=0.01(FI0.5)+1.32 0.86 

 

The selected threshold for the freezing index is 00C because it provided the 

highest correlation in the preliminary analysis. The one-polynomial term EPR 

model selected the FI whereas minimum air temperature, maximum air 

temperature, average soil temperature were not selected. The mathematical 

relationship indicates that lower temperatures and consequently higher values of 

FI increase the number of failures. 

The highest correlation (the higher values of 𝑅2) is observed for cluster 4 which 

includes the small diameter pipes (Figure 6.3). Fuchs-Hanusch et al. (2011) have 

observed a dependency between failure frequency and FI especially for pipes 

with up to 200 mm diameters. Bruaset and Sægrov (2018) also observed a higher 

correlation between failure and temperature during winter months for the smaller 

CI pipes. 

As shown in Figure 6.12 there is a clear association of FI (solid black line) 

variability and the pipe failure (bars) whereas this correlation can’t be observed 

for any of the values of the temperature (minimum temperature is the red line, 

maximum temperature is the purple line, average temperature is the blue line, 

soil temperature is green line). The temperature-related candidate explanatory 
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variables are calculated as average values, and this might act dissuasively in 

capturing periods with severe conditions. For example, winter/early spring 2018 

have been very cold while summer has been very hot; hence the average 

temperature for 2018 may fail to highlight the severity of the cold period. 

 

Figure 6.12 Number of failures and weather conditions per year 

 

Figure 6.13 shows the predictions vs the observations for all the clusters for test 

dataset, year 2013. The EPR models exhibit a high accuracy in predicting the 

number of failures for clusters 1 and 6. The difference between the predictions 

and the observations is low for rest of the clusters. The absolute difference 

between observations and predictions for clusters 1 and 6 tends to zero whereas 

it varies between 3 and 6.5 for the rest of the clusters. 

 

 

Figure 6.13 Predictions vs observations for 2013 
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Spatial variation 

The individual pipes were classified using the Jenks Natural Breaks method into 

five ranges as ‘very low’ [0-0.091], ‘low’ (0.091-0.236], ‘medium’ (0.236-0.472], 

‘high’ (0.472-0.75] and ‘very high’ [greater than 0.751] as shown in Figures 6.14 

and 6.15 (observations and predictions respectively). 

 

Figure 6.14 Observed pipe failure rate in 2013 
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Figure 6.15 Predicted pipe failure rate in 2013 

 

The accuracy obtained with the predictions is 46%, 73%, 78%, 87% and 76.34% 

for the ‘very low’, ‘low’, ‘medium’, ‘high’ and ‘very high’ failure rates respectively. 

The predictions have a high accuracy for most of the failure ranges (‘low’, 

‘medium’, ’high’ and ‘very high’). The lowest accuracy is achieved for the pipes 

with a ‘’very low’’ failure rate and is attributed to the fact that some homogenous 
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groups have experienced zero number of failures. The predicted failures for each 

cluster are distributed to the homogenous groups proportionally to their length 

value leading to a slight overestimation. Figure 6.16 shows the predictions after 

including the physical factors. 

 

Figure 6.16 Predicted pipe failure rate in 2013 including physical variables 
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Figure 6.17 compares the accuracy of the predictions when merely environmental 

variables are used and when they are combined with the physical variables. The 

inclusion of the physical factors increased the accuracy of the predictions for the 

majority of the ranges. The highest improvement is observed for the ‘very low’ 

range for which shifted to 69%. 

 

Figure 6.17 Percentage of pipe failure rates for predictions and observations in 

different ranges; note the percentage next to the bars is the percentage of the 

correct predictions for each range 

 

The main drawback of the approach is that it requires next year’s weather 

conditions (which need to be forecasted) to make predictions introducing a 

degree of uncertainty. To overcome this uncertainty, the use of lagged 

explanatory variables, i.e. use of previous and this year’s weather data to make 

predictions for the next year was attempted. This attempt led to low accuracy 

since as indicated in Figure 6.12 the weather data are in line with that year’s 

failures. A representative example is year 2010 when the peak of failure 

frequency coincides with the greatest value of FI. 

Very Low Low Medium High Very High
0

10

20

30

40

50

60

Failure rate

P
e

rc
e

n
ta

g
e

 o
f 

p
ip

e
s
 (

%
)

 

 

Weather variables Observations Weather & Physical variables

74%73%

69%

46%

78% 79%

87%
87%
76% 86%



124 
 

6.3 Results for Short-term Predictions 

This approach is implemented for the entire network and not separately for each 

cluster due to the small number of failures in some of them. The temperature 

variation can occur relatively quickly whereas the potential pipe failure because 

of that might take longer and hence the duration of the inputs/outputs are fixed in 

this analysis. Exhaustive trials (different combinations of inputs and outputs) were 

conducted. The original dataset is split into 10 equal size folders using the cross-

validation method. Those folders are used for training (i.e. 7 folders), validation 

(i.e. 2 folders) and test (i.e.1 folder) purposes respectively. 

The model’s responses are compared to a set of threshold values and the 

generated pairs of TPR/FPR are used to plot the ROC curve (Figure 6.18) for four 

combinations of inputs/outputs that provided the highest accuracy. Due to the 

large number of trials (all the combinations from one up to seven days as input 

and from one up to seven days as output), it is not feasible to plot all the results. 

The selected model (red curve) considers four days as input and the following 

two days as output. The first input is the set of variables for the first four days and 

the output is the occurrence of failure(s) in the fifth and sixth day. Respectively, 

the second input is the set of variables from the second up to the fifth day, while 

the output is the failure in the sixth and seventh day. The black curve model 

considers three days as input and two days as output, the green curve model 

considers four days as input and one as output while the blue curve considers 

three days as input and one day as output. There is also anecdotal evidence from 

another UK water company that the highest correlation is observed between four 

days as input and one day as output. 

The selected threshold with the lowest Euclidean distance from the optimal point 

is 0.538 obtained for the model with the four days/two days as combination of 
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inputs/output. As shown in Figure 6.18 the majority of the non-failures are 

correctly identified (the FPR is 0.87) as such while a similar conclusion can be 

derived for the failures despite the lower accuracy (the TPR is 0.72). The value 

of AUC which is used as a measurement of model’s performance is 0.814 

indicating that the model has a very good accuracy. 

 

 

Figure 6.18 ROC of the binary ANN model 

 

As indicated by the outputs of the preliminary analysis (Figure 5.6) most of the 

pipes burst happen during the coldest months. Water pipes burst because the 

water inside them expands as it gets close to freezing, and this causes an 

increase in pressure inside the pipe. When the pressure gets too high for the pipe 

to contain, it ruptures. This phenomenon is elucidated by the fact that when water 

cools the molecules slow down. This slowing down allows the molecules to get 

closer together and increases the density of the liquid. The cold spell normally 

lasts for a couple of days and there is an increased number of failures during this 

period or straight after it end since there might be a time lag between temperature 

drop and pipe failure. Another reason explaining the pipe failure can be the freeze 

and thaw in soil which causes soil movement. This in turn results in lack of 

continuous support beneath the pipes creating bedding stresses.  
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Due to the black-box nature of the ANN model, the relative significance of each 

input must be estimated. Table 6.3 is a column matrix with the weight of all the 

inputs which is a surrogate of their influence on the model’s response The 

negative connection weights of the temperature related inputs indicate an inverse 

relationship (lower temperatures cause more failures). 

 

Table 6.3 The weight of the inputs on the response 

Input  Weight 

𝐹𝐼𝑡−2  15.75 

𝐹𝐼𝑡−1  13.03 

𝐹𝐼𝑡−3  12.35 

𝑀𝑖𝑛𝑇𝑡−2  -11.41 

𝑀𝑖𝑛𝑇𝑡−4  -11.02 

𝑀𝑎𝑥𝑡−2  -10.61 

𝑆𝑜𝑖𝑙𝑡−2  -10.26 

𝑀𝑖𝑛𝑇𝑡−1  -9.55 

𝑆𝑜𝑖𝑙𝑡−4  -9.54 

𝑀𝑎𝑥𝑇𝑡−4  -9.49 

𝑆𝑜𝑖𝑙𝑡−3  -8.69 

𝑀𝑎𝑥𝑇𝑡−1  -8.35 

𝑆𝑜𝑖𝑙𝑡−1  -7.66 

𝑀𝑎𝑥𝑇𝑡−3  -7.53 

𝑀𝑖𝑛𝑇𝑡−3  -7.33 

𝐹𝐼𝑡−4  6.32 

 

The FI is shown to be the most influential factor which is linked to the fact that 

most of the failures occur in the coldest months (Figure 5.6) when pipes are 

subject to frost actions which significant increases the loads on them (Morris 

1967; Monie and Clark 1974; Smith 1976; Habibian 1994; Rajani et al. 1996). The 

frost load is influenced by frost penetration, trench width, soil type, soil stiffness, 
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frost heave of trench fill and side fill as well as the interaction at the trench 

backfill–side fill interface (Rajani and Zhan 1996). The increased number of 

failures has been correlated with colder winter months (Vreeburg et al. 2013; 

Kutyłowska and Hotloś 2014) while O’Day (1987) found that 40% of the breaks 

occur during the three winter months. 

 

The developed model was successfully applied to a holdout sample, 

demonstrating that the ANN ‘learned’ the breakage patterns rather than 

memorised them. The proposed approach uses existing data (that do not have to 

be predicted) as input which reduces significantly the uncertainty of the output. 

The predictions can be made based on recorded weather conditions enabling the 

water utility to adjust their immediate operational planning strategies to 

accommodate possible increases in pipe failure occurrence. 
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Chapter 7. Results of Impacts Assessment  

 

7.1 Introduction 

Performance measures are indicators that describe the behaviour of a system in 

terms of its tangible operational characteristics (Mansoor 2007). Assessment of 

the performance of a WDN is a complex process because many issues should 

be considered (e.g. variations in demands, reliability of individual components 

and their locations, fire flow requirements and their locations) (Kalungi and 

Tanyimboh 2003). Further complications stem from the fact that it is difficult to 

define useful performance measures and establish what acceptable levels for 

these parameters are (Kalungi and Tanyimboh 2003). For a WDN, performance 

indicators quantify its behaviour mainly based on the nodal outflows, supply 

pressure at consumer outlets, supply interruptions, amount of leakage and water 

quality issues (Mansoor 2007). The volume of the water loss depends on the 

characteristics of the network (e.g. the pressure and the flow rate in the network) 

and other factors, such as the company’s operational practice and the level of 

technology and expertise applied to controlling it (Farley and Trow 2003; 

Rahmani et al. 2015). The severity and duration of disruption as a result of pipe 

failure depend on the network layout and structure of cycles and loops as 

alternative supply paths (Yazdani and Jeffrey 2011; Singh and Oh 2015; Di Nardo 

et al. 2017a). 

The distribution pipes (which is the case in this thesis) usually range in size 

between 50 to 300 mm in diameter and are typically laid within the road and have 

failure costs, due to the vigorous and challenging repair techniques and the 

number of customers impacted (Ward et al. 2017). 
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7.2 Performance Indicators 

The proposed methodology for impacts assessment was implemented for all the 

examined CI pipes (i.e. 18872) twice assuming that the pipe occurs either at 4am 

or 7am. In both cases the simulation period is 24hrs commencing from the failure 

occurrence. The diurnal demand variation in nodes, the water level in storage 

tanks, and the valve/pump control settings are considered over this predefined 

simulation period by changing the parameters of the connected FCVs and 

emitters according to the current values of the desired demands in deficient 

nodes. 

The majority of the examined CI pipes (i.e. 18872), in both scenarios, resulted in 

low impacts (i.e. low ratio of unsupplied demand and small number of affected 

nodes). This can be attributed to the fact the examined network is a large real-life 

network and a single failure of a distribution pipe is likely to cause pressure 

deficient conditions in a small part of it. Marlow et al. (2015) have also observed 

that for small-diameter CI pipes, the consequences of failure are often relatively 

low since the surrounding nodes are mainly affected, whereas performance 

elsewhere in the WDN is mostly satisfactory (Tanyimboh et al. 2001). In each 

system, only a few pipes represent the most critical hydraulic links, e.g. trunk 

mains service connecting reservoirs to the rest of the system (Diao et al. 2016). 

In a branched (no loop) network with a single source of supply without any other 

service reservoir locations, the pipe failure will disconnect all consumers 

downstream resulting in a total and immediate loss of service (Germanopoulos 

et al. 1986; Jowitt and Xu 1993). In other circumstances, failure may manifest 

itself in a less complete way; (i.e. consumers may be faced with a drop of 

pressure to levels below which full demands cannot be met) (Jowitt and Xu 1993). 

The complex structure of WDNs allows them to recover from failures, exploiting 
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the topological redundancy provided by closed loops, so that the flow could reach 

a given demand node through alternative physical paths (Ormsbee and Kessler 

1990; Goulter et al. 1999; Gupta et al. 2014). This redundant design enables the 

system to overcome local pipe failures, and, together with pipe diameters larger 

than those strictly necessary to fulfil the design pressure at the nodes (Todini 

2000; Babayan et al. 2007; Di Nardo et al. 2017b; Giudicianni et al. 2018; 

Zarghami et al. 2018). The ability of a network to respond to the failure of one of 

its pipes does not depend only on redundancy conditions in the immediate vicinity 

of the failure (i.e. at the nodes at either end of the failed link) (Awumah et al. 

1990). Alternate paths for supplying nodes may originate some distance from the 

nodes in the immediate vicinity of the link failure (Awumah et al. 1990). These 

alternate paths may also not use any links in the vicinity of the failed link (Awumah 

et al. 1990; Yazdani and Jeffrey 2011). The reservoir elevations, the distance 

from the source node and the elevation of the nodes are also critical factors that 

enable the network to work under spatial and temporal pressure deficient 

conditions (Sivakumar and Prasad 2014). 

The loss of performance may be progressive. A pipe failure will initially lead to 

uncontrolled flow from the network and in general drop in pressure. Service will 

be totally lost if any shortfall between inflow (supply) and total outflow 

(uncontrolled flow plus nodal consumptions) exhausts reserved supplies (e.g. 

service reservoir storage) (Germanopoulos et al. 1986). Isolation of the failed 

element will allow the loss of water to be stemmed, network heads to be partially 

restored and the network to be operated at a more stable (but maybe 

unacceptable) state (Jowitt and Xu 1993). Eventually, the pipe repair will allow a 

return to normal operation with adequate heads and service reservoir levels 

within normal operating bounds (Germanopoulos et al. 1986). 
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This thesis examines a single pipe failure since most of the days there is only one 

(73.25% of the days there are not any failures, 21% of the days only one failure 

occurred and more than one occurred on 5.75% of the days). The probability of 

simultaneous failure of pipes becomes exceedingly small as the number of the 

failing pipe increases and even the probability of the simultaneous failure of two 

pipes is quite small for most systems (Agrawal et al. 2007; Gupta et al. 2014). 

The combinations of possible multiple failure scenarios grow exponentially as the 

network becomes larger (Berardi et al. 2014) in parallel with possible 

inconsistencies and uncertainties associated with hydraulic simulations (Gupta 

and Bhave 1994; Herrera et al. 2016). 

Due to the huge number of scenarios (i.e. 18872x2) it is not feasible to present 

all the results. Therefore, the five pipe failures (i.e. 5x2 scenarios) that resulted in 

the highest ratio of unsupplied demand have been selected in the following 

figures to illustrate the impacts versus time. The diameter of these five pipes is 

300mm, which is the largest in the examined dataset. Larger diameter pipes tend 

to have more severe impacts (greater water loss) since they convey more water. 

Figures 7.1 & 7.2 show the ratio of unsupplied demand for the 24hrs simulation 

period, which ranges between 4% and 9% for most examined scenarios. Both 

scenarios show a relative constant ratio of unsupplied demand for the 24hours 

period. In case of one pipe failure (scenario 4 at 4pm) the ratio of unsupplied 

demand exceeds the average value and can be linked to the proximity to two 

pumps. Normally, at night-time, when demand for electricity is low, the tariff is 

also low (Bunn and Reynolds 2009). Water utilities are in an advantageous 

position to maximize pumping to storage during off-peak hours (i.e. night-times) 

when energy rates are lowest. (Brion and Mays 1991; Bunn and Reynolds 2009; 

Bonvin et al. 2015). 
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Figure 7.1 Ratio of unsupplied demand for 24hrs after pipe failure at 4am 

 

 

Figure 7.2 Ratio of unsupplied demand for 24hrs after pipe failure at 7am 

 

A pipe failure originally leads to uncontrolled flow from the network and in general 

drop in pressure in a number of nodes. Service might be totally lost if the inflow 

is less than the total outflow (uncontrolled flow plus nodal consumptions) 

exhausting the reserve supplied (e.g. service reservoir storage). In the examined 

network there are 8 reservoirs (and 2 tanks) and therefore, the increase in the 

unsupplied demand is relatively small. 

The number of nodes experiencing entire loss of supply are shown in Figures 7.3 

and 7.4 while those with partly supply are shown in Figures 7.5 and 7.6 further 
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interpreting the above results. It is shown that there is a similar trend (e.g. 

(scenario 4 at 4pm) for both the nodes with zero and partly supply. The fluctuation 

in the number of nodes affected is similar with the ratio of unsupplied demand 

and remains mostly constant. Despite the similar trend, there is a significant 

difference between the absolute numbers of nodes affected totally and partially, 

since in most scenarios there is a small drop of pressure (actual pressure is less 

than the required but still above zero) leading to partial supplied demand. Hence, 

the number of nodes with zero supply is very low. 

 

 

Figure 7.3 Number of nodes with zero supply for 24hrs after pipe failure at 4am 

 

 

Figure 7.4 Number of nodes with zero supply for 24hrs after pipe failure at 7am 
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Figures 7.3 and 7.4 show an ascending trend for scenario 1 late in the evening 

which is associated with the peak in the demand (Figure 4.2). Despite the 

increase compared to the number of nodes with zero supply, those with partial 

supply are still very few (maximum 0.009% of the nodes) considering that the 

network entails approximately 33,000 nodes. Overall the small number of nodes 

(both zero and partial supply) experiencing pressure deficient conditions 

indicates that the surrounding nodes are mainly affected, whereas performance 

elsewhere in the WDN is mostly satisfactory. 

 

 

Figure 7.5 Number of nodes with partly supply for 24hrs after pipe failure at 4am 

 

 

Figure 7.6 Number of nodes with partly supply for 24hrs after pipe failure at 7am 
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A drawback of the proposed methodology it is assumed that all nodes have an 

equal importance and the type and vulnerability of the customers fed by each 

node is ignored because this knowledge is not available. However, in real 

situations this is not the case e.g. hospitals might be more important, and the 

consequences are more severe compared to residential area. This shortcoming 

can be overcome by assigning a weight to each node (Bicik et al. 2009). 
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Chapter 8. Discussion, Conclusions and Recommendations 

 

8.1 Thesis Summary 

The failure of water pipes results in environmental, economic and social costs 

and, as such, there is growing interest in this area. The overall aim of this 

proposed methodology is to aid maintenance/rehabilitation/replacement plans 

and enhance daily allocation and planning of resources. 

The literature review presented the factors that contribute to pipe failure. It 

provided a comprehensive review of the developed methods for pipe failure 

prediction and impacts assessment. The predictive models were analysed with 

respect to their suitability for accurately capturing the failure patterns and the 

impacts approaches with respect to their ability to evaluate the severity of an 

individual pipe failure. 

The failure frequency was predicted long-term, annually and short-term. The 

long-term and the annual predictions were made using a novel combination of 

EPR and K-means clustering. The inclusion of a clustering method improves the 

predictions by using a set of predictive models instead of a single model which 

captures various failure patterns. A novel method for predicting the annual failure 

rate considering both weather-related and physical factors was implemented. The 

aggregated EPR models were then used to derive the failure rate of individual 

pipes. The short-term predictions were based on a novel ANN model that uses 

the weather data of four days to make predictions for the following two days (non-

overlapping). The cross-validation technique was employed to derive a more 

accurate estimate of the EPR and ANN models’ prediction performance and to 

measure how these results generalize to an independent dataset. 
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A series of artificial elements was added to all the demand nodes experiencing 

pressure-deficient condition due to pipe failure, and the satisfied demand was 

calculated based on the available nodal pressure. The pressure-driven model 

proposed by Mahmoud et al. (2017) was used in the analysis. The performance 

indicators employed are the ratio of unsupplied demand and, the percentages of 

nodes with zero and partly satisfied demands. The outputs of the analysis indicate 

that failure of most of the pipes results in low impacts. This can be explained by 

the fact that the examined network is a large real-life network, and a single pipe 

failure is likely to cause pressure-deficient conditions in a small part of it, whereas 

performance elsewhere is mostly satisfactory. Also, the redundant design of the 

WDN allows the flow to reach a given demand node through alternative paths if 

a single component fails. 

 

8.2 Conclusions and Discussion 

In this section, the main points of the methodology and the key findings with 

respect to the objectives are discussed. Also, the novelty of the thesis is 

highlighted. 

 

Pipe aggregation 

The pipe aggregation process is a trade-off between creating groups that are 

small enough to be uniform and large enough to obtain models with a meaningful 

‘goodness of fit’. In this thesis, in addition to the pipe attributes (material, 

diameter, age), the soil type was used as an aggregation criterion since soil 

conditions affect the deterioration rate of the CI pipes. This was also confirmed in 

the preliminary analysis, which showed that the failure rate can vary substantially 

depending on the soil type. Also, examining the failure rate within groups of the 
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same soil type also acts as a surrogate parameter for data that are not easily 

collected and have inherent uncertainty, such as soil moisture. 

 

K-means clustering method 

The burst rate, which is the targeted output, is not used at any stage of clusters’ 

creation since the K-means method would be biased to allocate the homogenous 

groups with a high failure rate into the same cluster. In that case, the predictions 

would be accurate for the groups with a high failure rate but of limited usefulness 

since they constitute only a small part of the network. Furthermore, it would not 

be feasible to develop a meaningful model for the low failure rate groups due to 

the limited available data. The K-means method has been previously applied (i.e. 

Kleiner and Rajani 2012) for creating clusters considering geographical 

coordinates as criteria, but this implementation with pipe attributes is novel. The 

K-means method is selected because it is one of the simplest unsupervised 

learning algorithms that solve the clustering problem without compromising its 

efficiency. 

 

Cross-validation Technique 

The selection of training and test datasets has a significant impact on the 

accuracy of the models. Therefore, the cross-validation technique was employed 

to derive a more accurate estimate of model prediction performance by 

guaranteeing that all observations are used for both training and testing, and that 

each observation is used for testing exactly once. This is the main advantage of 

the method compared to others, such as the over-repeated random sub-

sampling. Furthermore, it allows one to measure how the results generalize to an 

independent data set. 
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Evolutionary Polynomial Regression 

Given a set of data, the EPR searches among many possible models to explain 

those data (Savic et al. 2009). It does, however, require an objective function to 

ensure the best fit without the introduction of unnecessary complexity (Savic et 

al. 2009). The key goal, which is to find a systematic way to avoid the problem of 

over-fitting is addressed by (1) penalizing the complexity of the expression by 

minimizing the number of terms and; (2) controlling the variance of 𝑎𝑗 constants 

(the variance of estimates) with respect to their values. 

Each EPR implementation returns a range of models with a varying number of 

variables and/or polynomial terms. This is helpful for understanding which inputs 

are physically meaningful and which can be excluded for the sake of model 

parsimony while, simultaneously, striving for a degree of generality. The user can 

assess a set of models looking at different key aspects which encompass the 

prior knowledge of the phenomenon. 

 

Long-term Predictions 

The long-term methodology is novel in combining the K-means method with a 

data-driven method. It results in a set of EPR models that capture the failure 

phenomenon in the WDN with a high accuracy. The clustered-based approach 

captures the variability of failure patterns, particularly the very low and the very 

high failure rates, better than the single EPR model which captures numerous 

failure patterns. The number of clusters (i.e. six) is case-specific and relies on 

data availability. The clustered approach emphasizes on the higher accuracy and 

does not attempt to find a general optimal number of clusters. Different numbers 

of clusters were examined until the performance indicators used did not further 

improve with both the training and test data and there were too few data within 
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each cluster. Selecting too many clusters could result in several EPR models that 

need calibration and reduce the available data to an extent that compromises the 

predictive accuracy of each model (Osman and Bainbridge 2010). 

The EPR models calculated the total number of failures as a function of length, 

diameter and age plus average pressure for the two-polynomial terms model. The 

substantial difference between the one-polynomial and the two-polynomial 

models lies on the inclusion of pressure in the list of selected explanatory 

variables. However, the inclusion of average pressure did not provide a significant 

increase in the accuracy while indicating a mixed relationship for some clusters 

(i.e. Clusters 1 and 5). As shown in Figure 6.2, there is not a clear relationship 

between pressure and failure rate and, therefore, might have limited ability in 

interpreting the phenomenon. All the homogenous groups entail pipes with the 

same diameter, age and soil type—contrary to pressure, which is calculated as 

the ‘’average value’’ of all the pipes. This mixture might have led to the low impact 

on pipe failure. Other reasons can be that the pressure values are not actual 

measurements but are the outputs of a calibrated hydraulic EPANET model. The 

failures have been recorded between 2003 and 2013, whereas the values were 

taken from EPANET in 2014, and the water utility might have implemented 

measures to reduce pressure in the meantime. 

The two-polynomial terms EPR model did not exhibit a massive improvement in 

the predictions in terms of the performance indicators, and, for the sake of 

parsimony and generality while adequately capturing the physical phenomenon, 

the one-polynomial EPR model was adopted. 

A direct relationship was observed between failure and length, while there was 

an indirect relationship with the diameter—confirming the findings in the literature. 

The relationship between failure and age is more complex. A direct relationship 
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was observed for the younger pipes and an inverse relationship for the old pipes, 

which is explained by the fact that the pipe dataset is left truncated. The age of 

the oldest pipes is much greater than the time-period in which their failures have 

been systematically recorded. In addition, the summed length of Clusters 3 and 

6, which entail the older pipes, is 15.73% of the network’s total length. However, 

they are 54 out of the 148 homogenous groups, and, therefore, they overwhelm 

the single-EPR approach. A discrepancy between age and failure frequency has 

been observed by other researchers, as well (e.g. Boxall et al. 2007; Xu et al. 

2011b). 

 

The aggregated EPR models were used to derive the failure rate of individual 

pipes assuming that all pipes within a group share the same failure rate. This 

method showed a high accuracy for all the failure rates pointing out the ones with 

a highest failure propensity. The accurate prediction model is important for the 

successful implementation of a proactive approach which is part of cost-effective 

capital investment plans. 

 

Annual Predictions 

A distinctive EPR model was developed to examine annual variation of failure 

rate for each cluster. The direct relationship between failure and FI, which is a 

surrogate of the severity of low temperatures, indicates that cold spells lead to an 

increased failure frequency. This finding is confirmed in the preliminary analysis 

(i.e. Figure 5.6) and attributed to the frost actions, which impose additional load 

on the buried pipes (Palmer and Williams 2003). The temperature-related 

candidate explanatory variables were not selected by the one-polynomial term 

EPR model. Figure 6.10 clearly proved the closer correlation between pipe failure 
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and FI compared to the rest of candidate explanatory variables. The proposed 

method was shown to be able to predict peaks of failure frequency (i.e. 2010). 

The EPR models calculate the annual number of failures as a function of the FI. 

This explanatory variable can’t be used to directly calculate the number of failures 

of each homogenous group—as with the long-term predictions and the selected 

explanatory variables—since it would attribute the same number to all of them. 

Therefore, the failures were distributed within each cluster’s groups proportionally 

to their length. This approach caused a slight overestimation to the groups with 

zero or close to zero failures. The inclusion of physical factors improved, overall, 

the accuracy of the predictions, particularly for the aforementioned groups of 

pipes. The novelty in the annual predictions is validated by using EPR (i.e. a data-

driven method) considering both physical and weather-related factors. The 

aggregated EPR models can be used for identifying the pipes most prone to 

failure for a specific year.  

This approach requires next year’s data (which need to be forecasted) to make 

predictions, introducing a degree of uncertainty. To overcome this uncertainty, 

the use of lagged explanatory variables—i.e. use of previous and this year’s 

weather data to make predictions for the next year—was attempted. This attempt 

led to low accuracy since, as indicated in Figure 5.5, the weather data are in line 

with that specific year’s failures. A representative example is Year 2010 when the 

peak of pipe failure frequency coincides with the greatest FI. 

 

ArcGIS and Jenks Natural Breaks Method 

The Jenks natural breaks method is used in conjunction with the ArcGIS mapping 

tool to visualize the outputs of the EPR models to make them more 

understandable. ArcGIS is useful for organizing wide ranges of data that are a 
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basis for decision-making, with applications in similar studies in the water sector 

(e.g. Burrows et al. 2000; Bicik et al. 2008; Giustolisi and Laucelli 2010; Sitzenfrei 

et al. 2011; Tabesh and Saber 2012). The Jenks natural breaks method is a 

popular and efficient method with many applications in various fields for creating 

choropleth maps, and, due to its advantages, is the default option of ArcGIS. Its 

main drawback is that it requires the number of desired classes to be indicated 

before the algorithm is applied to the dataset (North 2009). The selection of the 

number of classes is not under investigation nor an aim in this study. The banding 

differs for the long-term and the annual predictions since it is the Jenks method 

that selects how to best ‘’spilt up’’ the data. 

 

Summary of EPR Predictive Models 

Overall, the EPR approach generates accurate results and serves alongside a 

physically based counterpart to provide a more thorough system characterization. 

However, when developing failure models for an individual network, it can be 

questionable if they can be used for generalized asset failure purposes since 

systems usually differ in one or more significant explanatory variables or, 

sometimes, even in model structure. 

 

Short-term Predictions 

Despite its proven advantages, EPR does not generate satisfactory results for 

the short-term predictions since the aim here is prediction of failure/no failure and 

not an actual number (which was the targeted output of the previous EPR 

models). The initial goal to predict the exact number of failures did not generate 

a meaningful model with satisfactory accuracy, and, therefore, the aimed output 

had to be altered. The ANN is employed for the binary model because it is a 
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powerful data-driven model and has displayed promise for forecasting 

applications (Zhang et al., 1998; Mounce et al. 2009). 

The short-term predictions allow the water utility to enhance their immediate 

operational planning strategies to accommodate possible increases in pipe 

failure. The water utility is also aided to meet the standards set by OFWAT to 

avoid customers’ dissatisfaction and comply with the guidelines for water loss. 

The input and output are not fixed, and various combinations of them are 

examined to get the highest correlation since the temperature variation can 

happen relatively quickly, whereas the potential pipe failure might take longer. 

The inputs of the model are (1) the minimum air temperature, (2) the maximum 

air temperature, (3) the mean air temperature, (4) the soil temperature and (5) 

the FI. Additionally, the output is 1 if there is at least a pipe failure the following 

days and 0 if not. The selection of failure/not failure as an output is case-specific 

and relies on the fact that, for most of the days, one or no failures are observed. 

The approach is applicable to any threshold. 

One way to avoid overfitting in ANN models is to use the cross-validation 

technique (Stone 1974) in which the available data are divided into three sets: 

training, testing and validation (Shahin et al. 2004). The network is divided into 

ten equal size folders using the cross-validation method—70% for training, 20% 

for validation and 10% for testing. The model is fit on the training dataset that is 

a set of examples used to fit the parameters of the network. The validation dataset 

provides an unbiased evaluation of a model fit on the training dataset while tuning 

the model's hyperparameters. It is used for regularization by stopping early—

training is stopped when the error on the validation dataset increases, as it is a 

sign of overfitting. The test dataset assesses the generalization capabilities of the 

model. 
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The exhaustive trials led to the conclusion that the use of four consecutive days 

as input and the following two days as output results in the highest accuracy. The 

first input is the set of variables for the first four days, and the output is the 

occurrence of failure(s) in the fifth and sixth day. As indicated by the outputs of 

the preliminary analysis (Figure 5.6), most of the pipes burst during the coldest 

months. The cold spells normally last for a couple of days, and there is an 

increased number of failures during these periods or straight after its end since 

there might be a time lag between temperature drop and pipe failure. Water pipes 

burst because the water inside them expands as it gets close to freezing, and this 

causes an increase in pressure inside the pipe. When the pressure gets too high 

for the pipe to contain, it ruptures. Another reason for pipe failure can be the 

freeze and thaw in soil, which causes soil movement. This, in turn, results in a 

lack of continuous support beneath the pipes, creating bedding stresses. 

The proposed method is novel in making short-term predictions since previous 

approaches (e.g. Rajani and Kleiner 2012; Laucelli et al. 2014) resulted in 

relationships with low accuracy. It uses recorded data (that do not have to be 

forecasted) as input variables, which reduces, significantly, the uncertainty in the 

predictions. The model was successfully applied to a holdout sample, 

demonstrating that the ANN ‘learned’ the breakage patterns rather than 

memorised them. 

 

Pressure-driven Analysis 

In the case of a pipe failure, the water flow will change, and the original network 

will be transformed into a new one with higher internal energy losses, which might 

make it impossible to deliver the desired flow rate at a minimum delivery pressure 

(Farmani et al. 2005). Hence, the satisfied demand has been associated with the 
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nodal pressure changes to assess the performance of the network in a more 

realistic way (Fujiwara and Ganesharajah 1993). The pipe failure is simulated by 

adding the following series of artificial elements at all the demand nodes 

experiencing pressure-deficient conditions (Mahmoud et al. 2017): a Check 

Valve, an internal dummy Node, a Flow Control Valve and an Emitter. The CV 

prevents the flow reversal and is the first added artificial element on the demand 

node. The parameters of the CV are set to produce negligible head losses when 

water is flowing in the right direction (i.e. short length and large diameter). The 

downstream dummy node is used just to connect the CV with the TCV since it is 

an EPANET requirement. The role of the FCV is to ensure that the delivered flow 

does not exceed the demand at the node. Finally, the emitter is used to represent 

pressure-dependent demand delivery. The small length, large diameter and large 

Hazen-Williams coefficient ensure that all additional elements do not introduce 

significant head loss between a demand node and the emitter. 

These artificial elements were selectively added only to pressure deficient 

demand nodes since the examined network is large and only a small percentage 

of the nodes is expected to experience pressure drop during a single pipe failure. 

Also, this thesis examines the failure of distribution and not transmission pipes, 

which are typically between water treatment works and service reservoirs or 

between reservoirs and their failure probably affects more nodes. These 

pressure-deficient nodes are identified by running the DDA-type hydraulic solver 

(i.e. EPANET) once before the PDA simulation. 

 

Impacts Assessment 

Localized asset management decisions enhance the condition of water mains to 

acceptable level of service since it is impractical and unrealistic due to budget 
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limitations to replace all the aging pipes simultaneously. An efficient maintenance 

program should identify the most vulnerable pipes, failure of which could incur 

significant impacts. This thesis proposes a new combination of a grouped-based 

method for deriving the failure rate and a pipe-level method for evaluating the 

impacts on the level of service. 

The impacts were evaluated using three performance indicators: the ratio of 

unsupplied demand, the number of nodes with zero supply and the number of 

nodes with partial supply. The widely used ratio of unsupplied demand on its own 

is a rough indicator because, for the same ratio, the number of customers affected 

can be different. The desired pressure threshold was set to 15m, which is the 

value above which the WDN operates properly based on the outputs of the 

calibrated EPANET model, and the minimum pressure was set to 0m. This 

threshold is in line with OFWAT, which requires low pressure incidents (i.e. drops 

of pressure below 15m of head) to be reported by every water utility. 

The proposed approach considered the geographic location of the failed pipe, the 

time the failure occurs and its duration. It has been assumed that the failure 

occurs either when there is a peak in pressure or a peak in demand, and both 

cases are simulated for an EPS since the failure duration is not known. The 

diurnal demand variation in nodes, the water level in storage tanks and the 

valve/pump control settings are considered over this predefined simulation period 

by changing the parameters of the connected FCVs and emitters according to the 

current values of the desired demands in deficient nodes. 

In both scenarios, the failure of most pipes resulted in low impacts (i.e. low ratio 

of unsupplied demand and small number of affected nodes) since the examined 

network is a large real-life network and a failure of a distribution pipe is likely to 

affect a small part of it, whereas performance elsewhere in the WDN is mostly 
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satisfactory. Also, the complex structure of WDNs allows them to recover from 

failures, exploiting the topological redundancy provided by closed loops, so that 

the flow could reach a given demand node through alternative paths (Tanyimboh 

et al. 2016; Di Nardo et al.2017b). A redundant network ensures that if a single 

component fails, there is sufficient residual capacity to provide all flow 

requirements (Awumah et al. 1991). 

Due to the huge number of scenarios (i.e. 18872x2) it is not feasible to present 

the results of all of them. Therefore, the five pipes (i.e. 5x2 scenarios) that 

resulted in the highest ratio of unsupplied demand were selected to illustrate the 

impacts over time. The diameter of these five pipes is 300mm, which is the largest 

in the examined dataset. Larger diameter pipes tend to have more severe impacts 

(greater water loss) since they convey more water. 

Pipe failure originally leads to uncontrolled flow from the network and, in general, 

drop in pressure in a number of nodes. Service may be completely lost if the 

inflow is less than the total outflow (uncontrolled flow plus nodal consumptions), 

exhausting the reserved supplies (e.g. service reservoir storage). In the 

examined network, there are eight reservoirs, and, therefore, the increase in 

unsupplied demand is mostly small. The fluctuation in the number of nodes 

affected is similar with the ratio of unsupplied demand and remains mostly 

constant. There is a difference between the numbers of nodes affected totally 

and partially since, in most scenarios, there is a small drop of pressure (actual 

pressure is less than the required but still above zero), leading to partially 

supplied demand. Hence, the number of nodes with zero supply is very low. 

Overall, the small number of nodes (both zero and partial supply) experiencing 

pressure-deficient conditions indicates that the surrounding nodes are mainly 

affected, whereas performance elsewhere in the WDN is mostly satisfactory. 
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8.3 Recommendations for future work 

A few potential topics for future research have been identified following on the 

work presented in this thesis. Those topics are associated with the pipe failure 

prediction and the impacts assessment. 

1. The accuracy of the predictive models can be further improved by 

considering factors that are not available in this analysis. These factors include 

external loads, such as traffic loads, pipe bedding, the implementation of cathodic 

protection (if any) and the quality of the conveyed water. Furthermore, actual 

measurements of hydraulic pressure may assist in achieving higher accuracy 

2. In this thesis, it is assumed that all nodes have an equal importance, and 

the type and vulnerability of the customers fed by each node is ignored because 

this knowledge is not available. However, in real situations, this is not the case, 

as areas such as hospitals might be more important, and the consequences are 

more severe compared to residential area. This shortcoming can be overcome 

by assigning a weight to each node. 

3. Pipe failure implies a cost for rehabilitation/replacement and can possibly 

cause loss of business, costs associated with emergency response and damage 

to other existing nearby infrastructures. The inclusion of those costs can more 

accurately illustrate the impacts of pipe failure. Also, the aspect of water quality 

(e.g. discolouration) should be considered. 
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