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1 Introduction 

1.1 Brain tumors   
Tumors of the central nervous system (CNS) comprise less than 2% of all cancer cases 

diagnosed each year worldwide, although their prognosis is very poor, accounting for a high 

mortality rate [1]. Among CNS tumors, brain tumors are a common designation for tumors 

arising in the intracranial regions, that could be either benign or malignant (Figure 1A). Brain 

tumors could be either primary tumors, originated in the brain, or secondary tumors, with a 

metastatic origin resulting from cancers primarily located in other organs [2] such as lungs or 

colon. The incidence of brain tumors in Spain is 9.2 cases per 100,000 population [1], while the 

incidence rates worldwide are shown in Figure 1B. According to Rouse et al [3], brain tumors 

are one of the types leading to highest number of years of life lost (20 years in average), which 

is a measure of how much a patient’s life is likely to be shortened by his or her cancer.  

Primary brain tumors are designated according to their originating cell type. Gliomas, which 

arise from glial cells, are the most prevalent brain tumor type, and can account for ca. 31% of 

all primary brain tumors [4]. According to their malignancy, gliomas are classified into 4 

different grades. Grade IV gliomas, also called glioblastomas (GB), are the most aggressive 

form of gliomas, characterized by mitotically active lesions, with a high vascular proliferation, 

necrotic areas and a rapid pre and postoperative evolution of the disease [2].  

1.2 Glioblastoma treatment   
Glioblastoma is the most prevalent malignant primary brain tumor in adults [2] with a median 

survival below 18 months even after aggressive treatment [5]. The standard treatment for GB 

nowadays is maximal surgical resection followed by ionizing radiation treatment and 

chemotherapy with the alkylating agent Temozolomide (TMZ) (see section 1.2.3 for details). 

Other therapies are being tested (see section 1.2.4) but nowadays there is no reported cure for 

GB. Improvements in follow-up and patient management are urgently needed to improve 

patient’s outcome (section 1.5 for more details).  

1.2.1 Surgery 

Whenever possible, maximal surgical resection is the first step in therapy for GB, provided that 

eloquent brain areas are not affected. The main goal of this procedure is to remove as much 

tumor mass as possible without compromising the neurological functions of the patient. 

Fluorescence-guided surgery using 5-aminolevulinic acid is often used for a better visualization 

of the tumor tissue, improving the possibility of achieving a complete tumor resection [6]. 

Despite these improvements, the diffuse tumor distributions and the highly infiltrative pattern 

displayed by GB commonly restricts complete surgical resection and even if this is possible, the 
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disseminated tumor cells across the brain will proliferate and give rise to new tumor masses. 

For these reasons, surgery must be accompanied by adjuvant and postoperative radio and 

chemotherapy. 

 

Figure 1: CNS tumors classification and incidence.  

A) Distribution of Primary Brain and CNS Tumors by Behavior (n = 356,858) in the United 
States from 2008-2012, CBTRUS Statistical Report: NPCR and SEER, 2008-2012. The overall 
average incidence rate for 2008-2012 in the United States for all primary brain and CNS 
tumors are 21.97 per 100,000 population [7]. B) Worldwide incidence of malignant brain 
tumors in 2018 ASR (Age Standardized Rate) (Global Cancer observatory http://gco.iarc.fr/). 

1.2.2 Radiotherapy 

Radiotherapy (RT) consists of the administration of ionizing radiation either directly to the 

location of the tumor or at a systemic level with the use of radioactive drugs. The main goal of 

RT is to kill tumor cells, while leaving normal cells intact and sometimes, non-invasive methods 

http://gco.iarc.fr/
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such as Magnetic Resonance Spectroscopy Imaging (MRSI) (section 1.5) can be used to help 

and plan irradiation. RT has been shown to not only be efficient killing tumor cells but also to 

trigger immunogenic signals [8, 9] (see section 1.3.3.1 for a comprehensive description of 

immunogenic signals) and even improve patient’s survival (ca. 4 months described in [10]. 

However, even when applying the best tolerated RT dose, GB will relapse and kill the patient. 

1.2.3 Chemotherapy for GB treatment – TMZ 

Chemotherapy is defined as the use of anti-cancer drugs, usually cytotoxic, either with a 

curative intent or to prolong patient’s life. The alkylating agent Temozolomide (TMZ) is the 

standard chemotherapeutic treatment for GB nowadays [5], based on the “European 

Organisation for Research and Treatment of Cancer” (EORTC) Brain Tumor and Radiotherapy 

Groups and the National Cancer Institute of Canada (NCIC) Clinical Trials Group protocols. TMZ 

is a small (194Da) lipophilic molecule, orally bioavailable and capable to penetrate the blood 

brain barrier, achieving effective concentrations in the cerebrospinal fluid and in the brain 

parenchyma [11].  

1.2.3.1 TMZ mechanism of action 
TMZ is a prodrug which is stable at acidic pH value and labile above pH 7, with a plasma half-

life of 1.8 hours at pH 7.4 [11]. Thus, TMZ is absorbed intact and is further hydrolyzed to its 

active form, methyl-triazeno imidazole carboxamide (MTIC) (Figure 2). MTIC is immediately 

converted into 5-aminoimidazole-4-carboxamide (AIC) and the electrophilic alkylating 

methyldiazonium cation that transfers a methyl group to DNA. Differences between 

intracellular and extracellular pH in brain tumors favors TMZ activation inside cells. The pH 

inside tumor cells decreases due to the high glycolytic activity and, in order to counteract the 

intracellular enhanced acidification, tumor cells increase the extracellular pH by ion channel 

related mechanisms. The fact that normoxic brain tumor cells possess a more alkaline pH 

compared with the surrounding healthy tissue ultimately favors prodrug activation 

preferentially within tumor tissue [12].  The active species methyldiazonium cation 

preferentially methylates DNA at N7 positions of guanine in guanine rich regions (N7-MeG; 

70%), but also methylates N3 adenine (N3-MeA; 9%) and O6 guanine residues (O6-MeG; 6%) 

[12]. Although being the least frequent lesion, O6-meG adducts are the responsible for the 

cytotoxic effect triggered by TMZ.  
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Figure 2: Pathway for 
Temozolomide 
activation, resulting 
metabolites and 
activated DNA repair 
pathways [14]. 

MGMT: O6-
methylguanine DNA 
methyltransferase. 
BER: base excision 
repair. SSB: single 
strand break. DSB: 
double strand break. 
MMR: mismatch 
repair.  

 

The O6-methylguanine-DNA methyltransferase (MGMT) repairs the O6-meG DNA adducts by 

transferring the methyl group to its own cysteine residue. MGMT is a suicide enzyme since it is 

degraded after repairing the DNA lesion. During DNA replication, when this enzyme is missing 

or low expressed and this lesion is not reverted, the O6-MeG mispairs with thymidine instead 

of cytosine, triggering the activation of the DNA mismatch repair system (MMR) [14].  

The MMR only excises the thymidine residue of the ‘daughter’ strand, but the O6-MeG of the 

template strand is not repaired or removed. Thus, the cycle of insertion and excision of 

thymidine provoke multiple DNA strand breaks, leading to replication fork collapse and 

subsequent G2/M cycle arrest in the second cell cycle following treatment [14]. Therefore, 

tumors with low MGMT expression and a functional MMR should be more sensitive to TMZ 

action [16]. 

1.2.3.2 Effect of TMZ in GB cells 
TMZ was historically thought to trigger a cytotoxic effect in GB cells and tumors [17, 18]. 

However, its effect has proven to vary among different cell lines. For example, TMZ has been 

described to produce apoptotic-related signs in the human B lymphoblastoid MMR proficient 

TK6 cell line: hypodiploid DNA content, cell shrinkage, peripheral cytoplasmic vacuole 

formation and chromatin concentration. However, in MMR deficient cell line MT1 no signs of 

apoptotic death were shown after TMZ treatment [15]. These findings suggest that TMZ can 

trigger a cytotoxic effect on cells with certain characteristics, such as MGMT low expression or 

a MMR proficient profile. On the other hand, TMZ has been described to trigger CRT exposure 
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[20]  and HMGB-1 release [21] in a GL26 glioma model. Both are recognized DAMPs (see 

section 1.2.1) which could elicit immune system attraction to the damage location, changing 

the simplistic paradigm claiming that the whole therapeutic effect would be exclusively due to 

massive cell death due to DNA lesions and cell cycle arrest.  

1.2.4 Treatment pitfalls and second line alternatives  

After GB surgery, the standard treatment protocol in humans consists of a daily dose of TMZ at 

75 mg/m2 for 6 weeks combined with RT in 30 fractions of 2 Gy. After this treatment, six 

additional maintenance cycles of TMZ are administered in a therapy schedule of 5 days of a 28-

day cycle at 150-200 mg/m2 standard treatment. The median overall survival (OS) for patients 

receiving this treatment is 14.6 months [5]. Moreover, although some evidence suggests that 

administration of more than 6 cycles of TMZ may benefit patient’s OS, this has not been yet 

confirmed in a randomized clinical trial [22]. One of the main problems associated with TMZ 

treatment is the development of resistance mechanisms, being the most accepted one due to 

MGMT overexpression (details in section 1.2.3.1). A dose-dense schedule of TMZ was designed 

by authors in [23], hypothesizing that longer TMZ exposure would deplete MGMT levels. In this 

treatment schedule, the six adjuvant cycles of TMZ were of 21 consecutive days of treatment, 

instead of 5 days, in a 28-day cycle at 75-100 mg/m2. However, neither the progression free 

survival (PFS) nor the OS were increased in comparison with the standard treatment. Several 

and severe side effects are described for GB treatment with TMZ. Among them, fatigue and 

vomiting and serious blood cells alterations, such as severe neutropenia, thrombocytopenia, 

leukopenia and anemia [18], highlighting the impairment of the patient’s immune system 

produced by these therapies.  

Classical second line and novel alternatives/targets reaching clinical trials 

Once patients stop responding to TMZ, second line alternatives such as interstitial 

chemotherapy with implantable carmustine wafels (Gliadel) or antiangiogenic therapies such 

as Bevacizumab [24] can be used, but their benefits in overall survival are unclear. Other 

therapeutic approaches, already approved for cancer treatment, are being tested for 

glioblastoma, either alone or in combination with standard chemotherapy. For example, 

immune checkpoint inhibitors as anti-PDI (Nivolumab [25], approved for melanoma, lung and 

kidney cancer treatment) reached phase III studies for recurrent glioblastoma1. In addition, 

novel compounds with different targets were studied and reached clinical trials, such as 

enzastaurin or temsirolimus. Enzastaurin is a potent inhibitor of protein kinase C-beta which 

                                                           
1
 https://clinicaltrials.gov/ct2/show/NCT02017717, still active 

https://clinicaltrials.gov/ct2/show/NCT02017717
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also inhibits angiogenesis [26] which reached phase III studies2  or the mammalian target of 

rapamycin (mTOR) inhibitor temsirolimus [27], approved for kidney cancer and which reached 

phase I/II studies for glioblastoma, either alone or in combination with other therapeutic 

strategies3. Different approaches as tumor treating fields (electric fields alternating at a 

frequency of 200 kHz on patient's head, selectively blocking tumor cell division during mitosis) 

plus TMZ  have shown some improvement in survival in comparison with TMZ alone [28] with 

a very large increase in treatment cost. In summary, unfortunately, the available results until 

now show no or only modest improvement in OS, confirming the complex landscape in GB 

treatment. It is worth mentioning that most clinical trials are focused in recurrent 

glioblastoma, which indeed contributes to making the therapeutic challenge more complex. 

Reviews about different approaches in clinical trials and the actual perspective can be found in 

[29, 30]. 

Despite all efforts made to improve GB outcome, the fact is that no effective therapeutic 

strategies have been found and the standard treatments did not quite improve outcome since 

2005. Moreover, small patient cohort, tumors and patients' heterogeneity, the lack of 

appropriate controls and the numerous undesired side effects triggered by these treatments 

impair the development of better therapeutic solutions. The lack of effective therapies for GB 

highlights the urgent need of a change of paradigm in the treatment design, specially taking 

into account that the newly developed schedules are not novel,  but based in the classical 

assumption that the best dose of administration is the maximum tolerated dose (MTD) [31], 

which may be highly toxic for the immune system of the patient. 

1.3 Immune system role in response to therapy: the key for 

therapeutic success 

Historically, as previously said, chemotherapy regimens have been applied at maximum 

tolerated doses (MTD) with considerable rest periods between therapy cycles, which can lead 

to regrowth and resistance development [32]. This was based in the assumption that the main 

focus of the therapy should be as much “cell killing” as possible, but the deleterious effects 

over the host immune system forced to alternate periods of administration with large 

interleave periods. Nowadays, this is changing and several aspects of the immune system 

participation in therapy response are being considered: not only the type and dose of drugs 

used, but also its timing of administration and respecting/enhancing the host immune system. 

                                                           
2
 https://clinicaltrials.gov/ct2/show/NCT00295815, completed with non-satisfactory results [264] 

3
 https://clinicaltrials.gov/ct2/show/NCT00316849, still active 

https://clinicaltrials.gov/ct2/show/NCT00295815
https://clinicaltrials.gov/ct2/show/NCT00316849
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1.3.1 The Cancer Immunity Cycle 

The destruction of tumor cells by the immune system occurs after a series of sequential events 

that are repeating in cycles, that will be referred to in the Thesis as the Cancer Immunity Cycle 

[33]. This cycle is a multi-step challenge (Figure 3) where antigen-presenting cells (APCs) have a 

relevant role in initiating the defense against cancer. Cell damage due to therapy is produced 

and APCs mature due to the recognition and engulfment of tumor antigens as well as signaling 

received from proinflammatory signals, such as cytokines. After maturation, APCs migrate to 

the lymphatic nodes. Once in the lymph nodes, APCs present tumor antigens to naïve CD4+ 

and CD8+ T cells in a process called cross-priming, causing the maturation of these cells to 

effector T cells. This T cell priming is followed by T cell expansion and differentiation (days 2-5 

of the cycle). Then, effector T cells migrate to the tumor niche and, together with the innate 

immune cells, destroy antigen-expressing tumor cells. This process can occur either directly or 

through interaction with macrophages [34], which can represent percentages as high as 30% of 

the abnormal mass [35] in different polarization stages: M1 (anti-tumor) or M2 (pro-tumor) 

[36]. 

 

Figure 3:  Scheme for Cancer Immunity Cycle after a chemotherapeutic dose .  

Modified from Arias N et al [37]; see also [33]: 1) Tumor cells damaged by therapy produce, expose 

and/or release signals that attract antigen presenting cells (APCs) and Macrophages. This may lead to 

recognition of compromised tumor cells and migration of APCs towards draining lymph nodes (LNs).  

2) APCs present captured antigens to naive T cells within LNs. This leads to T cell expansion and 

generation of effectors. 3) Activated effector T cells infiltrate the tumor microenvironment where 

they may recognize and kill tumor cells, either directly or through M1-polarised macrophages. 4) 

Killing of the target cancer cells by T cells and M1 macrophages releases additional tumor-derived 

antigens (step 1 again) in subsequent turns of the cycle.  
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Two major signals are involved in the activation or inhibition of the T-cell response: the 

primary signal occurs when antigens are presented to the T-cell receptor, while a secondary 

signal determines the T-cell response [38]. This may be exploited by tumor cells to evade 

immune detection. Signaling can be being either co-stimulatory or co-inhibitory of T-cell 

response (such as cytotoxic T-lymphocyte-associated antigen 4 (CTLA4), and programmed 

death-1). Still, GB tumors can counteract immune response through participation of regulatory 

T cells (Treg) which actively suppress cytotoxic responses [39] or generation of myeloid derived 

suppressor cells [40] generating an immunosuppressive condition. Accordingly, in order to 

improve effective cancer therapy, a complete understanding of the dynamic immune 

environment within GB must be achieved. Moreover, in order to allow immune response to be 

established, adequate timing of cytotoxic/cytostatic therapeutic agent administration is crucial 

[41]. 

1.3.3 Immunotherapeutic strategies 

Only about 30% of GB patients survive 2 years after being diagnosed, with the current 

therapeutic strategies [42], and there is urgent need to seek for leading edge therapies. One of 

the most relevant strategies investigated for cancer treatment worldwide in the last decade is 

immunotherapy, taking into account the cycle described in Figure 3. 

Immunotherapy can be broadly defined as any treatment capable of stimulating the immune 

system to fight against an infection or a disease [43]. One relevant hallmark of cancer cells is 

the ability to escape immunosurveillance. Cancer cells have the ability to induce 

immunosuppression, by keeping a constant inflammatory milieu which leads to 

immunotolerance [44]. In this sense, immunotherapy aims to activate the immune system 

against the tumoral cells and block immunotolerance development. 

The first immune-based treatment for cancer was developed by William B. Coley already in the 

19th century, when he established a correlation between concomitant infections and the 

remission of malignant neoplasias [45]. However, this important advance in the oncologic 

clinical practice was doomed due to the lack of a scientific explanation for those results. 

In the 50s of the 20th century, the first cancer vaccine, consisting in a tumor lysate was 

administered to gynecologic cancer patients [46]. Later, in the 1970s, recombinant interferon 

alpha was used to treat chronic myeloid leukemia [47]. Despite these limited steps occurred 

along the 20th century, the idea that the immune system could be key for cancer therapy 

success was still not fully understood or accepted, mainly due to lack of conclusive successful 

results.  
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Immunotherapies based either on immune checkpoints and vaccination [48], adoptive cell 

transfer [49] or based in metronomic therapy schedules have been shown to help to enhance 

the host immune system participation in response to therapy [50]. To elicit host immune 

system activation during metronomic therapy, it is relevant that therapeutic agents could 

trigger immunogenic cell damage (ICD) (see section 1.2.1.3 below).  

Accordingly, along the last decade, some promising immunotherapies are being tested to treat 

human cancer.  For example, the inhibition of the T-lymphocyte antigen 4 (CTLA-4), a critical 

immune checkpoint, is being used to treat metastatic melanoma [51]. Moreover, the adoptive 

cell transfer based on chimeric antigen receptor (CAR) T cells is a strategy on rise, such as CAR 

T cells targeted to CD19 antigen to treat acute lymphocytic leukemia (ALL) [52] and dendritic 

cell vaccines were used to treat prostate cancer [53]. However, these strategies are not free of 

limitations, because tumor cells are still able to develop immune escape mechanisms. In 

addition, undesired side effects [54, 55], mainly related with excessive activation of immune 

system, and the long-term impact of these treatments in patient’s life is still unclear.  

A less exploited immunotherapeutic strategy is the enhancement of host immune system 

elicitation and attraction to the tumor environment for an effective response to therapy. For 

this, it is relevant that therapeutic agents could produce the so-called immunogenic cell 

damage, which will be key in immune system attraction. 

1.3.3.1 Immunogenic cell death/damage 
In addition to the previously described immunotherapeutic treatments based on vaccination or 

immune checkpoints targeting, several chemotherapeutic drugs and/or drug schedules have 

been described to induce immunogenic cell death [56]. In fact, although several authors refer 

to “immunogenic cell death” in their work, tumor cells do not need to completely die to attract 

immune system elements and it would be more comprehensive to talk about immunogenic 

cell damage (ICD) rather than death. The ICD is a non-tolerogenic form of cell damage able to 

trigger an effective immune response against the tumor cells through the activation of both 

innate and adaptive immunity elements in the host. This indicates that if the suitable 

combination of damage-associated molecular patterns (DAMPs) is 

produced/exposed/released, tumor eradication will be performed by the host immune system 

rather than by direct killing of all tumor cells by chemotherapeutic drugs. 

Damage-associated molecular patterns 
The previously described “immunogenic drugs” lead tumor cells to expose or release certain 

molecules known as damage-associated molecular patterns (DAMPs) which are able to interact 
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with immune system cells and trigger an effective antitumor immune response. Danger signals 

or DAMPs have physiological, mostly non-immunogenic related, roles inside the cells. Once 

they are secreted or exposed, the immunomodulatory activities are triggered. DAMPs, 

together with cancer cell antigens cause the maturation of antigen presenting cells (APCs), 

which ultimately “cross-prime” and activate anti-tumorigenic CD4+/CD8+ T-cell immunity [57] 

(Figure 4, see also section 1.3.1). 

The exposure and release of DAMPs are mediated by the combined action of endoplasmic 

reticulum (ER) stress and reactive oxygen species (ROS) production. This joint action  activates 

danger signaling pathways that help to traffic DAMPs to the extracellular space by mechanisms 

that remain unclear at present. It is not surprising that these two requisites elicit ICD, since ER 

stress homeostasis controls the protein folding and secretory machinery while ROS production 

is an important mechanism related with an increase in immunogenicity [58]. The endoplasmic 

reticulum (ER) is an organelle involved in the synthesis, folding and post-translational 

modifications of a large number of proteins. When ER stress occurs, normally by an 

accumulation of unfolded and misfolded proteins, a complex signaling pathway called the 

unfolded protein response (UPR) is activated. To restore ER homeostasis, UPR temporary halts 

the translation of big proteins, while increasing the overall production of chaperones to help 

protein folding. If ER stress becomes severe, UPR turns to a pro-death pathway and the cell 

undergoes apoptosis [59]. 

The oxidative modification of molecules has been shown to increase immunogenicity and 

enable danger signaling [58]. ER stress and ROS production have been described to be 

indispensable to elicit ICD, although the mechanisms remain elusive [60]. 
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The main DAMPS described in literature are summarized below: 

1. Calreticulin 

Calreticulin (CRT) is a highly conserved Ca2+-binding protein. In the ER, CRT functions as a 

chaperone and regulates Ca2+ homeostasis and signaling. Along its physiological functions, CRT 

helps in the proper assembly of the Major Histocompatibility Complex (MHC) class I molecules 

and in antigen loading. Outside the ER, CRT also regulates nuclear transport, cell proliferation 

and migration [62, 63].  

CRT exposure is described as one of the first events in the ICD cascade, in pre and early 

apoptotic stages. Its exposure is thought to be an active process mediated by a secretory 

pathway [64]. Once exposed, CRT is a potent “eat-me” signal recognized by Cluster of 

Differentiation (CD) 91, a receptor present in dendritic cells (DCs, which are antigen-presenting 

cells) [65]. This recognition facilitates the engulfment of the CRT-exposing tumor cell by DCs, 

which leads to tumor antigen presentation and tumor-specific cytotoxic T lymphocyte (CTL) 

responses (see also section 1.3.1). Moreover, CRT can be a potent inducer of activation and 

maturation of B cells and macrophages [65]. CRT has been also described to facilitate 

engulfment by phagocytes, since it possesses homologues of prominent phagocytosis motifs 

(NPxY and KGE) [66].  

2. ATP release 

Extracellular nucleotides have emerged as important regulators of inflammatory and immune 

responses. In particular, extracellular release of ATP has been described to activate eosinophils 

and stimulate the proliferation of T lymphocytes by Ca2+ mobilization mechanisms, membrane 

 

Figure 4:  Schematic 

representation of 

immunogenic cell 

damage (ICD) in 

cancer cells.  

Cancer cells 

undergoing ICD emit 

DAMPs: surface 

exposed (ecto-) CRT, 

secreted ATP, surface 

exposed HSP90 or 

HSP70 and passively 

released HMGB1, 

HSP70 or HSP90 [61] 
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polarization and upregulation of CD11b [67]. Extracellular ATP is also a well-known “find-me” 

signal released from apoptotic cells and released ATP was described to bind to P2Y, P2X and P2Z 

receptors of macrophages, DCs, neutrophils and tumor cells [68–70].  

When ATP binds the P2 family receptors, it causes the activation of the NLRP3 inflammasome, 

activating the secretion of interleukin (IL)-1β. The IL-1β secretion, together with antigen 

presentation, are required for the CD8+ T cell polarization for interferon (IFN)-γ production 

and ultimately for the immune response against tumors[71]. According to this, extracellular 

ATP has been described to trigger DCs maturation, augmenting DCs' capacity to promote naïve 

T cells proliferation [72]. 

3. High Mobility Group Box 1 

The High Mobility Group Box 1 (HMGB1) is usually located in the nucleus, where it acts as a 

DNA-binding transcription factor. HMGB1 can be actively secreted by macrophages, DCs and 

natural killer (NK) cells or it can be also passively released by necrotic cells, acting as a pro-

inflammatory cytokine [73]. HMGB1 binds to Toll-Like receptor (TLR)-2, TLR-4 and receptor for 

advanced glycation end-products (RAGE) [74] leading to nuclear factor kappa-light-chain-

enhancer of activated B cells (NF-κB) activation [75]. 

During ICD, passively-released HMGB1 from necrotic tumor cells has been shown to bind TLR-4 

on DCs, stimulating the production of proinflammatory cytokines and assisting in proper 

antigen presentation [76]. 

4. Other DAMPs 

The first three mentioned DAMPs are the most relevant and widely described, but other 

molecules have been also reported to contribute to ICD. For example, genomic DNA has been 

described to provoke TLR9 and NACHT, LRR and PYD domains-containing protein 3-mediated 

innate immune response and DC maturation. Also, the heat-shock protein (HSP)70 and 90 are 

involved in the recruitment of immune cells, DC maturation and T-cell based antitumor 

immunity. Finally, uric acid crystals can induce DC maturation and neutrophil recruitment [61, 

77–80].  

1.3.1.4 Types of ICD inducers  
The ER is a key organelle responsible for proper protein synthesis and folding. When ER 

homeostasis is disrupted, it leads to an accumulation of unfolded and misfolded proteins. In 

response to this ER stress, cells activate certain defense pathways called unfolded protein 

response (UPR), which increase ER volume, ER-associated chaperones expression and 

attenuate global protein translation. When ER stress is too severe, UPR engages signaling 
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pathways culminating into immunogenic cell death [81]. Moreover, ER stress inducers have 

been shown to sensitize tumor cells to certain chemotherapeutic drugs [82]. Some of the 

therapeutic strategies classically described to be immunogenic cell death inducers are 

doxorubicin, mitoxantrone and γ-irradiation. Depending on the administration scheme, several 

drugs can induce ICD, although they are not known as classical inducers, for example TMZ [20]. 

Classical ICD inducers can be classified into two major groups, type I and type II.  Type I 

inducers target cytosolic proteins, plasma membrane channels or DNA-replication proteins, 

but not directly the ER. They induce ICD-danger signaling through collateral ER stress effects. 

Some examples of type I inducers are anthracyclines, such as doxorubicin, or radiotherapy and 

cyclophosphamide (CPA). On the other hand, Type II inducers selectively target the ER, 

inducing both cell death and ICD-associated immunogenicity in an ER-focused manner. They 

are more effective in inducing ICD than type I inducers. Some examples are photodynamic 

therapy and coxsackievirus B3 [61].  

Having in mind that DAMPs produced by cellular damage initiate and mediate in the host 

immune response, having a fully active immune system is a key point. Still, it should not be 

neglected that damage produced by therapeutic agents is usually nonspecific and non-

selective and immune system cells can be also damaged: if this is the case, even with a massive 

DAMPs production, no or little effective immune response will be triggered against the target 

tumor. For example, if T-cell amplification and proliferation were to be impaired, this would 

compromise the outcome of the immune response and in consequence, of the therapeutic 

strategy. This has lead to the development of different therapeutic strategies, such as 

metronomic administration (see below). 

1.3.1.5 Metronomic treatment: adjusting timing 
As opposed to MTD schemes, metronomic chemotherapy was defined as the frequent and 

equally spaced administration of the minimum biological effective dose, significantly below the 

MTD, of chemotherapeutic drugs without long rest periods [83]. Along this Thesis, our group 

has tested another modality of metronomic administration, in which the chemotherapeutic 

drug is administered every 6 days, as described by other authors [84]. This is effective in 

enhancing antitumoral immune responses, leading to tumor regression and avoiding tumor 

regrowth. These authors [84] used an every 6 days schedule for CPA, showing potent 

antitumor response in preclinical subcutaneous GL261 GB growing in C57BL/6j mice. As soon 

as after 2 therapy cycles, an increase in tumor-associated NK cells, DCs and macrophages was 

observed, followed by an increase in the innate response (i.e. increase of CD4+ helper T cells 

and CD8+ cytotoxic T effector cells but not of Tregs). These observations suggest that this 
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administration schedule activates the adaptive immune response against the tumor which 

induced specific long‐term T‐cell tumor memory. This administration schedule also proved 

useful with TMZ (see also section 4.3.3) alone, and also in combination with other therapeutic 

agents [85]. In order to avoid confusion with the original “metronomic schedule” meaning in 

which the 6-7 day interval was not contemplated, our group coined a new expression: the 

“Immune-enhancing Metronomic Schedule” (IMS). Conceptually similar approaches have 

been also used in clinical studies for GB, such as the study with the alkylating agent 

Fotemustine, although only with a restricted number of cycles being administered [86]. 

1.4 Preclinical models to investigate human glioblastoma   

Clinical trials performed in GB patients have several limitations that prevent proper evaluation 

of novel therapy agents or combinations that could lead to improvements in therapy outcome 

and overall survival. First, the heterogeneity among patients’ conditions, disease progression 

and therapy response are a challenge in these experimental sets. In addition, small cohort sizes 

and ethical restrictions such as the obvious absence of a control, non-administered group or 

the intermediate histopathological validation also hamper a full evaluation and reaching 

conclusions. In this sense, preclinical approaches allow us to investigate the evolution of 

control groups, to perform repeated explorations and to euthanize animals for molecular or 

pathological validation purposes. For these reasons, preclinical models are essential and useful 

tools to investigate novel drugs and new therapeutic schedules.  

Taking into account the relevance of the immune system in the response to therapy, we 

should consider that the chosen preclinical model must recapitulate as close as possible the 

human disease including immune system features and influence [87]. Tumor environment is 

also relevant, and ectopic, subcutaneous models were described to provide over-optimistic 

therapy response results with respect to orthotopic, intracerebral models [88]. Useful data can 

be generated from diverse models, especially regarding treatment and resistance to therapy, 

also opening up the possibility of exploring combinations of treatments. A brief explanation of 

the main preclinical models suitable for brain tumors response to therapy evaluation will be 

provided below. Most of the currently available models are murine, and the mouse genome 

has a high level of similarity to humans and is well characterized [89], although more recent 

studies suggest some degree of transcriptional regulation divergence between human and 

mice genome [90]. Murine brain tumor models can be either spontaneous (Genetically 

engineered mouse models), or transplantable, generated through injection of cell or tissue 

samples.  
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Transplantable models 

The most commonly used preclinical models for GB research are generated by external cell or 

tumor implantation into healthy mice. Depending on the site of implantation, animal models 

can be classified as ectopic or orthotopic (Figure 5).  Ectopic tumors are generated in a 

different site from where disease naturally occurs, normally subcutaneously (mice flank). This 

strategy allows an easy tumor generation and monitoring. However, the lack of a proper tumor 

microenvironment may not recapitulate relevant characteristics crucial for therapy outcome, 

like cerebral parenchyma infiltration, one of the most important characteristics implicated in 

tumor recurrence, the most common cause of GB treatment failure [87]. On the other hand, in 

orthotopic tumors, the site of implantation is the same where the disease naturally occurs, in 

our case, the brain. This helps mimicking the infiltrative nature of GB and its tumor 

microenvironment, although not in such reliable manner as in Genetic Engineered mice (GEM), 

in which the spontaneous appearance mimics better tumor progression. Non-invasive 

techniques, such as Magnetic Resonance Imaging (MRI) or Magnetic Resonance Spectroscopy 

(MRS) are needed to follow up disease progression, as opposed to caliper methods, which can 

be used to monitor ectopic tumors. Cells/tissues implanted could have the same species origin 

(syngeneic/isogeneic, depending on genetic background) or a different origin (the so-called 

xenografts). 
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Figure 5: Glioma preclinical models.  

Regarding their location, mice models can be classified in orthotopic, if the tumor is injected in the 

equivalent organ where the tumor was originated, or ectopic, if the tumor is injected in a different 

site, being in general subcutaneous. By its origin, preclinical mouse models can be syngeneic, 

meaning that the cells or tissue implanted originated in a mouse with the same genetic background. 

In this case, immunocompetent mice can be used for tumor generation. If the tumor cells are o f 

human (or any non-mouse) origin, immunocompromised mouse strains are needed and these models 

are called xenografts.  
 

A. Xenograft models: For xenograft models generation, tumor cells from different species 

(in general humans in case of brain tumors, also called PDX, patient-derived xenografts) are 

implanted in immunocompromised mice.  There are different grades of immunocompromised 

mice [91], consequently they do not recapitulate the role of the host immune system. Evenso, 

they are widely used in cancer therapy research.  The United States National Cancer Institute 

guidelines from drug screening for anticancer therapies require testing human tumors 

xenotransplanted into immunocompromised mice, since it should allow the assessment of the 

therapeutic effect of the studied drug over those specific tumor cells [92]. However, this 

requirement hampers the study of the role of the host immune system in cancer treatment, 

which has been proven to be crucial for therapeutic success [93], and should not be neglected. 

B. Syngeneic/Isogeneic models: The syngeneic mice models are generated by the 

implantation of tumor cells from the same genetic background of the host mice, ensuring a 
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very low or inexistent basal immune response against the implanted tumor cells. These models 

allow working with immunocompetent animals, being suitable to study the full role of the 

immune system in therapy response [94].  

Genetically Engineered Mouse models (GEM) 

The GEM models mimic better the invasiveness, angiogenesis and tumor microenvironment of 

human GB in comparison with transplantable models. These models bear certain genetic 

alterations such as EGFR overexpression or ink4a/arf deletion [87], that provoke the 

spontaneous appearance of tumors throughout animal’s life. However, one of the handicaps of 

this type of model is the time required for tumor development and low penetrance in 

comparison with the transplantable model (unpublished data from our group with 5 GEM 

colonies). Finally, high heterogeneity from groups prevents suitable therapy studies.  

1.4.1 GL261 model 

The GL261 mice model is a transplantable, orthotopic and syngeneic GB model generated by 

the stereotactic injection of the murine glioma cell line GL261 into C57BL/6j mice. It mimics 

the characteristic infiltrative pattern and aggressiveness of GB and its high penetrance and 

reproducibility allow the formation of homogeneous tumor-bearing mice groups, ideal for 

therapy-response evaluation. Moreover, the immune system of the GL261 mice is intact [95] 

which allows the assessment of its participation and relevance in therapy response. This model 

was generated first in the early 40’s [96] and it would probably belong to the “venerable” 

tumor classes  [97] where no or few immunological effects are expected against the tumor 

when inoculating these cells in immunocompetent mice. This model has been largely used as 

an in vivo model for GB characterization and therapy evaluation, being one of the most 

common immunocompetent preclinical models used for GB research, in our group [37, 98–

100] and other researcher groups worldwide [101–104]. Regarding the GL261 cell line, not 

much is known about its molecular characteristics. Still, it has been described that GL261 cells 

carry point mutations in K-ras and p53 genes and they express basal MHCI, but not MHCII [95]. 

Considering its advantages and disadvantages, and the relevant background of our group with 

the GL261 model, it was chosen for the work developed in this thesis. 

1.5 Targeted therapies as novel glioblastoma therapeutic strategies 
Several proteins have been described to be over expressed in GB which would lead to an 

increased activation of pro-survival, anti-angiogenic or pro invasion pathways enhancing GB 

growth and invasiveness  [105–107]. Inhibition of protein kinases by small molecular weight 

inhibitors is being evaluated for treatment of several types of cancer. Some of these inhibitors 
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have been tested in clinical trials for GB in combination with standard therapeutic agents. 

Examples are the Endothelial Growth Factor Receptor inhibitor erlotinib4 (a tyrosine kinase 

inhibitor), or the Platelet-Derived Growth Factor inhibitor imatinib mesylate5 (a tyrosine kinase 

inhibitor commercialized as Gleevec® for acute lymphocytic leukemia, and was also tested for 

GB in the past years). More recently, the multikinase inhibitor regorafenib (inhibitor of some 

tyrosine kinases and several mutant oncogenic kinases) is producing satisfactory results in 

relapsing glioblastoma6.  

Protein Kinase CK2 and proviral integration Moloney virus (Pim)-1 are two serine-threonine 

kinases over expressed in several types of cancer that are related with pro survival and anti-

apoptotic pathways [108, 109] and this non-mutagenic therapies were exploited in this thesis 

for preclinical GB treatment as it was proven useful in previous work [110, 111]. Both CK2 and 

Pim-1 inhibitors are being evaluated to treat several types of cancer at preclinical and clinical 

levels (see section 1.4.3). 

1.5.1 Protein kinase CK2 

Protein kinase CK2 is a serine threonine kinase, ubiquitously expressed and constitutively 

active. CK2 is a pleiotropic kinase that has a very large number of substrates [112] and 

therefore it is involved in many cellular processes, such as cell cycle, gene expression, protein 

synthesis and metabolism [108].  CK2 is implicated in the regulation of multiple signaling 

pathways, mostly related with survival, proliferation and development which are involved in 

oncogenesis [113]. Some examples are the Phosphoinositide 3-kinase (PI3K)/Protein Kinase 

B(Akt) pathway [114], which promotes survival and growth in response to extracellular signals, 

the Wnt/β-catenin pathway, which is involved in cellular migration and proliferation during 

embryonic development [115] or NFƙβ signaling, which plays a role in DNA transcription, 

cytokine production and cellular survival [116].  CK2 has the ability to phosphorylate serine or 

threonine residues located close to acidic amino acids.  The minimal consensus sequence 

established for phosphorylation by CK2 is serine(Ser)/threonine(Thr)-Xaa-Xaa-Acidic, where 

the acidic residue may be glutamic acid (Glu), aspartic acid (Asp), phospho(p)Ser or pTyrosine 

[117].  

1.5.1.1 CK2 subunits 
CK2 is a tetramer, consisting of two catalytic subunits (2α/αα'/2α') and two regulatory subunits 

(2β) (Figure 6) and uses either Adenosine-5'-triphosphate (ATP) or Guanosine-5'-triphosphate 

                                                           
4
 https://clinicaltrials.gov/ct2/show/NCT00039494 

5
 https://clinicaltrials.gov/ct2/show/NCT00290771 

6
 https://clinicaltrials.gov/ct2/show/NCT02926222 
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(GTP) as phosphate donor. Depending on the protein substrate, CK2 activity can be enhanced 

or decreased upon binding of the catalytic subunit to a dimer of CK2β, because some protein 

substrates are exclusively phosphorylated by the free catalytic CK2 subunits α and α' [118] 

while others are phosphorylated by tetrameric CK2, also called holoenzyme [119]. 

 

Figure 6: Tridimensional structure of tetrameric CK2. 

The catalytic CK2α subunits are shown in green and yelow, while one of the regulatory CK2β 

subunits are shown in red and purple.AMPPNP states for nonhydrolyzable ATP analogue adenosine 

5«-[β,γ-imido]triphosphate, which is located in the ATP binding si te of one of the CK2α subunits 

[120].  

 

The two isozymic forms of the catalytic subunit of CK2 are encoded by two different genes and 

exhibit extensive similarity within their catalytic domains but have completely unrelated C-

terminal sequences [121].  Mice lacking CK2α show embryonic lethality, with structural defects 

in heart and neural tube [122]. In contrast, homozygous null CK2α' -/- mice are viable, but the 

males are sterile due to abnormal spermatogenesis [123]. Moreover, CK2α is ubiquitously 

expressed in every tissue [124], whereas high concentrations of CK2α' are found exclusively in 

brain and testes [125], suggesting discrete functions of the isoforms. For example, CK2α' has 

been described to induce the degradation of Breast Cancer Metastasis Suppressor 1 in non-

small cell lung cancer, correlating with metastases increase [126]. Also, CK2α' may inhibit 

caspase-dependent apoptosis by specifically phosphorylating pro-caspase 3 in a inhibitory 

position within the caspase motif, which blocks caspase-3 cleavage by both caspases-8 and -9 

[127]. On the other hand, peptidyl-prolyl cis-trans isomerase NIMA-interacting 1 [128], Protein 

phosphatase 2 (PP2A) [121, 129], HSP90 [130] and CK2 interacting protein 1 [131] bind to CK2α 
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but not no CK2α'[121, 128–132]. These facts provide further evidence to support that CK2α 

and CK2α' play independent roles in the cellular functions of CK2. 

1.5.1.2 CK2 regulation 
Little is known about the regulation of CK2 expression and activity. To date, CK2 is thought to 

be constitutively activated [113]. Regarding its expression, some reports state that CK2 itself 

may regulate CK2 expression. For instance, CK2α was found to form a complex with the CK2β 

gene promoter, suggesting that CK2α may regulate CK2β transcription [133]. Moreover, it was 

described that the inhibition of CK2 activity produces a decrease in CK2α and CK2β 

transcription, indicating that CK2 activity is needed for transcriptional regulation of CK2 

subunits [134]. 

1.5.1.3 CK2 and cell cycle 
CK2 is known to play a critical role in promoting cellular proliferation and several evidences 

suggest that CK2 could be related to cell cycle progression and cellular senescence. For 

instance, in Saccaromyces cerevisae CK2 is essential during G1/S and G2/M transitions [135]. 

CK2 activity  increases in quiescent fibroblast after serum stimulation [136, 137], suggesting 

that CK2 plays an important role in the G0/G1 transition. Also, CK2α' mRNA expression is 

induced by serum treatment in mouse fibroblasts, correlating with an increase in CK2 activity 

[138]. CK2 activity and CK2α expression decrease in both replicative and H2O2-induced 

senescence human fetal lung diploid fibroblast cells [139] and CK2α' silencing induces the 

senescence phenotype also in this cell line [140]. 

Cyclins and cell cycle  
The family of D-type cyclins (D1, D2, and D3) regulates the G1/S-phase transition (Figure 7). D 

cyclins bind and activate cyclin-dependent kinases (Cdk4 and Cdk6) to phosphorylate the 

retinoblastoma protein and through titration of the Cdk inhibitors cyclin-dependent kinase 

inhibitor 1 (p21) and cyclin-dependent kinase inhibitor 1B, the cyclin D–Cdk4/6 complexes 

activate cyclin E/Cdk2 [141]. More specifically, cyclin D1 expression varies along cell cycle and 

these variations are essential for maintaining proliferation. Cyclin D1 levels must be high 

during G1 phase for a cell to initiate DNA synthesis, but then must be suppressed during S 

phase to allow an efficient DNA synthesis. If the cell should continue proliferating, cyclin D1 

levels must be induced once again during G2 phase. On the contrary, if cyclin D1 expression 

remains low during G2 phase the cell becomes quiescent after mitosis [142]. Therefore cyclin 

D1 is frequently used as a proliferative marker, for example, to study the effects of different 

treatments in proliferation  [143, 144]. In summary, cyclin D1 expression is higher in 

proliferating cells and decrease when cells enter in G0/G1 phase.  
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Figure 7: An overview of cell cycle progression and checkpoint regulation .  

Cell cycle progression is driven by the periodic oscillation of Cdk/cyclin activities. Cdk3/cyclin C 

regulates cell cycle re-entry from the quiescent state. Upon mitogenic stimulation, cyclin D is 

upregulated to drive E2F-dependent transcription of cyclin E, cyclin A, cyclin B and genes required 

for S phase progression and DNA synthesis. The INK4 and Cip/Kip families of Cdk inhibitors restrain 

Cdk/cyclin activities. The SCF and APC/C-mediated ubiquitination of cyclins provides an additional 

means to control the cyclical activities of the Cdks. The DNA damage checkpoints safeguard the 

genomic integrity of a cell at the G1/S and G2/M boundaries [145].  

 

1.5.1.4 CK2 and cancer 
CK2 is over expressed in rapidly proliferating tissues and in human tumors, when compared to 

the corresponding non-neoplastic tissues. This was observed in neoplastic tissues of colorectal 

and breast carcinomas [146] and squamous cell carcinomas [147, 148] which is in agreement 

with its described role in several oncogenic pathways.  

In particular, CK2α has been observed to be upregulated in GB human biopsies. Deletion of the 

regulatory subunit CK2β was observed only in 7% of GB biopsies. In the case of CK2α’, only 

sporadic gene dosage gains were observed [149]. CK2α expression was found to be 

upregulated in GL261 GB tumor compared to wild type brain parenchyma [150], suggesting 

that CK2α should be the main target along CK2 subunits for GB treatment (see also section 

1.5.1.1). 

Abnormal high levels of CK2 activity in cancer cells create an anti-apoptotic environment and 

downregulation of CK2 activity in such affected cells restores apoptosis, thus suggesting a 

druggable target [151]. Different molecules have been identified as CK2 inhibitors [152], with 
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several of them having an anti-proliferative effect toward different tumor cells lines, as for 

example the human breast cancer cell line MCF-7 and the human leukemic lymphoblasts CCRF-

CEM [153] (Figure 8).  

1.5.2 Pim 

Pim-1 is a serine threonine kinase, constitutively active, which induces cell cycle progression 

and inhibits apoptosis. Two isoforms of this protein have been described, Pim1S, the short of 

isoform of 33 kilodaltons (kDa), which is mainly located in the nucleus but can be also found in 

the cytoplasm and the long isoform, Pim1L, of 44kDa that is found only in the cytoplasm. It is  

known as an oncogenic protein, since its overexpression induces lymphomas in mice [109]. 

Some of its targets are related with increased proliferation and cell death inhibition, such as 

the cell cycle activating phosphatases Cdc25A and C, the cell cycle inhibitor p21 or the pro-

apoptotic molecules Bcl-2, associated cell promoter (Bad) and Forkhead box O3a [154–158]. 

Also, the epidermal growth factor receptor (EGFR) is known to induce Pim-1 expression and 

some downstream effectors of Pim-1 are the pro-survival molecule Akt and the cell cycle 

activator c-myc [159, 160]. 

Thus, Pim-1 can be a novel therapeutic target for cancer treatment and more specifically could 

be a good target candidate for GB treatment, since EGFR, c-myc and Akt are often upregulated 

in GB. Moreover, no Pim-1 expression was detected in normal glial tissue, whereas a high Pim-

1 expression was found in GB samples, highlighting the oncogenic role of Pim-1 in this type of 

cancer as described in [111]. According to these same authors [111], the preclinical model 

used in their work, the GL261 GB murine model, could be a good candidate to evaluate the 

effect of Pim-1 inhibition. GL261 cells shows high EGFR phosphorylation, an overexpression of 

c-myc and Akt and express HSP90, which is necessary for Pim-1 stabilization.  
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Figure 8: Pathways affected by CK2 inhibition. 

Figure modified from [161].  

1.5.3 Kinases Inhibition: CK2 or dual CK2-Pim 

The first inhibitor described for CK2 was the nucleoside 5,6-dichloro-1-(β-

ribofuranosyl)benzimidazole (DRB) in 1986 [162]. At the beginning of the 21st century, more 

potent CK2 inhibitors were developed taking DRB structure as a model, replacing the chlorine 

atoms with bromines and deleting the sugar moiety. The more relevant ones were the 

tetrabromo derivatives 4,5,6,7-Tetrabromobenzotriazole (TBB) [163] and 2-Dimethylamino-

4,5,6,7-tetrabromo-1H-benzimidazole (DMAT)[164] (Figure 9). However, these compounds 

were found to inhibit other kinases (e.g. Dual Specificity Tyrosine Phosphorylation-regulated 

Kinase 1a, Glycogen Synthase Kinase β or Homeodomain Interacting Protein Kinase 2 [165]) as 

much as CK2 itself, lacking specificity.  

Tetra-halogenated compounds (e.g. 4,5,6,7-tetrabromo- and 4,5,6,7-tetraiodo-1H-

benzimidazoles) reveal distinct affinities towards the two isoforms of the catalytic CK2 subunit: 

CK2α' may be up to 6 times more sensitive (i.e. lower inhibitory constant) to those compounds 

than CK2α [166]. In this sense, these inhibitors could be useful to clarify the distinct functions 

of the different CK2 catalytic subunits. Furthermore, some efforts are being directed towards 

the development of specific inhibitors of CK2α and CK2α' [167]. 
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Figure 9: Molecular structure of the 

most relevant CK2 inhibitors  

 TBB, DMAT and TDB are 

tetrahalogenated compounds whereas 

CX-4945 is a derivative from quinoline 

[166].  

1.5.3.1 CX-4945: CK2 inhibition 
The 5-(3-Chloroanilino)-benzo[c][2,6]naphthyridine-8-carboxylic acid (CX-4945) is a CK2α small 

molecule inhibitor which acts as an ATP binding site competitive inhibitor. CX-4945 has been 

shown to inhibit the PI3K/Akt pathway in vitro in various cancer cell lines, such as the human 

squamous cell carcinoma UM-SCC [168], the human breast cancer cell line BT-474 or the 

human pancreatic cell line BXPC-3 [169, 170]. In vitro, CX-4945 treatment reduces cell 

adhesion and decreases integrin expression. It inhibits Janus kinases (JAK)/signal transduction 

and activator of transcription (STAT) proteins, in addition to inhibit the NFκβ pathways and 

PI3K/Akt signaling. Since STAT-3 has been implicated in the resistance of GB to TMZ [171], its 

inhibition would highlight the potential of CX-4945 in GB therapy. .  Furthermore, CX-4945 has 

been shown to effectively inhibit CK2 and to reduce viability in vitro in the GL261 cell line [85]. 

CX-4945 proved useful in treatment of preclinical xenograft models of GB [110] and prostate 

cancer [172]. It was also able to reduce IL-6 levels, an interleukin that contributes to tumor 

invasiveness, in vivo in an inflammatory breast cancer xenograft model [173]. In addition to 

the above described results,  a pharmacokinetic study showed that CX-4945 exhibits a long 

half-life in blood and high oral bioavailability [169], pointing to it being a good candidate for GB 

therapy.  

CX-4945 has been evaluated in several clinical trials for human cancer although not all of them 

presented updated results. Phase I dose-escalation studies were performed to evaluate CX-

4945 safety in refractory multiple myeloma7 and in advanced solid tumors8.  Inhibition of Akt 
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and p21 pathways was shown in peripheral blood mononuclear cells along with a decrease in 

the number of circulating tumor cells. Also, in a high percentage of patients, IL-6 and IL-8 levels 

were decreased after CX-4945 treatment [174]. This compound is currently being evaluated in 

an active clinical trial addressed to patients with cholangiocarcinoma for assessing its added 

value in combination with Gemcitabine and Cisplatin9. In our group, CX-4945 showed to have 

relevant effects over GL261 cell viability, decreasing CK2 activity in both cultured cells and 

established tumors, although only discrete effects were observed in overall survival of tumor-

bearing mice. However, it was proven to have significant effects when combined with TMZ in 

metronomic (IMS) administration schedules [85].  

1.5.3.2 TDB: Dual CK2 and Pim1 inhibitor 
The 1-(β-D-2'-deoxyribofuranosyl)-4,5,6,7-tetrabromo-1H-benzimidazole (TDB) is a dual ATP-

competitive CK2 and Pim-1 inhibitor whose half-maximal inhibitory concentration (IC50)
10

 

values for both CK2 and Pim-1 (32 nM and 86 nM respectively) are one order of magnitude 

lower compared to the values obtained for others structurally related compounds, as DRB or 

4,5,6,7-tetrabromo-1H-benzimidazole (TBI). And even in comparison with more potent CK2 

inhibitors such as CX-4945 (IC50 1-2 nM), TDB is much more effective in inducing cell death and 

producing a more long-lasting effect in CK2 inhibition  [175, 176]. Together with its potency as 

a CK2 and Pim-1 inhibitor, TDB is selective, cell-permeable  and have a stronger effect in cancer 

cells compared to normal cells, postulating this compound as a very promising therapeutic 

drug for cancer treatment [175]. Also, a Pim-1 inhibitor (3-Cyano-4-phenyl-6-(3-bromo-6-

hydroxy)phenyl-2(1H)-pyridone) was proved to decrease tumor volume in GL261 tumor-

bearing mice [111] and one PIM inhibitor (SGI-1776) has been evaluated in a clinical trial for 

prostate cancer and Non Hodgkin's lymphoma11, although it was soon withdrawn. The joint 

CK2 and Pim-1 inhibition would be expected to enhance the therapeutic effect in GL261 cells 

and GL261 tumor bearing mice, possibly having a synergistic effect in the inhibition of survival 

and anti-apoptotic pathways. Still, we would expect successful combination of kinase inhibition 

and standard therapies as TMZ.  

1.5.4 CK2 and Pim1 activity measurement 

Interestingly, it was described that CK2 directly phosphorylates Akt1 and 2 in the Ser129 site, 

which fulfills the consensus sequence for CK2 (Ser-Xaa-Xaa-Glu/Asp) and has acidic residues at 

positions +3, +4, +6 and -2 with respect to Ser. The Ser129 residue is located in the linker 
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 IC50 values are used to measure the potency of a substance in inhibiting a specific biochemical function. 
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region between the pleckstrin homology and the catalytic domains. CK2 phosphorylation of 

this site produces the hyperactivation of Akt [177]. The knowledge of this specific target of CK2 

allows researchers to evaluate CK2 activity by assessing the phosphorylation status of the 

Ser129 site of Akt. Akt is known to have two main activation sites: Thr308, located in the 

activation loop, which is described to be phosphorylated by 3'-phosphoinositide-dependent 

kinase- 1 (PDK-1) [123] and Ser473, which is found in the hydrophobic domain outside the 

catalytic domain and is phosphorylated by mTOR2 [124]. Neither Thr308, nor Ser473 display 

the consensus required for CK2 phosphorylation but still, phosphorylation of Ser 129 by CK2 

produces Akt activation [177] (Figure 10). 

Regarding  Pim1, it is known to phosphorylate the pro-apoptotic protein Bcl-2-associated 

death promoter (Bad) at Ser112 [154] (Figure 10), although it is not the only kinase 

phosphorylating at this site. Akt  [180] and cyclin adenosine monophosphate-dependent 

protein kinase also phosphorylate Bad at Ser112 [181] ).  

 

Figure 10: Target validation for CK2 

and Pim-1 inhibition through 

assessment of specific substrates 

 

  

 

1.6 Non-invasive techniques for diagnosis and follow-up progression in 

GB: Magnetic Resonance  

Non-invasive techniques are essential for GB diagnosis and follow-up. Among them, the most 

used non-invasive technique for brain-related pathologies is nuclear magnetic resonance. 

Magnetic resonance techniques are based in radiofrequency (RF) energy absorption by tissues 

which is a harmless, non-ionizing radiation, being this a clear advantage compared to other 

imaging, non-invasive techniques which use ionizing radiation frequencies, such as positron-

emission tomography, X-rays or computed tomography. An exhaustive description of the 

physical phenomena behind nuclear magnetic resonance techniques is beyond the scope of 
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this thesis and can be found in classical references such as  [182]. Regarding brain tumor 

diagnosis and therapy response assessment, it is mostly based on proton (1H) nuclei 

resonance, and the information obtained could be either anatomical (magnetic resonance 

imaging, MRI) or metabolomic (magnetic resonance spectroscopy, MRS). With MRI it is 

possible to obtain high quality images of the brain, as well as the size, shape and location of 

tumors. Therefore, MRI is a very useful tool at the time of diagnosis, before surgery and also 

for therapy response assessment and follow up of disease progression. In fact, the protocols 

for clinical brain tumor patient therapy response assessment and follow-up are based mostly 

in MRI parameters, such as the RANO criteria  [183]. On the other hand, magnetic resonance 

spectroscopy (MRS) provides information about the biochemical environment of a given region 

of interest and can be acquired in two modalities: single volume or multi-volume (see section 

1.5.3). Magnetic resonance techniques are available in most hospitals and clinical imaging 

centers, especially MRI and MRS and a standard MRI/MRS exploration can be carried out in a 

reasonable time frame depending on the chosen acquisition sequences (ca 20-30 min).  This 

section will underline the main aspects related to MR techniques that could be relevant for 

proper understanding of results obtained in this Thesis and their discussion.   

1.6.1 Magnetic Resonance Imaging (MRI) 

MRI is widely used applied for brain tumors diagnosis and follow up providing images with 

outstanding anatomical detail and accurate information about the size, location and 

morphology of brain tumors and it is based on signal measured from naturally present 1H 

nuclei. The intrinsic contrast registered in MRI is determined by three parameters: in addition 

to the concentration of hydrogen nuclei, proton density, the longitudinal (T1) and transversal 

(T2) relaxation times of mobile protons are also responsible for this basal contrast level. 

Mobile protons basically mean fat and water protons. The parameters chosen in acquisition 

sequences are relevant to “weigh” images, i.e. parameters as repetition time (TR) and echo 

time (TE) can be tuned to weigh images in order to highlight differences in T1 or T2 of mobile 

protons (Figure 11).  

Still, the intrinsic tissue contrast can be enhanced through the use of exogenous contrast 

agents, which are usually based in Gadolinium [184] and act by shortening the relaxation time 

of water protons. In brain tumour acquisitions, they are usually applied for assessment of the 

blood-brain barrier (BBB) integrity, because they are unable to cross intact BBB. However, 

contrast-enhanced acquisitions were not used in this thesis and, accordingly, no detailed 

subsections will be devoted to exogenous contrast agents. 
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 1.6.2 Magnetic Resonance Spectroscopy (MRS) 

The MRS can provide insight into the biochemical properties of tissues in vivo in a non-invasive 

manner, making it possible to study their evolution over time under certain circumstances, for 

example, to follow up the metabolic changes observed in a tumor subjected to treatment. It is 

usually based in signals from 1H mobile protons, (13C and 31P applications are also available, 

although more restricted to the research environment). MRS provides information about the 

relative abundance of several low molecular weight metabolites, lipids and macromolecules 

having mobile protons in the millimolar range concentration. Due to the difference in 

concentration range of orders of magnitude, the large signal arising from water protons should 

be suppressed before observing low molecular weight metabolites. The resonance frequency 

of a particular nucleus, also called chemical shift, is dependent on its chemical environment 

and, accordingly, it allows us to distinguish signals arising from different metabolites. The 

spectral pattern may change among different tissue types, classes of tumors or the same 

tumor subjected to different conditions (e.g. therapeutic agent administration). Magnetic 

resonance spectroscopy can be acquired in either single voxel modality, in which a region of 

interest (usually cubic) is studied, or multivoxel (multivolume, or Magnetic Resonance 

Spectroscopic Imaging, MRSI) which combines the metabolic and spatial information, allowing 

the study of metabolic differences across tumor/brain regions. However, the interpretation of 
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Figure 11: Human brain images 

obtained by MRI with different 

combinations of TR and TE. 

SD states for spin density or proton 

density and --- represent poor image 

contrast with not enough signal to 

noise ratio (SNR)
12

 and/or bad contrast 

between tissue types. 
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MRS(I) data is not straightforward for clinicians because it is not in a regular image format. In 

this sense, the use of postprocessing methods for automated data evaluation may be helpful 

(see section 1.5.3.1, pattern recognition).  

Major 1H-NMR detectable compounds of mouse normal brain tissue and GL261 GB 

tumors in vivo 

The spectral metabolic pattern contains multitude of signals from a large list of metabolites 

but the resolution achieved in in vivo acquisition does not allow the individual identification of 

all of them, i.e. there is a considerable overlapping. The difference between the metabolic 

pattern found in normal brain and in GB tumors is well known and characterized. Figure 12 

shows a C57BL/6j  wild type (wt) normal brain single voxel spectra in comparison with a GL261 

GB tumor.  

Among the main signals observed in mice brain spectra, lactate (Lac) appears at 1.3 and 4.10 

ppm, an end product of anaerobic glycolysis that is usually present in the healthy mouse brain 

at low concentrations. In tumor tissue, Lac may be increased due to hypoxic conditions of the 

tumor milieu and or the glycolysis-based tumor metabolism [185]. Choline-containing-

metabolites (Cho) are also increased in GB tumors compared to normal brain as a result of an 

abnormal Cho metabolism, usually related to increased cell membrane turnover due to high 

proliferation rate. Creatine (Cre) is involved in energy metabolism and it is described to 

decrease in tumoral tissue compared to normal brain parenchyma. N-acetylaspartate (NAA) 

resonates at 2.01 ppm and it is the major signal found in normal brain spectrum. NAA indicates 

neuronal functional integrity and, accordingly, is found essentially reduced in brain tumor 

spectra, although its signal in vivo can have also contribution of other N-acetyl containing 

compounds. Mobile lipids (ML) and macromolecules (MM) are observed in different spectral 

regions at ca. 0.9, 1.3-1.4, 2-0 and 2.6 ppm and are increased in tumor masses due to the 

presence of hypoxia and necrotic events in these areas. Still, large ML signals can appear due 

to ‘voxel contamination’ with lipids from subcutaneous tissue near scalp. Other contributions 

are glutamine plus glutamate (Glx 2.10-2.40 and 3.8 ppm) and myo-inositol and glycine (Ins + 

Gly, both observed at 3.55 ppm, at the echo time 14ms used for acquisition). Comprehensive 

reviews of brain MRS and detailed explanation of the observed metabolites can be found in 

[186, 187]. Other minority compounds that can appear in specific situations such as response 

to therapy may be also mentioned here. Polyunsaturated fatty acids resonances (i.e. the PUFA 

resonances at ca. 2.8 ppm) are primarily constituents of cellmembranes which are essentially 

MR-undetectable in normal brain conditions. However, it has been observed that PUFA levels 

increase in brain tumors after therapy in preclinical glioma, which was described to be related 
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to cell apoptosis. This increase in PUFA levels have also been observed in our group in GL261 

tumor bearing mice after TMZ treatment [188]. 

 

 

Figure 12: Normal brain and GL261 GB tumor spectra from mouse brain.   

Single Voxel (2.5x2.5x2.5mm
3
) MRS (12ms TE) results from left: a wt C57BL/6j mouse brain 

parenchyma and right: a GL261 tumor the C57BL/6J mouse C1202 (CXXXX being a unique identifier for 

tumor-bearing animals in our group). The main pattern differences between the two spectra are 

numbered and labeled in the table below. For each metabolite the chemical shift displacement in parts 

per million (ppm) is indicated [37] .  

 

1.6.3 Magnetic Resonance Spectroscopy Imaging (MRSI) 

A combination of metabolomics and spatial information can be achieved with MRSI 

acquisitions in which a grid of spectra are superimposed to different anatomical locations, 

making it possible to gather metabolic information from different regions of the studied tissue 

(Figure 13). Therefore, MRSI can be a powerful tool to monitor the metabolic heterogeneity of 

brain tumors in clinical and also preclinical settings [98, 189] and may be a valuable approach 

to complement MRI information in assessing therapy response. However, the processing and 

postprocessing of MRSI data is complex and require different software tools to ensure proper 

handling. In addition, proper interpretation of spectra would require relevant biochemistry 

background, which could not be feasible in the clinical pipeline.  

The MRSI information can be processed to be shown in an “image-like” output: for example, 

metabolite maps can be generated, such as the ones in [190]. However, although this may 

result useful in clear discriminations as tumor vs normal, more subtle changes will probably 
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take place when different questions are addressed to the system (e.g. control tumors vs 

tumors responding to therapy). In this case, probably several metabolites are changing at 

once, and/or suffering only small changes, that could be extremely difficult to detect with 

current quantifications or single metabolite maps. Then, the rich information contained in 

MRSI data is the ideal candidate for the application of pattern recognition techniques, which 

consider changes occurring in the whole pattern instead of analyzing a single or few 

metabolites.  

 

Figure 13: Examples of representative spectra obtained in a 12x12 MRSI grid from GL261 tumor-

bearing mice. 

 A) Axial T2W weighted MRI showing the volume of interest (VOI) from tumor -bearing mouse C1181, 

enlarged in “B”. B) MRSI grid acquired from VOI shown in “A” with a 12x12-grid size. The boundaries 

of the tumor mass are marked with a white discontinuous line. C) Individual spectra from short echo 

time (14ms) MRSI grid acquired from tumoral and normal -appearing brain zones showing 0.5-4.5 

ppm range. 

 

1.6.4 Pattern recognition techniques for metabolomics analysis 
Pattern recognition (PR) techniques aim to recognize and classify data, as such MR spectral 

date vectors, detecting meaningful and key features characteristic from different groups, 

through automated decision-making processes.  There are three major classification strategies 

used in PR: supervised, unsupervised and semi-supervised classification with relevant 

differences in the development of the mathematical models for classification.  



32 
 

In the supervised PR methods, a “training set” of known classes is used to develop the 

classification model. Once the system is trained with this previous knowledge, the classifier can 

be applied to a different set of cases (“test set”).  As opposed, in the unsupervised 

classification, no previous class assignation is performed for initial cases, which are grouped 

based on their similarities.  Non-negative matrix factorization (NMF) [190]  is an example of 

unsupervised PR technique in which each class is represented by a “paradigmatic spectral 

pattern” also called “source”. The source extraction technique assumes that individual voxels 

may be contributed by a mixture of heterogeneous patterns and the contribution of each 

source is calculated. Finally, the semi-supervised method which was the approach used in this 

thesis and described in [98] for noninvasive therapy response studies, uses both labelled and 

unlabeled data for training and proposes, in order to benefit from class membership, prior 

knowledge to guide the source extraction. 

Color-coding the metabolomics information: generation of nosological images 
 Once the system is properly trained and evaluated, new cases can be analyzed and the 

contribution of each source to the individual voxels in MRSI grid is calculated in order to assign 

each acquired voxel to one of the predetermined classes. The paradigmatic spectrum or source 

with the highest contribution to a given voxel is chosen as the “winning source” and the voxel 

is colored accordingly. As a result, we obtain color-coded maps called nosological images 

(Figure 14), providing a visual representation of the results and a surrogate imaging biomarker 

for therapy response. In the case of the therapy response assessment, depending on the 

spectral pattern mostly contributing to a given voxel pattern, color could be blue for normal 

brain parenchyma, red for pattern of actively proliferating, non-responding tumor and green 

for responding tumors.  

 

Figure 14: Examples of nosological images obtained with the semi-supervised source extraction in 

control and TMZ-treated GL261 GB tumor-bearing mice. 

 Adapted from [98].  
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A spectrum is classified as “undetermined” when the system is unable to associate it with 

confidence to any of the predetermined classes and in this case, it is shown in black.  This 

semi-supervised approach has been used within our group for noninvasive assessment of 

therapy response, mostly with TMZ and showing correlation with Ki67 proliferation index [37, 

98] although it also proved useful for assessment of CPA treatment [191]. Accordingly, this PR 

strategy was used to follow-up GL261 tumor-bearing treated mice analyzed with multislice 

MRSI during this thesis (chapter 4.3).  
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2 General objectives  
 

The general objective of this thesis is the improvement of preclinical glioblastoma therapy and 

non-invasive response assessment through different sub-objectives: 

1. To advance and unravel relevant aspects of CK2 inhibition in preclinical GL261 therapy, 

including standard and novel CK2 inhibitors with therapeutic potential for in vivo work 

2. To gain more insight regarding the potential of therapeutic agents such as CX-4945 

(CK2 inhibitor) and TMZ, either alone or in combination, to trigger immunogenic cell 

damage, in vitro 

3. To apply semi-supervised pattern recognition techniques for noninvasive therapy 

response follow-up in GL261 tumor-bearing mice treated with IMS metronomic TMZ 

administration 
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3 Materials and methods  

3.1 In vitro studies with GL261 cells  

3.1.1. GL261 cells culture 

GL261 mouse glioma cells were obtained from the Tumor Bank Repository at the National 

Cancer Institute (Frederick/MD, USA). These cells have been used in our group for some time 

already [188, 192–194] due to the high penetrance, reproducibility and reliability in generating 

glioblastomas when implanted into C57BL/6j mice. GL261 cells were grown in 75cm2 culture 

flasks (Sartstedt) with RPMI-1640 culture medium supplemented with 2.0 g/L of sodium 

bicarbonate, 0.285 g/L glutamine, 1% penicillin-streptomycin (all from Sigma-Aldrich) and 10% 

fetal bovine serum (FBS) (Reactiva). Cells were incubated at 37 ⁰C in a 5% CO2 and 95% 

humidity (Incubator HERAcell, 150i, Thermo Scientific). For cell subculturing, medium was 

aspirated with a vacuum pump and cells were washed with phosphate-buffered saline (PBS) in 

order to completely remove the medium, since the remaining FBS could inactivate trypsin. 

Then, 2ml of trypsin-EDTA (Sigma-Aldrich) were added to detach the cells. After a 3 min 

incubation, cells were resuspended in RPMI medium. Then, cells were centrifuged and 

supernatant discarded. Finally, the appropriate number of cells were seeded in a new culture 

flask. Cells were cultured until passage 25, when they were discarded and a new aliquot was 

thawed in order to avoid possible undesired new mutations and ensure consistent tumor 

development and behaviour.  

3.1.2 Cell growth curve 

For the growth curve of GL261 cells, 5x105 cells were seeded in 75 cm2 flasks  (Sarstedt) and 

counted with the TC10 counter from Bio-Rad every day from day 1 to 11 post-seeding (n=3 to 

6 for each day). Sample analyses were done based in a Trypan blue exclusion assay: 20 μl of 

the cell suspension was added to 20 μl of Trypan Blue (Sigma), a 10 μl aliquot of the mixture 

was loaded  into the cell counting slide (Bio-Rad) and counted with the TC10 cell counter (Bio-

Rad).  

3.1.3 Cell treatments 

The GL261 cells were treated with the following therapeutic agents: temozolomide, CX-4945, 

TDB and Doxorubicin. The concentrations and time of treatment varied along the experiments 

and depended on the question being addressed (details will be provided in the respective 

chapters/sections). The GL261 cells (3,500-500,000, depending on the test) were seeded in 

well plates (6, 24 or 96 wells) or in dishes (60mm) (both from Sarstedt) and treatment took 
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place during 8-72h. After that, viability was assessed through different methods such as Trypan 

blue exclusion, MTT or propidium iodide. See 3.1.4 for specific methods of viability 

assessment. 

3.1.4 Cell viability assays  

A) Trypan blue exclusion assay 

GL261 cells were seeded in a 24-well plate, 32,000 cells per well. After 24h, medium was 

removed and new medium with the desired treatment was added. After the established time 

of treatment, medium was collected and cells were washed with PBS and trypsinized (0.5 ml of 

trypsin). After 3 min, cells were resuspended with 1 ml of RPMI medium and, together with the 

cellular supernatant previously collected, centrifuged for 5 min at 900 x g. Supernatant was 

discarded and cells were resuspended in 1 ml of PBS. Then, 20μl of the cell suspension was 

added to 20 μl of Trypan Blue (Sigma) and a 10 μl aliquot of the mixture was loaded  into the 

cell counting slide (Bio-Rad) and counted with the TC10 cell counter (Bio-Rad). Live cells were 

the ones excluding Trypan Blue. 

B) MTT proliferation assay 
 

Reduction of tetrazolium salts is a widely accepted method to determine cell proliferation and 

viability. The 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide (MTT) assay is 

based on the ability of the mitochondrial dehydrogenases (Succinate dehydrogenase) of living 

cells to reduce rings of MTT to purple formazan crystals, allowing its accumulation inside 

healthy cells. To solubilize the crystals, dimethyl sulfoxide (DMSO) was added after MTT 

incubation. Using a spectrophotometer it is possible to determine the quantity of formazan 

formed, which will be proportional to the number of living cells. 

Procedure: 

Fifty microliters of a cell suspension of 70,000 cells were seeded in each well. Wells located in 

the edge of the plate received only culture medium, in order to minimize evaporation of the 

inner wells. After 24h, 50 μl of medium with the desired drug or vehicle treatment were added 

to each well. After the appropriate time of treatment, 50 μl of MTT dissolved in PBS at 1 mg/ml 

were added to each well and incubated for 1h at 37 ⁰C in the dark. Plate was read at 595 nm 

with the Victor3 Multilabel Counter.  

C) Flow cytometry analysis with propidium iodide  
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Propidium iodide (PI, Sigma) was used to stain dead cells since it cannot cross through intact 

cellular membranes but may freely enter cells with damaged plasma membrane. Upon 

entering dead cells, propidium iodide intercalates into double-stranded DNA or double-

stranded RNA. GL261 cells were seeded in a 24-well plate at 32,000 cells per well and were 

grown and collected as described in section 3.1.1. Cells were washed in PBS, centrifuged at 300 

x g and the supernatant was discarded. Then, cells were resuspended in 200 μl buffer 

containing PBS + 2% Bovine Serum Albumin (BSA) + 1 μg/ml of PI dissolved in PBS. Each sample 

was analyzed using Cytometer FACSCalibur (Becton Dickinson) for 30 seconds at medium 

speed. After the analysis, values were plot as size (forward scatter, FSC) vs. granularity (SSC, 

side scatter) and size (FSC, forward scatter) vs FL-2 channel intensity. Cell distribution was 

assessed and positive PI cells were considered dead disregarding the intensity of the detected 

signal. 

3.1.4.1 In vitro drug effectiveness parameters calculation from cell viability results 
 

IC50/EC50 calculation 

The IC50 states for half-maximal inhibitory concentration, being commonly used to measure the 

potency of a substance in pharmacological research. The IC50 is a parameter used for drugs 

capable of diminishing cellular viability, which corresponds to the concentration needed to 

decrease the viability of the control conditions by half. 

The half-maximal effective concentration (EC50) is the concentration of drug that induces an 

effect, in this case decrease of cellular viability, halfway between the baseline and maximum 

effect after a chosen exposure time. In other words, it is the concentration where 50% of the 

drug’s maximal effect is observed. For example, if the maximum effect observed of a drug is to 

reduce the viability down to 30% of control value, the EC50 will be the concentration necessary 

to reduce the viability down to 65%, which is halfway between 100% and 30% (Figure 15). Both 

IC50 and EC50 parameters were calculated with the GraphPad Prism software with results from 

cell viability (for example, MTT assay) as input. 
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Figure 15: Differences 

between IC50 and EC50 

shown in an example of 

a dose-dependent curve. 
 

 

Assessment of synergy or antagonism with Chou-Talalay method 

This quantitative method was used to determine the combined effect of two drugs and was 

performed as described in [195].  The dose-effect data of each drug separately and the 

combination of both are used to establish a factor named combination index (CI, see below) 

that will determine if both drugs have a synergistic (CI < 1), additive (CI = 1) or antagonistic 

effect (CI > 1). The input for calculations of CI was cell viability data calculated by MTT assay. 

The relationship between drug concentration and reduced cellular viability is represented in 

dose-effect curves. This method uses the terminology of unaffected fraction (fu) for the 

fraction of cells that survive after treatment and affected fraction (fa) for the cells that are 

missing when comparing untreated and treated cells, affected by the treatment. The survival 

fraction of cells is used to obtain the median effect dose and Hill-type coefficient for each 

condition, which are further used to calculate CI for determining synergism, addition or 

antagonism in the combined treatment. Annex I shows an example of extended calculation 

with experimental values.  

 

3.1.5 Protein extraction and quantitation  

3.1.5.1 Protein extraction of GL261 cellular suspensions 

For western blot analysis of exponential phase (EP) and postconfluent phase (PCP) cells, 75 cm2 

flasks were used for cell culture (see also section 3.1.1 and 3.1.2). After 6 (EP) or 9 (PCP) days 

of culture, cells were collected and washed twice with 10 ml of PBS. For target validation 

experiments in TDB treated cells, GL261 cells were cultured in 60 mm dish (Sarstedt) and, after 

the chosen time of treatment, cells were collected and washed twice with 1ml of PBS.  
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Next, cells were incubated  for 10 minutes on ice with 1 ml of cold lysis buffer which contained 

50 mM Tris-HCl pH 7.4, 150 mM NaCl, 1 % triton-X-100, 1 mM Dithiothreitol (DTT), 1 mM 

phenylmethylsulfonylfluoride (PMSF), 1 mM Ethylenediaminetetraacetic acid (EDTA), 25 mM 

NaF, 0.2 mM Na2VO3, 2 mM PPi, 1 µg/mL protease inhibitors (leupeptin, benzamidin, aprotinin, 

pepstatin).  After this incubation, samples were centrifuged at 13,000 x g for 15 min at 4 °C.  

Then, supernatant was collected and samples stored at -20 °C. 

3.1.5.2 Protein extraction of GL261 tissue samples 

To obtain tissue extracts, samples of GL261 tumors excised from tumor-bearing euthanized 

mice were weighted and 200 μl of cold lysis buffer added per each 50 mg of tissue. Lysis buffer 

for tissue samples contained 50 mM Tris-HCl pH 7.7, 150 mM NaCl, 15 mM MgCl2, 0.4 mM 

EDTA, 0.5 mM DTT, 100 μg/ml of leupeptin, aprotinin and benzamidin and 2 mM of PMSF. 

Then, samples were sonicated until complete tissue disaggregation. After that, 0.5% of Triton 

X-100 was added. Then, samples were incubated on ice for 15 min and centrifuged at 13,000 x 

g for 20min at 4 °C. Finally, supernatant was collected and samples stored at -20 °C. 

3.1.5.3 Bradford assay for protein quantification 

The protein content of each sample was quantified with Bradford assay (Bio-Rad) in a 96 well 

plate, following manufacturer’s instructions. A calibration curve was performed with BSA 

concentration ranging from 0.4 to 3.6 µg/µl. Plate was read at 595 nm with the Victor3 

Multilabel Counter. 

3.1.6 Western blot analysis 

3.1.6.1 Polyacrilamide gel electrophoresis  

Sodium Dodecyl Sulfate Polyacrilamide Gel Electrophoresis (SDS-PAGE) was  used for 

separating proteins based on their molecular weight under denaturing conditions. The Mini 

Protean system from Bio-Rad was used to perform SDS-PAGE. 

Gel preparation, sample loading and electrophoresis 

Two glasses of 10 x7 cm and 1.5 mm thickness were used for gel preparation. The stacking gel 

had a constant concentration of acrylamide (3.5%) whereas the acrylamide concentration of 

the running gel in our case was of 12% which is suitable for analysis of proteins of 10 to 70 

kDa, such as CK2α (37 kDa) or CK2β (25 kDa) analysed in this thesis. 

Composition of the running gel at 12% acrylamide: 3 ml acrylamide (Acryl-bis acryl 30%, NZY-

tech), 1.9 ml buffer B (Tris-HCl 1M, 0.4% SDS, pH 8.8), 2.6 ml deonized H2O miliQ, 10 μl 
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tetrametiletilendiamine (TEMED) and 100 μl Ammonium persulfate (APS). Composition of 

stacking gel:  0.7 ml acrylamide, 1.5 ml of buffer C (Tris-HCl 0.5M, 0.4% SDS, pH 6.8), 3.8 ml 

H2O miliQ, 10 μl of TEMED and 100 μl of APS. 

Protein extracts (section 3.1.5) were diluted in Laemmli buffer 5X (350 mM Tris, 10% SDS, 50% 

glycerol, 0.0125% bromophenol blue, 0.5% β-mercaptoethanol) and boiled at 100 °C for 5 min, 

vortexed and spin-down.  Samples (25-30 μl) corresponding to 25 µg of protein  were loaded 

into the gel wells and NZY-Tech protein marker was used as a molecular weight marker. 

Electrophoresis was set at constant amperage, 30-35 mA per gel, until the sample forehead 

arrived to the bottom of the gel. 

Electrotransfer of proteins and membrane blocking 

Proteins from the gel electrophoresis were transferred onto Polyvinylidene fluoride (PVDF) 

membranes (Millipore) using Mini Trans-Blot® Electrophoretic Transfer Cell from Bio-Rad.  

Before transfer, PVDF membrane was activated by incubation in methanol (Sigma) for 15 

seconds at room temperature.  The transfer cassette was assembled following manufacturer's 

instructions and protein transference was done at a constant voltage of 100V for 1h. Then, 

membrane was washed with deionized H2O and blocked with methanol for 15 seconds, air 

dried and incubated for 15 min in 5% milk powder in Tris Buffered Saline (TBS) buffer (50 mM 

Tris-HCl, 150 mM NaCl, pH 7.4) at room temperature. 

Immunodetection 

After blocking, membranes were washed three times with TTBS (TBS buffer containing 0.1% 

Tween-20).  Membranes were incubated overnight at 4 °C with the primary antibodies (see 

Table 1 for details on sources, origin and dilution) diluted in TTBS 1X with 5% BSA and 0.02% 

sodium azide. Following incubation, membranes were washed three times with TTBS and 

incubated with the secondary antibody (Immunoglobulin (Ig)G Goat Anti-Rabbit/Mouse IgG 

(h+L)- Horseradish Peroxidase conjugate, Bio-Rad) diluted in TTBS + 5% milk powder for 1h. 

Then, membranes were washed again three times with TTBS. The signal was developed with 

ClarityTM Western ECL Blotting Substrates from Bio-Rad. Images were scanned with Chemidoc 

MP Image System and quantified with the ImageJ software. 

In Table 1, the complete list of primary antibodies is shown. Two homemade antibodies were 

used in this thesis; anti-CK2 α antibody, which was produced in rabbit against the sequence of 

the human protein at C-terminus [376–391] made in Padova's University and anti-CK2β (clone 

P3β) made in the Autonomous University of Barcelona. 



43 
 

Target Protein size 

(kDa) 

Trading house/Origin Reference number Dilution Producer Host 

CK2α 45  Homemade (Morgana) - 1:500 Rabbit 

CK2α’ 37-38  Benthyl A300-199A 1:2000 Rabbit 

CK2β 25  Home made - 1:5000 Rabbit 

β-Tubulin 50  Cell signaling 2146 1:1000 Rabbit 

Cyclin D1 37  Santa Cruz sc-753 1:1000 Rabbit 

pAkt s129 55  Abcam ab133458 1:1000 Rabbit 

pAkt S473 60 Cell Signaling D9E 1:1000 Rabbit 

Total Akt 60 Cell signaling 9272s 1:1000 Rabbit 

pBad S112 23 Cell signaling 40A9 1:500 Rabbit 

Pim-1 33 Santa Cruz 

Biotechnology 

Sc-13513 1:500 Mouse 

Table 1: List of primary antibodies used for western blot analysis.  

3.1.7. CK2 activity assay 

Cell and tissue lysates (obtained as in [85]) were assayed for CK2 activity without any previous 

immunoprecipitation and/or purification steps. For a standard assay, 2, 4 or  6  µg of protein 

lysates were incubated at 30 °C for 30 min in a total volume of 20 µl, in the presence of 50 mM 

Tris–HCl pH 7.5, 100 mM MgCl2, 100 mM NaCl, 20 mM ATP and [33P]ATP (specific radioactivity 

2000-3000 cpm/pmol), and 0.1 mM CK2-tide (RRRADDSDDDDD), which is a specific CK2 

substrate peptide [196]. After incubation, reactions were stopped by spotting the whole 

volume on phosphocellulose filters (2 x 2 cm squares), then, filters were washed three times in 

0.5% (v/v) phosphoric acid (200 ml, in a beaker on a magnetic stirrer, 5 min for each washing) 

and counted in scintillation fluid.  

3.1.8. DAMPs release/exposure assessment 

DAMPs release or exposure were evaluated in GL261 cells untreated and treated with CX-

4945, TMZ or the combination of both drugs. Drug concentrations and times of treatment 

varied depending on the DAMP analysed. 

3.1.8.1 Enzyme-Linked Immunosorbent Assay (ELISA) for HMGB1 detection 

The HMGB1 content was measured in the cellular supernatant with the HMGB1 ELISA kit from 

IBL international, which have HMGB1 antibody-coated wells.  The cellular supernatant of 

treated and control cells cultured in 60 mm dishes were collected (see section 3.1.3) after 48h 

of treatment and the protein content was concentrated using PierceTM Protein Concentrator 

PES Tubes 10K from Thermo Fisher. Then, total protein content was measured by Bradford 

assay (see section 3.1.5) in order to standardize the amount of protein loaded on each well 

and the ELISA assay was performed according to manufacturer's instructions. 

3.1.8.2. Immunofluorescence for CRT detection 
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The CRT exposure in the membrane of treated and control GL261 cells was observed with 

Immunofluorescence. Cells were seeded in MatTek Glass Bottom Disher. Twenty-four hours 

later, culture medium was replaced by medium containing the appropriate treatment. After 

24h of treatment, cells were washed twice with 0.5 ml of PBS and fixed with paraformaldehyde 

pH 7.4 at 2% for 10 min. Then, cells were washed twice with 2 ml of ice-cold PBS and cells were 

incubated with 2 ml of blocking buffer (3% BSA in PBS) for 30 min. After that, cells were 

incubated overnight with the primary anti-calreticulin antibody from Abcam (ab2907) at 1:100 

dilution and 4 °C.  

The next day, cells were washed 3 times with 2 ml of PBS for 5 min and incubated with 

secondary antibody (goat anti-rabbit IgG H&L, alexa fluor 488 from Abcam, ab150077) at 

1:1000 dilution at room temperature in the dark. Cells were washed again three times for 5 

min with 2 ml of PBS. Then, cells were incubated with Hoechst 33342 and Cell Mask Deep Red 

Membrane staining  for nuclei and cellular membranes respectively, at 1:100 dilution  for 5 

min. Cells were washed with 2 ml PBS again and samples were prepared for confocal 

microscopy visualization with mounting buffer.  A confocal microscope Leica SP5, equipped 

with 8 excitation lines and six detection channels was used for image acquisition with the 

objective PL APO 40x/1.25-0.75 in oil immersion. The acquired images were visualized and 

analysed using Image J software.  

3.1.8.3. Bioluminescent assay for ATP measurement 

Extracellular and intracellular ATP content was measured using the ATP Bioluminescent Assay 

Kit from Sigma-Aldrich (“FLAA” sigma kit), based on the ability of the luciferase enzyme to 

produce light using the substrate luciferin and ATP. These measurements were performed 

either in cellular supernatants (from control and treated cells) and also in collected lysed cells, 

allowing assessment of extracellular and intracellular ATP. These assays were performed after  

12, 18 and 24h treatment.  

Extracellular ATP 

For these measurements, in order to avoid ATP degradation by the ATPases present in the FBS 

culture medium, specific culture medium with inactivated FBS was used. The FBS was 

inactivated by incubation for 2h at 65 °C as described in [197].  Cells were seeded in 24- well 

plates at 32,000 cells per well in culture medium with non-inactivated FBS. After 24h, medium 

was removed and new culture medium with inactivated FBS and the chosen treatment was 

added. To assess ATP degradation in presence of non-inactivated FBS, the supernatant of cells 

growing in medium with non-inactivated FBS was also analyzed as an additional control. Once 
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the time of treatment was finished, 150μl of cellular supernatant were collected and 

centrifuged at 900 x g for 2 min in order to remove any floating cells. Then, 100μl of 

supernatant of each sample were loaded in a 96 well plate special for luminescence assays. 

The plate was introduced in the Victor3 Multilabel Counter and 100 μl of the ATP mix 

containing luciferin and luciferase were added with the help of an automatic injection system. 

Immediately after this addition, the generated light was measured during 10 seconds. 

Intracellular ATP 

For intracellular ATP measurement, cells were washed with PBS, trypsinized and centrifuged. 

Then, supernatant was removed and pelleted cells, resuspended in 1ml of  Tris Borate buffer 

40 mM pH 9.2 and incubated at 95 °C for 10 min to lyse them. Then, samples were incubated 

for 30 seconds on ice and centrifuged at 13,000 x g at 4 °C for 5 min. An aliquot of 100 μl of the 

cell lysate was used for ATP measurement. With the luminescence assay, an estimation of the 

ATP content per well was estimated. As different treatments may cause a decrease in total cell 

number for each well, ATP content was calculated per cell in order to take these differences 

into account. To achieve this, the number of cells after each treatment was calculated from 

Trypan blue and MTT viability assays and cellular volume was estimated as ca. 1.2 pl, by 

comparison with the volume of the C6 glioma cells in postconfluent phase [198]. 

3.2. In vivo studies: GL261 mice 

Animal models used in this thesis were C57BL/6j female wild type (wt) mice weighting 18-24 g 

and aged 12-16 weeks, which were obtained from Charles River Laboratories (Charles River 

Laboratories Internacional, l'Abresle, France) and housed in the animal facility (Servei 

d’Estabulari, https://estabulari.uab.cat/ ) of the Universitat Autònoma de Barcelona.  

All animal experiments were conducted according to experimental protocols, previously 

approved by the local ethics committee (Comissió d'Ètica en l'Experimentació Animal i 

Humana, https://www.uab.cat/etica-recerca/) according to regional and state legislations 

(protocol CEEAH-3665). The supervision protocol applied by the animal facility staff in order to 

assess mice welfare parameters in GL261 tumor-bearing animals is shown in Annex II. The final 

score obtained in this assessment was determinant for decision regarding euthanization and 

halting of the experimental protocol if needed due to humanitary reasons. Each mouse 

evaluated was given a unique alphanumerical identifier. Identifier CXXXX belong to mice 

bearing GL261 tumors. In order to distinguish animals from the same cage, unique ear notch 

combinations were made with an ear punch device.  

https://estabulari.uab.cat/
https://www.uab.cat/etica-recerca/
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3.2.1 GL261 tumor generation 

For GL261 GB generation, analgesia (Metacam, Böhringer Ingelheim at 1 mg/kg) was 

administered subcutaneously to each animal 15 minutes prior to anaesthesia and 24 and 48h 

after surgery. Animals were anesthetized with a mixture of ketamine (Parke-Davis SL, Madrid) 

at 80 mg/kg and xylazine (Carlier, Barcelona, Spain) at 10mg/kg administered intraperitoneally. 

Once anesthetized, the head area was shaved and animals were immobilized in a stereotactic 

holder (Kopf Instruments, Tujunga/CA, USA). The incision site was sterilized and a 1 cm incision 

was made exposing the scull. Then, a 1mm hole was drilled 0.1 mm posterior to the Bregma 

and 2.32 mm to the right from the midline using a microdrill (Fine Science Tools, Heidelberg, 

Germany). A 26G Hamilton syringe (Reno/NV, USA), positioned on a digital push-pull 

microinjector (Harvard Apparatus, Holliston/MA, USA) was then used for injection of 4 μl of 

RPMI medium containing 100,000 GL261 cells (obtained as in 3.1.1) at a depth of 3.35 mm 

from the skull surface at a rate of 2 μl/min. Once the injection was completed, the syringe was 

left untouched for 2 additional minutes before its removal to prevent the cells from leaking 

outside the scull. Then, the Hamilton syringe was gently and slowly taken out and the scission 

site closed with suture silk 6.0 (Braun, Barcelona, Spain). The animal was left in a warm 

environment to recover from anaesthesia. 

3.2.2 Tissue preservation 

GL261 mice were euthanized by cervical dislocation either for cellular/molecular validation or 

due to symptoms of suffering according to score and criteria shown in Annex II. Brain samples 

(tumor, contralateral) or other organs of interest like the spleen were excised and stored in 

liquid nitrogen for further western blot analysis. Tumor samples were obtained through 

dissection and separated from contralateral normal brain parenchyma. These tissues were 

resected after visual inspection of the whole brain and tumor, avoiding as much as possible the 

crossed contamination of tissues.  

3.2.3 Therapy administration to GL261 mice 

TMZ (Sigma-Aldrich, Madrid, Spain) was dissolved in 10% DMSO in saline solution (0.9% NaCl) 

and was administered by oral gavage at a dose of 60 mg/kg every six days from day 11 post 

implantation. The maximum cumulative dose administered was 480 mg/kg, which states for a 

total of 8 therapy cycles. This dose was established in [191] as the highest safe TMZ dose not 

causing lymphoma to treated mice. 
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TDB was dissolved in 10% DMSO in saline solution (0.9% NaCl) and it was administered either 

by oral gavage or by intraperitoneal injection at either 253.8 mg/kg or 507.6 mg/kg split into 

two doses one in the morning and one in the afternoon for 3 consecutive days for target 

validation purposes. To analyze the amount of TDB in blood, a single dose of TDB was 

administered, either by oral gavage or intraperitoneal injection, at 253.8 mg/kg.  

3.2.4 In vivo MRI/MRS/MRSI 

MR studies were carried out at the joint NMR facility of the Universitat Autonòma de 

Barcelona and CIBER-BBN (Cerdanyola del Vallès, Spain) Unit 25 of the ICTS NANOBIOSIS 

(www.nanbiosis.es) with a 7T horizontal magnet (Biospec 70/30, Bruker Biospin, Ettlingen, 

Germany) equipped with actively shielded gradients (B-GA12 gradient coil inserted into a B-

GA20S gradient system) and a quadrature receive surface coil, actively decoupled from a 

volume resonator with 72 mm inner diameter. Mice were placed in the scanner bed and 

anesthetized with 0.5-2% isoflurane in O2, keeping the respiratory frequency at 60-80 

breaths/min. Breathing and body temperature was constantly monitored (SA Instruments, Inc., 

New York, USA).  

3.2.4.1 MRI studies 
MRI acquisitions were performed in GL261 tumor-bearing mice for tumor detection and 

volume measurement. The GL261 mice were screened by acquiring high resolution coronal T2-

weighted (T2w) images using a Rapid Acquisition with Relaxation Enhancement (RARE) 

sequence to detect brain tumor presence and to monitor its evolution stage. The acquisition 

parameters were as follows: repetition time (TR)/effective echo time (TEeff ) = 4200/36 ms; 

echo train length (ETL) = 8; field of view (FOV) = 19.2 × 19.2 mm; matrix size (MTX) = 256 × 256 

(75 × 75 µm/pixel); number of slices (NS) = 10; slice thickness (ST) = 0.5 mm; inter-ST = 0.1 mm; 

number of averages (NA) = 4; total acquisition time (TAT) = 6 min and 43 s. MRI data were 

acquired and processed on a Linux computer using ParaVision 5.1 software (Bruker BioSpin 

GmbH, Ettlingen, Germany). 

3.2.4.2 Multislice MRSI acquisitions 

The MRSI acquisitions were performed following a multi-slice, 3D like acquisition protocol 

optimized in our group [37] for gathering metabolic information across the whole tumor 

volume. Consecutive 14 ms echo time (TE) MRSI grids with Point-RESolved Spectroscopy 

(PRESS) localization were acquired individually across the tumor, using as a reference T2w high 

resolution MRI slices as references. The first upper  grid (Grid 1) had a matrix size of 10 × 10. 

Then, Grid 2 was acquired 1 mm below Grid 1 with a matrix size of 12 × 12. Grid 3 was 

file:///C:/Users/anapaula/AppData/Roaming/Microsoft/Word/www.nanbiosis.es
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acquired 1 mm below Grid 2, with a matrix size of 12 × 12. Finally, if tumor volume was not 

completely covered with 3 grids, a last Grid 4 was acquired 1mm below Grid 3 with a matrix 

size of 10 × 10 (Figure 16).  In order to ensure quality of the acquired data, shimming was 

performed individually for each MRSI grid. MRSI grids were spatially located such that the 

volume of interest (VOI) included most of the tumoral mass as well as normal/peritumoral 

brain parenchyma. 

 Acquisition parameters for all grids were: FOV, 17.6 mm × 17.6 mm; VOI in Grids 1 and 4 was 

5.5 mm × 5.5 mm × 1.0 mm. VOI in Grids 2 and 3 was 6.6 mm × 6.6 mm × 1.0 mm. ST, 1 mm; 

TR, 2500 ms; Sweep Width (SW), 4006.41 Hz; NA, 512; TAT, 21 min 30 s. Water suppression 

was performed with Variable Power and Optimized Relaxation Delay (VAPOR), using a 300 Hz 

bandwidth. Linear and second order shims were automatically adjusted with Fast Automatic 

Shimming Technique by Mapping Along Projections (FASTMAP) in a 5.8 mm × 5.8 mm × 5.8 

mm volume which contained the VOI region. Six saturation slices (ST, 10 mm; sech-shaped 

pulses: 1.0 ms/20250 Hz) were positioned around the VOI to minimize outer volume 

contamination in the signals obtained. Total acquisition time for a typical MRI/MRSI 4 grids full 

protocol was about 3.5 h. In general, multislice MRSI studies were only performed in tumors 

presenting volume larger than 20mm3, since from our group experience, smaller volumes 

cannot be segmented in a confident way with our semi-supervised analysis approach [191]. If 

the measured tumor volume was below 20mm3, only MRI studies were performed to follow up 

tumor volume. 

 



49 
 

 

Figure 16: Spatial location of multislice MRSI grids within the mice brain and the obtained 

nosological images.  

A) Coronal T2 weighed MRI for tumor-bearing mouse C1263 with positioning of the four MRSI grids. 

B) Enlarged view of MRSI grids shown in the axial orientation. C)  Nosological images obtained after 

semisupervised PR analysis (see section 1.5.4). Black lines mark tumor boundaries.  

3.2.4.3  MRI and MRSI Processing and Post Processing  

Volume calculation 

Manual segmentation of abnormal brain masses in T2w images was performed and tumor 

volumes were calculated from T2w high resolution axial images using the following equation:  

TV (mm3) = [(AS1 × ST) + [(AS2 + (. . .) + AS10) × (ST + IT)]] × 0.0752   (Equation 1)  

Where TV is the tumor volume, AS is the number of pixels contained in the region of interest 

delimited by the tumor boundaries in each slice of the MRI sequence, ST is the slice thickness 

(0.5 mm), IT the inter-slice thickness (0.1 mm) and 0.0752 mm2 is the individual pixel surface 

area. The tumor area was calculated from pixels in each slice, using an automated system for 

generating regions of interest (ROIs) available in the ParaVision 5.1 software (Bruker BioSpin, 

Ettlingen, Germany). The inter-slice volume was not registered and it was estimated adding 

the inter-slice thickness (IT) to the corresponding slice thickness in Equation 1.  
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MRSI post-processing and pattern recognition (PR) strategies 

Data were initially pre-processed at the MR workstation with Para Vision 5.1, and then post-

processed with 3D Interactive Chemical Shift Imaging (3DiCSI) software package version 1.9.17 

(Courtesy of Truman Brown, Ph.D., Columbia University, New York, NY, USA) for line 

broadening adjustment (Lorentzian filter, 4 Hz), zero-order phase correction and exporting the 

data in ASCII format.  Dynamic MRSI processing Module (DMPM), running over Mat Lab 2013b 

(The Math Works Inc., Natick, MA, USA) was used to align all spectra within each MRSI matrix 

(using the choline containing compounds signal as reference, 3.21 ppm). No baseline 

correction was performed in these spectra. The 0–4.5 ppm region of each spectrum in the 

MRSI matrix was individually normalized to unit length and the normalized matrix was 

exported in ASCII format which was the input for PR analysis. The semi-supervised source 

extraction approach was then applied for the extraction of meaningful source signals from the 

MRSI investigated tumors. From the biochemical viewpoint, the source extraction technique to 

classify MRS data assumes that in each voxel there is a mixture of heterogeneous tissues and 

its metabolites from which the contribution of each source can be obtained.  This semi-

supervised approach was previously described by our group [98] and it is based on constrained 

non-negative matrix factorization (cNMF) for initial source extraction. This allows the 

classification of each acquired voxel into normal brain parenchyma, actively proliferating 

tumor and tumor responding to treatment and calculation of nosological maps representing 

the spatial response to treatment. Green color is used when the GB responding to treatment 

source contributes the most, blue for normal brain parenchyma, red for actively proliferating 

GB and black for undetermined tissue.  

Tumor Responding Index (TRI) Calculations  

In order to measure the overall response level from a given tumor using the obtained 

nosological images, an arbitrary parameter named Tumor Responding Index (TRI), described in 

[37], was calculated (Equation 2).  

     
                       

                  
              (Equation 2) 

The TRI value corresponds to the percentage of green (responding) pixels over the total tumor 

pixels. It was calculated as follows: first, tumor silhouette was outlined and all the pixels within 

the tumor region were counted, including blue, red, green and black. Then, only green 

(responding) pixels were counted and procedure repeated for each slice.  With the overall 

values for the whole tumor, the percentage of responding pixels was calculated for all 
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recorded grids. Then, cases were categorized according to the classes established in [37], 

taking into account both TRI percentage and volumetric data from MRI measurements. High 

response, presenting TRI > 65%, tumor volume reduction regarding the previous measurement 

(partial response or stable disease according to RECIST criteria [199]) and green pixels 

observed in at least two consecutive MRSI grids. Intermediate response, with TRI ranging 35–

65%, tumor size unchanged, reduced or not growing more than 20% (stable disease according 

to RECIST criteria) and green pixels must be present in at least two consecutive MRSI grids. 

Low response, with TRI < 35% and tumor size increasing more than 20%.  

3.3  Statistical analyses 

The Shapiro-Wilk or Kolmogorov-Smirnov tests were performed for assessment of sample 

distribution. Levene’s test was used for assessing variance homogeneity. For groups following 

normal distribution, parametric tests were used for the analysis (Student's t test). For groups 

following a non-normal distribution, nonparametric tests were performed (Mann-Whitney U 

test). The ATP measurement required different approaches following advice from the 

Statistical Facility (Servei d’Estadística UAB, http://sct.uab.cat/estadistica/).  Data were 

transformed with a natural logarithm calculation, due to the large variance difference among 

groups. After transformation, sample distribution was assessed with Kolmogorov-Smirnov (KS) 

test and variance homogeneity assessed with Levene’s test. Analysis of Variance (ANOVA) test 

was applied with Tukey's post-hoc correction for multiple comparisons. Survival analyses of 

GL261 mice were compared with Log Rank (Mantel-Cox) Test using GraphPad Prism software.  

  

http://sct.uab.cat/estadistica/
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4. Results 
 

4.1 Unraveling aspects of CK2 inhibition contribution to therapy 
response in preclinical GL261 glioblastoma 
The promising results with CK2 inhibition in GL261 cells in vitro, reaching 20% of cellular 

viability [85], in addition to satisfactory results described by other groups working with 

preclinical tumors [110] lead us to hypothesize and expect an excellent performance of CK2 

inhibitors for in vivo work. Specifically CX-4945, already at clinical trial level, was expected to 

improve outcome in our preclinical GB models. However, the performance of CX-4945 as a 

single agent showed discrete results far from the expected [85], driving us to explore different 

aspects of CK2 inhibition to better understand in vivo performance such as differential 

subunits expression or dual inhibition CK2-Pim1, which also presented outstanding results in 

GL261 cultured cells.  

4.1.1 On the differential expression of Protein Kinase CK2 depending on 

proliferative status of GL261 cultured cells: possible relevance of CK2α' content for 

glioblastoma therapy  
 

Specific goals:  to analyze the relative protein content of α, α’ and β CK2 subunits in 

exponentially growing (EP, exponential phase) and partially growth arrested (PCP, 

postconfluent phase) GL261 cells in culture and also in GL261 established tumors, which could 

help to understand expression changes related to the proliferative status of cells and 

differential susceptibility to inhibition. In order to assess the proliferation status of cells in the 

different growth curve phases, cyclin D1 expression was also analysed. Furthermore, overall 

CK2 activity was checked through the phosphorylation status of the CK2-specific site Ser129 of 

Akt 1 in GL261 cells. This work is currently under review in the Pathology & Oncology Research 

Journal.  

4.1.1.1 GL261 growth curve: CK2 content and activity in EP and PCP GL261 cells  

The GL261 growth curve showed the expected phases (Figure 17A), corresponding to initial 

phase (IP) (days 1 to 3), exponential phase (EP) (days 4 to 7) and postconfluent phase (PCP) 

(days 8 to 11). CK2 content and activity were assessed in IP, EP and PCP GL261 cells at days 3, 6 

and 9 of the growth curve, respectively. 

Cyclin D1 content was analyzed in GL261 cells (both EP and PCP) and GL261 tumors (Figure 17B 

and C, Table 2) showing a significant (p<0.05) 7.1-fold decrease during the PCP phase 

compared to the EP. GL261 tumors presented an intermediate content  between EP and PCP 

cells (Figure 17D and E).The content of different CK2 subunits is shown in Figure 18A and 
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Figure 18B. CK2α' content decreases (1.42-fold) during the postconfluent phase compared to 

the exponential phase (p<0.05). On the other hand, CK2α and β protein content remained 

essentially unchanged, although a differential trend was observed (slightly higher values in PCP 

in comparison with EP, with tendency for signification (0.05≤p≤0.1) for CK2α). Furthermore, 

CK2α, α' and β content were also assessed in IP cells and no differences were found between 

IP and EP cells (p>0.05, results not shown). In addition to expression levels, CK2 activity was 

indirectly assessed by Western blot (Figure 18C and D, Table 2). The pAkt Ser129 content 

decreases during the postconfluent phase (3.8 fold decrease, p<0.05), which would agree with 

CK2 activity diminishing in less proliferative cells. 

 

Figure 17: GL261 cells growth curve and proliferative status along growth phases.   

(A) Growth curve carried out with n=3 to 6, depending on the time point evaluated, showing mean 

±SD for each time point. (B) Western blot for EP and PCP GL 261 protein extracts (n=3 for each 

condition is shown) in which Cyclin D1 and Tubulin expression were analyzed. The lower lane for 

Cyclin D1 shows a more exposed image to visualize better cyclin D1 expression in PCP cells.  (C) 

Comparative quantification of Cyclin D1 normalized with tubulin expression (n=13 for each group). 

(D) Cyclin D1 content in EP and PCP cells and in GL261 tumors (n=3 for each condition is shown). (E) 

Comparative quantification of Cyclin D1 normalized with tubulin expression (n=3 for G L261 cultured 

cells and GL261 tumors). *=p<0.05, **=p<0.01.  
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 EP PCP p- value 

CK2α' 1.00 ± 0.21 0.54 ± 0.26 3.75E-05** 

CK2α 0.81 ± 0.42 1.00 ± 0.26 0.091 

CK2β 0.77 ± 0.39 1.00 ± 0.34 0.233 

Cyclin D1 1.00 ± 0.46 0.14 ± 0.16 2.31E-06** 

pAkt Ser129/total Akt 1.00 ± 0.42 0.26 ± 0.27 1.87E-05** 

 

CK2α'/ CK2α 1.56 ± 0.76 0.6 ± 0.29 0.0006** 

CK2α'/CK2β 1.48 ± 0.72 0.67 ± 0.44 0.004** 

CK2α/CK2β 1.16 ± 0.64 1.15 ± 0.59 0.97 

Table 2: Comparative analysis of CK2 content and activity and Cyclin D1 expression in GL261 cells  

Analysis of CK2 α', α and β and Cyclin D1 expression and pAkt S129 phosphorylation/ total Akt ratio in different 

growth phases of cultured GL261 cells, as well as ratios of different subunits. EP= exponential phase, PCP= 

postconfluent phase. Mean ± SD is shown, and experiments were performed with n=13. **=p<0.01. The value of 1 

was attributed to the highest one in EP/PCP comparison. 

4.1.1.2 Assessment of CK2 content in GL261 tumors  

The content of CK2 subunits (α', α and β) in GL261 tumors was assessed and compared with EP 

and PCP GL261 cells (Figure 18). Values found are summarized in Table 3, with higher 

expression of all subunits in EP in comparison with PCP and GL261 tumors, whereas the 

difference between tumors and PCP cells varied depending on the subunit studied. 

Nevertheless, no significant differences were found for CK2α or CK2β expression when 

comparing the three different conditions. Regarding CK2α' expression, tumors presented an 

intermediate value between EP cells and PCP cells (p<0.05 for both comparisons).  

4.1.1.3 Unbalanced CK2 expression 

In order to assess the possible unbalance in expression of CK2 subunits, ratios were calculated 

for the different conditions studied. Regarding CK2α'/α and CK2α'/β ratios, these were found 

2.6 and 2.2 fold lower, respectively, in PCP cells in comparison with EP cells, whereas no 

significant differences were found for CK2α/β (Table 3).  
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Figure 18: CK2 content and CK2 activity in EP and PCP GL261 cells and in GL261 tumors .  

(A) Western blot analysis of GL261 cell protein extracts. (B) Comparative quantification of CK2α', α 

and β content normalized with Tubulin content in EP and PCP cells (n=13 for each group). The CK2α’ 

levels were found 1.42 fold lower in PCP cells in comparison with EP ones (**=p<0.01), whereas the 

CK2α and CK2β contents remained constant in both phases. (C)  Western b lot for EP and PCP GL261 

cell protein extracts in which total Akt, Tubulin content and Akt s129 phosphorylation status were 

analysed. (D) Comparative quantification of pAkt s129/total Akt ratio normalized with tubulin 

content in which a 3.8 fold decrease is seen in PCP cells (n=13 for each group). **=p<0.01. (E) 

Western blot for EP and PCP GL261 cells and GL261 tumor protein extracts in which CK2α, α' and β 

content was analysed. F) Comparative quanitification of the CK2 subunits content in EP, tumor and 

PCP cells normalized with tubulin (n=3 for each condition). *=p<0.05 and **=p<0.01 according to 

Student’s t-test. 
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    p value 

 EP Tumor PCP EP-Tumor EP-PCP Tumor-PCP 

CK2α' 0.90 ± 0.15 0.65 ± 0.06 0.35 ± 0.1 0.048* 0.006* 0.011* 

CK2α 0.92 ± 0.26 0.70 ± 0.16 0.72 ± 0.18 0.274 0.327 0.910 

CK2β 0.85 ± 0.23 0.61 ± 0.12 0.87 ± 0.38 0.200 0.952 0.400 

Cyclin D1 1±0.39 0.62±0.05 0.33±0.14 0.23 0.049* 0.029* 

CK2α'/ CK2α 1.01 ± 0.14 0.95 ± 0.21 0.48 ± 0.09 0.726 0.006** 0.006** 

CK2α'/CK2β 1.08 ± 0.14 1.08 ± 0.11 0.43 ± 0.17 1.000 0.007** 0.007** 

CK2α/CK2β 1.08 ± 0.08 1.16 ± 0.02 0.88 ± 0.2 0.544 0.174 0.174 

Table 3: Comparative analysis of CK2α, α' and β and Cyclin D1 content in GL261 tumors.  

Analysis of CK2α', α and β and Cyclin D1 content, as well as the ratios of different subunits for GL261 

tumors. Ratios were obtained for each individual sample (not from division of average values). EP= 

exponential phase, PCP= postconfluent phase. Mean ± SD is shown, experiments were performed with 

n=3. Please refer to Materials and Methods section 3.1.6 for details about quantitation.*=p<0.05, 

**=p<0.01. 

This decrease in CK2α', which is not fully compensated by the increase in CK2α, changes the 

proportion between catalytic and regulatory subunits. In tumors, the ratios calculated 

suggested higher similarity with EP cells and, accordingly, no significant differences were found 

between EP cells and GL261 tumors (Table 3). On the other hand, CK2α'/α and CK2α'/β ratios 

were significantly higher in GL261 tumors compared to PCP cells, underlining the CK2α' 

downregulation in PCP cells, whereas no differences were found in CK2α/CK2β ratio.  

4.1.1.4 Discussion 
CK2 is known to promote proliferation and inhibit apoptosis [200], being involved in cell cycle 

regulation and senescence. CK2 plays an important role in cell division [201] and mitosis [202], 

being essential for G2/M transition in early embryo mitosis  [203]. In this study, we have 

observed decreased CK2 activity in GL261 postconfluent cells compared to exponential cells 

(Figure 18), which would agree with the decrease in CK2 activity in quiescent cells.  

The asymmetric expression of CK2 subunits has been described by some authors [204] who 

reported that a higher CK2α/CK2β ratio correlates with expression of epithelial-to-

mesenchymal transition markers in breast cancer samples. Ratios obtained for these authors 

(ca. 1.4, see [204] for details on calculations) were comparable to ratios calculated in this 
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chapter for EP cells and GL261 tumors (1.08 ± 0.08 and 1.16 ± 0.02 respectively), being lower 

for PCP cells (0.46 ± 0.22). 

However, the novel part of this thesis chapter is related to CK2α' expression levels in the 

GL261 cell line. Results reported here show, for the first time and to our knowledge, that CK2α' 

is specifically downregulated in postconfluent, slowly proliferating GL261 cells. This agrees 

with Pinna's and Oliviero's work [138], in which an induction of CK2α' expression was observed 

during G0/G1 transition in fibroblasts, suggesting a differential expression in senescent and 

proliferating fibroblasts [138] and with Bae's work, reporting reduced CK2α' expression in 

senescent fibroblasts [205]. Taken together, these findings suggest that CK2α' content could 

be proposed as a proliferation marker for GL261 cells. However, it is still unclear whether 

CK2α' itself plays specific roles in quiescent GL261 cells, or whether there is a direct 

relationship between CK2 activity decrease and CK2α' content decrease in PCP cells of this 

murine cell line. One hypothesis could be that the holoenzyme containing CK2α' would be able 

to phosphorylate Akt1 in S129 better than the one containing CK2α, or that phosphatase 

activity, such as protein phosphatase 2A, was higher in PCP cells [206]. We have also observed  

that CK2α' content in GL261 tumors reached an intermediate value between EP and PCP 

GL261 cells, probably due to the heterogeneous nature of GL261 tumors, composed by both 

highly proliferating and slowly proliferating cells [190] (similar to EP and PCP, respectively). The 

environment and growth regulatory conditions in each growth phase could present similarities 

with a different tumor region. The EP cells would be similar to the peripheral tumor cells: 

ample access to nutrients and oxygen and, accordingly, a very high proliferative rate. On the 

other hand, the PCP cells would resemble more cells in the inner part of the tumor, where 

growth factors, nutrients and oxygen may become limiting, decreasing the proliferation rate 

and where cell death-related phenomena may be also taking place.  This is in agreement with 

results reported by [190], in which the same GL261 tumor can present regions with different 

Ki67% values ranging from 40-80%, with higher values on the highly proliferative periphery, 

reflecting the mixed contribution that may be taking place also in the investigated GL261 

tumors in this work.  

As CK2α' has been described to inhibit caspase 3 cleavage [127], we could hypothesize that 

higher levels of this subunit could make GL261 cells less prone to apoptotic death, although 

this protective effect can be also mitigated by CK2β, which has been shown to attenuate 

CK2α'-mediated phosphorylation of caspase 3 [127]. If we accept that GL261 tumors are 

composed by cells with mixed proliferative characteristics, these results point that cells with 

high CK2α' levels could benefit from a protective effect against apoptotic death triggered by 
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treatment, and this could lead to resistance to such treatment. Moreover, differences between 

the expression and activity of CK2 catalytic subunits may become relevant to improve 

therapeutic success, since CK2α' has been described to be more sensitive to some CK2 

inhibitors than CK2α  [165] and efforts are being made to develop CK2α and CK2α' specific 

inhibitors [167]. Still, further work will be needed to clarify whether the susceptibility to CK2 

inhibitors is actually different according to GL261 cell proliferative status. Data presented here 

suggest that whenever CK2α' selective inhibitors were available, it may be relevant to evaluate 

them in GL261 GB bearing mice. In this respect, a word of caution should be raised if such a 

treatment becomes available: immune system participation in response to therapy, which 

cannot be simulated with in vitro assays, could be affected if an inappropriate schedule of 

administration is applied [85], reverting the expected beneficial effect.  

4.1.1.5 Conclusions 
 CK2α’ showed remarkable differences in its content along the cell growth phases in 

GL261 cultured cells, being higher in EP in comparison to PCP cells, whereas GL261 

tumors presented an intermediate content value. This could allow us to suggest that in 

this tumour model, CK2α’ could act as a proliferation marker. CK2α and CK2β content, 

on the other hand, did not present significant changes along different growth phases 

or in comparison with GL261 tumours.  

 CK2 measured activity was much higher in EP (highly proliferating cells) in comparison 

with PCP (slowly proliferating, quiescent cells), although it is still unclear if the events 

of the decrease in CK2 activity and the decrease of CK2α’ content are directly related. 

In addition, unbalanced content of CK2 subunits was detected, i.e. the decrease of 

CK2α’ content is not fully compensated by CK2α increase which indicates change in the 

balance of catalytic and regulatory subunits. 

 GL261 tumours presented results supporting a mixed contribution of highly 

proliferating and slowly proliferating cells. Selective CK2α’ inhibitors, whenever 

available, could be useful for targeting cells actively proliferating, provided a suitable 

schedule of administration is used. 
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4.1.2 TDB emerging as a potential non-mutagenic therapy approach for preclinical 

GL261 glioblastoma: dual  CK2 and Pim1 inhibition 

The 1-(β-D-2'-deoxyribofuranosyl)-4,5,6,7-tetrabromo-1H-benzimidazole (TDB) is a dual 

inhibitor of CK2 and Pim-1 kinases with high efficiency and remarkable selectivity [207] that 

has been shown to produce a very potent effect on cellular viability in different cell lines [175]. 

This suggests TDB as a promising candidate for cancer treatment. In addition, preliminary 

results from our group [85] showed outstanding results over GL261 cell viability in vitro, which 

may point to another non-mutagenic targeted therapy for our preclinical GB model. .   

Specific objectives: To confirm and expand the results obtained in vitro with the GL261 

cultured cells, getting more insight about TDB efficacy and adequate targeting. To perform a 

preliminary pharmacokinetics profile and to proceed with evaluation of TDB in GL261 tumor-

bearing mice treatment.  

A summary of different concentrations, doses and conditions used for TDB potential 

evaluation alone and in combined experiments is summarized below (Table 4) in order to 

provide the information at a glance.  

In vitro studies    

 Concentration 
(µM) 

Duration of 
treatment (h) 

 

Viability Assays    
MTT 1.25-80 72  
Trypan Blue 5-30 24-72  
Target Validation    
Level of phosphorylated 
substrates 

1.25-40 8-24  

CK2 activity 2.5-40 24  
Combined Treatment    
TDB concentration 5-30 72  
TMZ concentration 250-1000   

In vivo Studies    

 Dose (mg/kg/day) Doses Analysis time after last 
dose (h) 

Target Validation    
Oral 253.8-507.6 3 24 
Intraperitoneal 253.8 3 24 
TDB bloodstream level    
Oral 253.8 1 0.5, 1 and 2 
Intraperitoneal 253.8 1 0.75 

Table 4: Summary of conditions used for in vitro and in vivo TDB studies  

4.1.2.1. In vitro results with GL261 cells 

TDB effects over cell viability  
The effect of TDB on GL261 cellular viability in vitro was assessed by MTT assay after 72h of 

treatment at concentrations ranging from 1.25 to 80 µM (Figure 19A). TDB presented a 
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prominent effect and the calculated EC50 and IC50 (both values were coincident for these cells 

was 13.14 μM, clearly lower than other kinase inhibitors such as TBB, apigenin and CX-4945 

tested in [85]. We also wondered whether TDB produced mostly cytostatic or cytotoxic effect 

on GL261 cells. In order to answer this question, TDB-treated cells were harvested after 24, 48  

and 72 hours of treatment, stained with Trypan Blue and counted (Figure 19B). The percentage 

of dead cells (Trypan blue positive) increased with TDB concentration. At the 15 μM 

concentration, the closest to the calculated IC50  (13.14 μM), the TDB effect seemed to be 

mainly cytostatic, since the number of living cells was reduced and there was no significant 

increase in dead cell counting (in fact, there was a significant reduction). On the other hand, at 

30μM concentration, TDB seemed to already produce a cytotoxic effect since 57 ± 30% of 

GL261 cells were Trypan blue positive after 48h of treatment and 82 ± 14% after 72h. 

Accordingly, this suggests that the local TDB concentration would determine the main effect 

taking place: low concentrations (5 - 15 µM) would produce mostly cytostatic effect while with 

higher concentrations (≥30 μM) a more pronounced cytotoxic effect would be triggered.  

 

Figure 19: Dose-dependent GL261 cell viability after TDB treatment  and assessment of cell death 

induction at different treatment times  
A) TDB concentrations were 1.25, 2.5, 5, 10, 20, 40 and 80 µM. The value 1 (100% viability) evaluated with MTT 

assay was assigned to control cells treated with vehicle (DMSO ranging from 0.0025 to 0.16%, since every 

concentration has its own vehicle control). Experiments were performed with n=4 and mean + SD values are 

shown. B) Total living and dead cells number and percentage of dead cells evaluated by Trypan Blue exclusion 

assay after TDB treatment (n=3 for every condition). *= p<0.05, Δ=p<0.01 and θ=p<0.001 indicate statistical 

significance according to Student's t-test comparing treated and control cells. 
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TDB target validation in vitro for CK2 inhibition 
As a dual CK2-Pim1 inhibitor, both activities were assessed after treatment of GL261 cultured 

cells at concentrations ranging from 1.25 to 40 µM during 8 and 24 hours.   

CK2 activity: the CK2 inhibition level was evaluated in TDB-treated cells through two different 

methods: the analysis of the phosphorylation status of the CK2-specific site Ser129 of Akt1 and 

measurement of CK2 activity using a peptide specific for CK2.  

 

Phosphorylation of CK2 specific substrates: Results showed that TDB inhibited Akt Ser129 

phosphorylation in a dose-dependent manner (Figure 20A,C). The phosphorylation of Akt 

Ser129 was significantly lower in TDB treated cells at 5 and 10 μM (p<0.01) and at 20 and 

40 μM (p<0.001), after 8 and 24h of treatment. The pAkt S129 phosphorylation was 

significantly reduced after treatment with concentrations equal or higher than 5µM, reaching a 

maximum of 5 fold decrease at 20 and 40 µM. In this case, the period of treatment does not 

seem determinant and results obtained after 24h of treatment were not significantly different 

from results obtained at 8h. Additionally, the phosphorylation status of Akt Ser473, 

phosphorylated by mTORC2 [179] see Figure 10 from section 1.5.3), was also evaluated in TDB-

treated cells  (, because it had been described that both CK2 and Pim-1 inhibition can lead to 

an indirect decrease in Akt Ser473 phosphorylation [169, 179]. A decrease in the 

phosphorylation at this target can be observed at high concentrations after 8 and 24 hours of 

treatment (Figure 20B, C). Significant differences were found in pAkt Ser473 in TDB-treated 

cells at 20 and 40 μM compared to untreated cells (p<0.001). Only the two highest 

concentrations (20 and 40 µM) produced a noticeable reduction in pAkt S473 and, as for Akt 

Ser129, no significant differences were observed among 8 and 24h, so these quantifications 

were grouped for further analyses.  
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Figure 20: CK2 inhibition evaluated with specific substrates in TDB-treated GL261 cells 

UT and TDB treated cells at 1.25, 2.5, 5, 10, 20 and 40 μM for 8 and 24h were analyzed by Western blot. The 

value 1 was assigned to control cells treated with vehicle (DMSO). Blots were quantified and normalized by 

Tubulin expression. A) Phosphorylation status of Akt1 Ser129 assessment. Akt was analyzed in order to calculate 

the pAkt/total Akt ratio and tubulin was analyzed as loading control. B) Phosphorylation status of Akt Ser473 was 

assessed, two experiments are shown. Tubulin was analyzed as loading control. C) Quantification of pAkt Ser129 

(n=3 different experiments) and pAkt Ser473 (n=2 experiments). For Ser473 two graphs are shown: the first 

showing 8 and 24h separately and the second with joint results for 8 and 24h to allow for statistical analysis. 

According to Student's t test *=p<0.05, Δ=p<0.01 and δ=p<0.001 in comparison with untreated cells. 
 

CK2 activity was analyzed in GL261 cells treated with concentrations of TDB ranging 2.5 - 

40 µM and in control, non-treated cells after 24h of treatment (Figure 21). The CK2 activity is 

strongly inhibited by TDB even at the lowest concentration studied (2.5 µM) in which 40% of 

activity was detected, compared to untreated cells. At the highest concentration studied (40 

µM), CK2 activity is lower than 20%, compared to untreated cells. 
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Figure 21: CK2 activity in TDB-treated GL261 cells 

CK2 activity measured on a CK2-specific synthetic peptide 

in lysates from GL261 cells treated with 2.5, 5, 10, 20 and 

40 µM of TDB for 24h (n=4 for each condition). ***= p< 

0.001 for Student’s t-test for the comparison of control 

(100% initial value) and treated groups. 

 
From these results, we can observe that TDB have a strong effect inhibiting CK2 activity in 

GL261 treated cells. The direct measurement of CK2 activity showed a much stronger CK2 

inhibition compared to the effect on pAkt S129 phosphorylation. Although both methods 

measure CK2 activity in a specific manner, the measurement of CK2 target pAkt S129 is an 

indirect indicator of CK2 inhibition, being less sensitive to changes in CK2 activity than the 

activity assay. Still, it should be taken into account that although the decrease on pAkt S129 is 

an actual indicator of the decrease in the phosphorylating activity of CK2, we cannot rule out 

that this pathway could be compensated in vitro by other kinases, and results misinterpreted. 

In conclusion, both methods are complementary and reflect the inhibitory effect of TDB in this 

case. 

Pim-1 activity: the CK2 inhibition level was evaluated in TDB-treated GL261 cells through 

Pim-1 specific substrate Bad Ser112. 

Work described by others [111] report that only the long form of Pim1 (Pim1L) is expressed in 

the GL261 cell line and data reported by them suggest a low content of Pim1. Accordingly, 

Pim1 presence was first evaluated in GL261 cells (Figure 22A,C).  In addition, Pim-1 inhibition 

was evaluated in TDB-treated cells through the analysis of the phosphorylation status of the 

Pim-1 specific substrate Bad Ser112. However, due to the low expression of Pim-1 we did not 

really expect a decrease in pBad Ser112. Indeed, after 8 and 24 hours of treatment, no 

significant differences were found for pBad (Figure 22B,C) in comparison with untreated cells 

(8 and 24h data were grouped for this analysis).  From the obtained results, it is unclear 

whether Pim-1 was inhibited or not. From one side we do not observe any decrease in pBad 

Ser112 phosphorylation in TDB treated cells, but on the other hand, Pim1 expression is weak in 

our cell line, as already suggested by data in [111]. Even if Pim-1 is inhibited, it is unlikely that 

any effect could be observed in GL261 cells viability, due to the low basal expression of Pim-1. 
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Figure 22: Pim-1 expression and inhibition in TDB-treated GL261 cells. 

Untreated (UT) cells and TDB treated cells at 1.25, 2.5, 5, 10, 20 and 40μM for 8 and 24h were analyzed by 

Western blot. Blots were quantified and normalized by Tubulin content. A) Pim1 content. Only a low content of 

the long form of Pim1 was detected. B) Evaluation of the Phosphorylation status of Bad Ser112. Tubulin was 

analyzed as loading control. C) Quantification of the blots is shown. No significant differences were found for 

pBad Ser112 (results 8 and 24h of treatment were grouped for increasing “n”). Pim1 content 8h of treatment n=1 

and 24h of treatment n=2. pBad S112 8h n=2 and 24h n=2. pBad all times of treatment (8+24h) n=4.  

Evaluation of the in vitro TDB+TMZ combined treatment  

The standard chemotherapeutic treatment used currently for clinical GB is TMZ [5], which also 

produced improved survival in preclinical GB in an adapted administration schedule [37, 188]. 

Moreover, the combination of TMZ and the CK2 inhibitor CX-4945 produced synergistic effect 

both in vitro and in vivo [85], provided an immune cycle respectful administration protocol was 

used for in vivo administration. Therefore, it was of interest to check whether the combination 

of TDB and TMZ could be also useful for GL261 cell treatment.  

GL261 cells were treated with increasing concentrations of TDB and TMZ for 72h and the 

cellular viability was assessed by MTT (Figure 23A). Then, results were analyzed by the Chou-

Talalay method [195] in order to determine whether the effect of the combined treatment 

were synergistic, additive or antagonistic. For every pair of concentrations, the combination 

index obtained was higher than 1, suggesting that the combined effect of TMZ and TDB is 

antagonistic. One possible explanation for this antagonist may be that TDB produces a more 

potent effect in highly proliferating cells and since TMZ slows down the proliferation rate of 

the cells, then TDB would produce a weaker effect on them  

Dose effect curve, Median effect plots and CI calculation 
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The relationship between drug concentration and reduced cellular viability is shown in the 

dose effect curves (Figure 23A) for TDB, TMZ and TDB+TMZ after 72h treatment. As it can be 

observed, the combined treatment seems to work slightly better in low drug concentrations, 

but the joint performance is not better at higher drug concentrations (> 20μM of TDB and > 

1mM TMZ). 

 
 

Figure 23: A) Dose-dependent GL261 cell viability and B) median effect plots from Chou-Talalay 

method for TDB, TMZ and the combined TDB+TMZ treatment 

For cell viability experiments (A), TDB concentrations were 5, 10, 15, 20 and 30 µM and TMZ concentrations 250, 

500, 750, 1000 and 1500 µM. The value 1 (100% viability) was assigned to control cells treated with vehicle. 

Experiments were performed with n=4 and mean ± SD values are shown. For median effect plots (B), the slope of 

each line (m) is Hill coefficient and the intersection with the x-axis is Dm, the dose necessary to obtain a Fu 

(surviving fraction) of 0.5. ‘SF’ states for survival fraction of cells (see Annex I for details on calculations) 
 

The median effect plots (Figure 23B) of TMZ, TDB and the combination of both were 

performed in order to obtain the parameters “m” (median effect dose) and “Dm” (Hill-type 

coefficient). To determine if the combined effect of TDB and TMZ in GL261 is synergistic, 

antagonistic or just additive, it is necessary to calculate the CI for a certain value of x (i.e. for a 

certain fraction of affected cell). In this case the value x = 0.47 was used, corresponding to the 

fraction of unaffected cells obtained in the treatment with 1 mM TMZ + 20 μM TDB. Finally, 

the CI was calculated according to the method explained in Annex I and values found are 

shown in Table 5 below. The ratio P/Q ([TMZ]/[TDB]) for this study was 50:1 and the CI 

calculated for every concentration is higher than 1 accordingly, these results point that the 

combined effect of TMZ and TDB in GL261 cultured cells would be antagonistic for every 

studied concentration. 

From these results, it is unclear whether treatment in vivo would succeed since in vitro an 

antagonistic effect has been demonstrated and could also take place in vivo. However, the in 

vivo environment is not completely mimicked in an in vitro experiment and some elements 

such as the immune system are lacking. Accordingly we still considered that a single and 

combined approach in vivo could be tested. In order to decide if it was appropriated to 
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proceed with an in vivo study with GL261 GB tumor-bearing animals, the in vivo target 

validation in single dose TDB-administered animals was needed.  

TDB (µM) TMZ (µM) fa CI Result 

5 250 0.2 2.59 Antagonism 

10 500 0.25 2.45 Antagonism 

15 750 0.34 2.26 Antagonism 

20 1000 0.53 1.96 Antagonism 

30 1500 0.84 1.5 Antagonism 

Table 5: TDB and TMZ concentration, fraction of affected cells and combination index for the joint 

TMZ+TDB treatment  
The individual doses for TDB and TMZ and the fa resulting for the combined treatment are indicated.  The 
combination index for every set of concentrations is higher than 1, indicating that, in every case, the effect of the 
combination is antagonistic. 
 

4.1.2.2 In silico results 

An in vivo longitudinal experiment was only sensible if TDB was able to reach the bloodstream 

and tumors after reasonable dosage administration, and exert its effects accordingly. Being it a 

novel drug, and as opposed to CX-4945, pharmacokinetic data was still missing and few data 

related to this were known for TDB. Before embarking in in vivo experiments, we tried a 

bioinformatics approach in order to get some predictions about absorption, expected 

effects/targets and toxicological potential.  

Bioinformatics approach for TDB pharmacokinetics  (PK) and pharmacodynamics 

(PD): what should we expect?  

These approaches were attempted following advice from Dr. Jordi Llorens from the 

Department of Physiological Sciences, Faculty of Medicine and Health Sciences, Universitat de 

Barcelona, who suggested the use of bioinformatics tools in order to predict TDB bioavailability 

and expected effects on and off target in addition to CK2 and PIM-1.  

The following bioinformatics tools were used: 

 SwissADME (http://www.swissadme.ch/) [208] 
 Marvin Sketch v. 17.11.0  
 GUSAR (General Unrestricted Structure-Activity Relationship) v.2011.1 

(http://www.pharmaexpert.ru/GUSAR/) 
 Pass and PharmaExpert (http://www.way2drug.com/) 

 
Several parameters have been estimated, such as partitioning calculations (oil/water and 

hydrophilic-lipophilic balance), estimation of druggabitlity, bioavailability score, predicted 

targets and toxicity. The most relevant /interesting results will be commented and shown here. 

 

Partitioning coefficient, solubility, HLB 

http://www.swissadme.ch/
http://www.pharmaexpert.ru/GUSAR/
http://www.way2drug.com/
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Regarding the partitioning coefficient, it measures whether a chemical substance is mostly 

hydrophilic or hydrophobic and it is useful in estimating the distribution of drugs within the 

body [209]. For a drug to be orally absorbed, it normally must first pass through lipid 

bilayers in the intestinal epithelium being hydrophobic enough to partition into the lipid 

bilayer, but not too hydrophobic, allowing its further distribution towards blood. Taking into 

account the chemical structure of TDB (Figure 9, Section 1.5.3) and the pH value of mouse 

stomach (between 3 and 4 depending on the feeding state, [210]), the prevailing microspecies 

are shown in Figure 24. It is a general consensus that the absorption of uncharged forms is 

more efficient [210] and the protonated form B tends to reduced lipophilicity, thus limiting 

passive absorption across biomembranes. 

 

Figure 24: TDB predicted microspecies in the pH 

range 3-4 

Estimated ranges of each species were A: 5.8 to 38.1% 

and B: 94.2 to 61.9 (ranges values at pH 3 and 4 

respectively). Protonated form B is expected to present 

lower absorption rate in comparison with 

deprotonated A.  

 

 

We were also able to estimate the hydrophilic/lipophilic balance (HLB) for TDB. This parameter 

was based on identifying characteristic regions in the molecule, and the value estimated for 

TDB pointed to a borderline behavior situated between values of hydrophobic and water-

dispersible agents. This was corroborated by the water solubility estimation, in which TDB was 

categorized as low solubility. All the above-mentioned estimations were performed with 

MarvinSketch v. 17.11.0 and from that, we would expect that TDB would be at least partially 

absorbed in oral administration.  

Bioavailability 
The bioavailability was calculated with swissADME based on the method described in [211] 

which takes into account different characteristics of the molecules to predict druggability and 

bioavailability. It is based on data available from drug databases (see Figure 25) and values 

obtained for TDB pointed to a druggable compound (except by a slight exceeding in the ideal 

molecular weight: upper expected limit of druggable compounds set at 500 according to the 

Lipinski “rule of 5” [212]), with a probability of more than 50% of getting a bioavailability 

above 10% of the administered dose. Still, further calculations predict that TDB has probability 

for BBB crossing.  
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Figure 25: TDB chemical structure and the 

“bioavailability radar” result from swissADME  
Six physicochemical properties are taken into account: 

lipophilicity (LIPO), size (SIZE), polarity (POLAR), 

solubility (INSOLU), flexibility (FLEX) and saturation 

(INSATU). The pink area within the 3D cubedefines the 

radar plot of the molecule, which must fall entirely 

inside the radar plot cube to be considered drug-like. 

 

Expected targeting  
The swissADME bioinformatics tool also allowed us to inspect for possible additional targets 

(shown in Figure 26) in addition to the described CK2 and PIM-1 inhibition, which was 

estimated through comparison with similar compounds and following procedures described in 

[233].  

 

Figure 26: Distribution of 

general target classes 

estimated for TDB in mice 

and their probability. 
The table on the right shows 

only the targets with 

probability equal or higher 

than 40%. 

As expected, TDB activity is predicted to be mostly related to kinases, being CK2 the first 

predicted one although it does not seem to be specific for a single catalytic subunit. Other 

targets are also expected, although with slightly lower probability, such as cyclins and 

thymidine kinase (ranging 32-36% probability), being this activity high in proliferating cells and 

peaking during the S-phase of the cell cycle [145], being very low in resting cells. This is in 

agreement with data obtained using  Pass & Pharma Expert tools: high probability of thymidine 

kinase inhibition, which could cause DNA synthesis halt and cytostasis. It is worth noting that 

although with a lower probability, according to Pass & Pharma Expert results, TDB could also 

impair the enzyme adenosine deaminase, involved in the development and maintenance of 

the immune system [213]. An unexpected result was that PIM-1 was not considered among 

the possible targets of TDB with the available informatics tools, although it could be also due 

to the lack of PIM-1 inhibitors in the comparison database used. 

Toxicological potential 

Regarding acute toxicity expected in rodents, it was estimated with the General Unrestricted 

Structure-Activity Relationship (GUSAR) tool. The model available in GUSAR is based in 
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information from rats through taking into account data from similar compounds using 

different administration routes. A very good tolerability is expected in oral route for TDB 

(LD5013 of 7,190 mg/kg) and indeed the minimal MTD calculated by us [85] was of 2,160 

mg/Kg. This is not a real MTD: due to solubility constraints, it was not possible to administer 

higher doses and, accordingly, the real MTD should be higher. The expected LD50 for 

intraperitoneal administration is around 2,000mg/kg, and both (oral and intraperitoneal) are 

below the administered doses given in section 4.1.2.3 of this chapter. TDB is classified as 

nontoxic in general although the fragment analysis performed by swissADME based in the 

implementation described in [214] alerts for the halogenated ring (bromine) which is part of 

the TDB structure. However, bromine toxicity is lighter than other heavier halogens as fluorine 

and chlorine.   

Altogether, these results seemed to point that TDB should be absorbed, at least a small 

percentage of the administered dose, which should be confirmed with suitable techniques 

such as high performance liquid chromatography (HPLC) of serum of administered mice (see 

section 4.1.2.3, HPLC subsection). Accordingly, if TDB reached the organs/tumor in 

considerable amounts and it was functional, a decrease of local CK2 activity should be seen.  

4.1.2.3 In vivo results 

TDB target validation in vivo.  
Assessment of TDB arrival into the tumor after oral/ intraperitoneal administration 

Oral administration of 253.8 mg/Kg: A first attempt of functional validation was performed to 

check whether TDB would trigger an effect on CK2 activity after oral administration in mice. 

This was done through the assessment of the phosphorylation status of the CK2 specific target 

Akt S129 and activation site of Akt 473 of different mice tissues.  

Six tumor-bearing mice were used (generated as described in section 3.2.1). At day 11 post 

implantation, n=3 mice were treated with TDB vehicle (saline solution with 10% of DMSO) and 

n=3 were treated with TDB (oral administration) at 253.8 mg/Kg, which is the equivalent molar 

dose calculated from CX-4945 administration in [85]. The administration was performed for 3 

consecutive days, split into two administrations each day (126.9 mg/Kg for each 

administration). Finally, 24 hours after the last dose, the animals were euthanized and tumor, 

contralateral (CL) brain, cerebellum, spleen and small intestine were collected and stored in 

liquid nitrogen. Protein was extracted from tissues of control (untreated, UT) and TDB-treated 

animals as described in section 3.1.5. Then, pAkt Ser129 and pAkt Ser473 levels were analyzed 

                                                           
13

 The value of LD50 for a substance is the dose required to kill half the members of a tested 
population after a specified test duration 
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by Western blot in these tissues (Figure 27). It is worth mentioning that pBad Ser112 analysis 

was not performed since we did not observe any inhibitory effect in vitro (See section 4.1.2.1). 

 

 

Figure 27: CK2 target validation in UT and TDB-treated GL261 tumor-bearing mice (oral gavage 

administration, 253.8 mg/kg) 

A) Akt Ser129 phosphorylation assessed by Western blot in CL brain and tumor of UT and TDB treated mice. Total 

Akt and Tubulin were analyzed as controls. B) Akt Ser473 phosphorylation assessed in CL brain and tumor of UT 

and TDB-treated mice. C) pAkt Ser129 phosphorylation analyzed in small intestine and spleen. D, E and F) Blot 

quantification from A, B and C. Mean ± SD is shown. No significant differences were found between UT and TDB 

treated tissue according to Student’s t- test. No quantification was performed with small intestine results since no 

signal was detected. 
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Tumor and CL brain results: pAkt Ser129 phosphorylation levels were analyzed in vehicle (UT) 

and TDB-treated mice (Figure 27A). No significant differences were observed in the pAkt 

Ser129 levels. These results suggest that either TDB did not reach mice brain or it was not fully 

functional once reaching brain tumors. The phosphorylation level of Akt Ser473 was also 

assessed in CL brain and tumor (Figure 27B). In this case, a decrease (ca 20%) in the average 

values of phosphorylation levels was observed in TDB-treated mice, but due to the high 

variability of the results within groups, no significant differences were found. 

Small intestine and spleen results: small intestine samples were analysed to check for local CK2 

inhibition, which could be detected in the gastrointestinal tract and it could also be useful in 

case TDB was poorly absorbed (no tumor/brain effects) and had only local action in small 

intestine cells. On the other hand, spleen results could provide insight about the potential TDB 

impact in the immune system. In the small intestine samples, neither Akt nor pAkt signals were 

detected, while in spleen no differences were found between pAkt Ser129 in vehicle and TDB 

treated mice (Figure 27C), suggesting that either TDB was not able to reach the blood stream, 

or we were not able to detect CK2 inhibition with this approach.  

Since these results were inconclusive, a second step was performed including two 

experimental modifications focused into two possible explanations for this lack of noticeable 

CK2 inhibition and to overcome possible problems related to TDB absorption.  

a) Possible problem: TDB absorption rate could be far below the predicted with in silico 

models, and the administered dosage was not enough to secure CK2 inhibition in vivo. 

Solution: doubling TDB dose administered by oral gavage (507.6 mg/kg) in 3 animals, 

secured by the high MTD calculated dose found for this compound when using oral 

gavage (2,160 mg/kg [215]). After 24h of the last administration, animals were 

euthanized and samples collected and frozen.  

b) Possible problem: the low solubility of high TDB dosages does not allow improvement 

of oral absorption without changing the administration route or formulation. Solution: 

try intraperitoneal injection (253.8 mg/Kg) in 3 mice for 3 consecutive days. 

Additionally, 3 animals were administered with vehicle. As for the oral gavage group, 

animals were euthanized, samples collected  and frozen 24h after the last 

administration. 

Mice body weight evolution in UT and TDB-treated mice both by oral gavage and 

intraperitoneal injection was monitored, since it is one of the recommendations of the 
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Laboratory Animal Science Association (LASA) in drug dose selection [216]. Both groups (oral 

and IP administered) of TDB-treated mice lost weight compared to mice receiving 

intraperitoneal administration of vehicle (9.3% of weight loss in mice with oral administration 

and 10.8% of decrease for the intraperitoneal administration group; the vehicle treated groups 

did not show any weight loss). These results suggest that TDB administration in this 

experimental design triggered mild undesirable side effects. 

Regarding to pAkt Ser129 in tumor, a strong signal was detected both for treated and 

untreated mice (which is an uncommon finding for this phosphorylation site). No differences 

were observed between UT and treated animals (Figure 28A,B), suggesting that either CK2 was 

not inhibited or pAkt S129 content is not a good biomarker to assess TDB target validation in 

vivo, maybe due to other local compensatory effects. Phosphorylation of GSK3β, a 

downstream effector of Akt signalling, was also analysed. In this case, we would expect a 

decrease in GSK3β phosphorylation as a result of CK2 inhibition. No significant differences 

were found between treated and UT groups although a decreasing trend is observed in TDB-

treated animals (0.76 ± 0.29  for oral TDB administration and 0.75 ± 0.18 for intraperitoneal 

administration compared to 1 ± 0.32 in UT animals (Figure 28)).  In the case of pAkt Ser473, 

results were inconclusive: most of the detected bands presented a very faint signal except one 

mouse, administered with intraperitoneal TDB, and no significant differences were found.  

These results based in the effects on CK2 targets were not conclusive and did not allow to 

confirm that TDB reached tumors. Our in silico estimations suggested that enough TDB could 

arrive in enough local concentration to trigger the expected effects14. However, no noticeable 

effect was detected and, accordingly, the relevant question to address was to check whether 

TDB was actually reaching the blood stream after oral or IP administration.  

 

                                                           
14

 On each dose, we have administered either 126.9mg/kg (253.8 split in two doses) or 253.8 mg/kg (507.6 mg/kg 

split in two doses). If we assume the estimations made by Swissadme, considering that 10% of TDB arrived to the 
blood stream and assuming a blood volume of 1.1ml, the estimated concentration of TDB in blood would be 
419.6 µM (253.8 mg/kg dose) or 838.2 µM (507.6mg/kg dose), which is 5 to 700 fold higher than the range of 
concentrations used in vitro  (ranging from 1.25 to 80 µM).  
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Figure 28: Assessment of 

CK2 inhibition in 

oral/intraperitoneal TDB 

administered mice 

A) Phosphorylation levels of 

Akt Ser129, Ser473 and GSK3β 

in UT and treated mice. Total 

Akt was analyzed as control. 

pAkt Ser473 is shown twice, 

the second with an increased 

exposure time allowing 

observation of extremely faint 

bands at the expense of 

saturation. B) Quantification 

for pAkt Ser129 and Ser473 

and pGSK3β for tumor 

samples. No significant 

differences were found (n=3 

mice were analyzed per 

group). 

Assessment of TDB concentration reaching the blood stream after oral / intraperitoneal 
administration 

NMR approach 
A preliminary attempt using high resolution Nuclear Magnetic Resonance (NMR) was 

performed  using serum of C57BL/6j mice after TDB administration (126.9 mg/kg were 

administered once and blood was collected 1 h after the administration). No signal was found 

in mice serum, and taking into account estimations of bioavailability (419.6 µM) TDB 

concentration in the bloodstream should reach enough concentration to be detected, but we 

cannot discard that absorption rate had been far below the predicted. However, it is also true 

that standard TDB (at 14 mM) only could be detected once it was dissolved in DMSO 100% (see 

acquired spectra in Annex III). The lack of signals in TDB-administered mice serum would be 

most probably due to its hydrophobicity producing either binding to serum macromolecules or 

precipitation, causing line broadening and hampering detection by this technique.  

HPLC approach 
A High Performance Liquid Chromatography with ultraviolet visible absorption  protocol was 

designed to analyze serum samples of TDB-administered C57BL/6j mice due to its highest 

sensitivity. This was the approach used for similar studies [217] and it was found suitable for 

this assessment.  Twelve wt C57BL/6j mice were used for this study. TDB was administered 
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either by oral gavage (n=9 mice) or intraperitoneal injection (n=3 mice) at 126.9 mg/kg dosage.  

In the case of oral gavage, mice blood was collected by cardiac puncture 30min, 1 and 2h after 

TDB administration whereas for IP administration, blood was collected after 45 min. From each 

mouse, 700-900µl of blood was collected and serum was obtained through ice incubation of 

blood samples (15 min) followed by centrifugation at 1,500 x g for 15 min. Serum samples 

were analyzed by HPLC at the Chemical Analysis Facility (Servei d’Anàlisi Química at UAB 

http://sct.uab.cat/saq). The analysis was performed in a chromatograph 1200 with diode array 

detector from Agilent Technologies and a Chromatographic Colum Xterra MS C18 3.5µm, 

2.1x50mm (Waters) and mobile phases used were water and methanol in variable proportions. 

Figure 29A shows TDB detection at 270 nm after 11.9 min in a serum sample with TDB added, 

for control purposes. The detected area is proportional to the amount of TDB. 

A hypothetical 100% bioavailability situation with TDB would produce a detection of 2115 

mg/L (ppm) of TDB in serum, which corresponds to 3.84mM, but previous in silico and in vivo 

data did not point in this direction. TDB was indeed found in all analyzed samples, although 

with relevant value dispersion (Figure 29B):  for oral administration, the detected 

concentrations were 13.9 ± 11.8 µM, 19.2 ± 21.1 µM and 21.2 ± 15.5 µM for samples collected 

after 30 min, 1h and 2h respectively. For intraperitoneal administration, the value was 8.8 ± 

5.1 µM in samples collected 45 min after administration. Then, the concentration found in the 

serum samples ranged from 6.7 to 23.8 ppm, which would correspond to 1.22 to 43.2 µM, 

pointing to a very low bioavailability (only 0.06 - 2% of the administered dose reached 

bloodstream) for TDB. In vitro results showed that concentrations as low as 2.5 µM of TDB 

were able to inhibit CK2 and 5 µM decreased GL261 cell viability so even exhibiting low 

bioavailability, TDB could have potential in vivo. Furthermore, crossing the BBB is not an issue 

with GB tumor-bearing animals, since GL261 GBs have compromised BBB [194]. However, as 

observed in Figure 27 and Figure 28, no significant changes were detected in expression levels 

of phosphorylated Akt 129, 473 or GSK3β. Having this in mind, and since TDB was proven to 

reach the bloodstream, a direct CK2 activity assay with specific substrates was performed with 

tissue samples of TDB treated mice treated twice a day (253.8 mg/kg daily) for 3 days and 

euthanized 24h after the last administration. 

http://sct.uab.cat/saq
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Figure 29: HPLC profile in TDB calibration curve and TDB concentration found in serum of 

administered mice 

 A) Examples of HPLC profiles performed for calibration purposes and protocol optimization. Mice serum profile is 

shown before (top) and after (bottom) TDB addition (2 ppm (mg/L)). B) TDB concentration found in serum of TDB-

administered mice (oral gavage and IP administration).  
 

CK2 activity assays in TDB treated mice  
Target validation involving direct CK2 activity assays were performed in cerebellum instead of 

contralateral, since in some cases contralateral tissue were too small to be analyzed. Tumor 

samples of GL261 GB tumor-bearing mice, both UT and TDB-treated, treated for 3 days at 

253.8 mg/kg of TDB per day were also evaluated. Samples were collected 24h after the last 

TDB administration. This would be more specific than the previous methods used for detecting 

CK2 inhibition and would not be interfered by local compensatory mechanisms. However, no 

significant differences were found in CK2 activity comparing UT and TDB-treated mice (Figure 

30). This could mean that TDB was not fully able to reach the tumor, or at least not in enough 

concentration to produce relevant decrease in CK2 activity in a similar way that was observed 

in in vitro studies.  

Cerebellum Tumor
0

50

100

150
Control

TDB

C
K

2
 a

c
ti

v
it

y
 (

%
)

 

Figure 30: CK2 activity in cerebellum and tumor samples of UT and TDB -treated tumor-bearing 

mice 

No differences were found in CK2 activity between control and TDB treated mice, according to Student’s T test 

(n=10-16 for each group).  
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At this point and despite all efforts made in this direction, it became clear that there is still a 

long way to go until TDB can be adequately evaluated in vivo. An HPLC analysis of extracted 

tumor sample of TDB-administered mice may be helpful in future work to fully elucidate TDB 

presence and quantitation reaching GL261 tumors, but a change in its formulation seemed to 

be mandatory to improve tumor arrival which was beyond the objectives of this thesis and the 

expertise of the group in pharmacological development.  

4.4.6 Discussion  

TDB was a promising dual CK2-PIM1 inhibitor described to trigger potent effect in cell viability 

in cell lines such as CEM (human T lymphoblastoid cells) and HeLa (human cervical cancer 

cells), with DC50 values around 2-3 µM [175].  On the other hand, CK2 and PIM1 inhibitors 

such as CX-4945 for CK2 [110] and TCS for PIM-1 [111] had proven to be useful as single agents 

in preclinical GB. Our hypothesis was that TDB could be a potential good candidate for GL261 

GB treatment, alone and/or in combination with TMZ.   

In vitro results 

Preliminary results in GL261 cultured cells showed indeed a good performance, showing the 

lowest EC50 among the investigated compounds for CK2 inhibition (8.1 µM), in agreement with 

low DC50 values reported by developers (ca. 2.5 µM for HeLa and human T lymphoblastoid 

cells) [175]. Further studies in this Thesis showed that this effect was mainly cytostatic at the 

lower range of concentrations and became cytotoxic when higher concentrations were used 

(80% of cell death at 30 μM of TDB, Figure 19).  Regarding early drug discovery, TDB would fit 

in the “focused screening” category (see [218]) for compounds previously identified as hitting 

specific classes of targets (e.g. kinases), which enables robust testing and comparison with 

similar structures and compounds in vitro.  

The assessment of effects triggered by the combined TDB+TMZ treatment in GL261 cells 

pointed to an antagonistic action in comparison with single effects (Table 5), which could be 

due to a ‘protective’ effect from TMZ in front of TDB action. However, it is possible that further 

investigation in right intervals or shifts in administration time would result in beneficial effects 

when using the therapeutic combinations. Nonetheless, the disappointing results with the in 

vivo administrations of TDB (see below) discouraged us to put effort in further experiments 

with the combined treatment.  

TDB target validation in vitro was fully successful for pAkt Ser129, which has proven to be a 

good reporter for dose-dependent CK2 inhibition for GL261 cells treated with TDB (Figure 20), 
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as already described in [175]. Furthermore, the inhibition of CK2 was observed in TDB treated 

cells by measuring directly CK2 activity with a specific peptide on these cells (Figure 21). 

Comparing the results from the CK2 activity assay and the phosphorylation status of pAkt 

S129, we could observe that the method that measures directly CK2 activity is much more 

sensitive to detect CK2 inhibition. Still, the analysis of the phosphorylation of the CK2 specific 

target indicates that CK2 inhibition is producing noticeable effects in the signaling machinery 

of the cell. Regarding Pim-1 inhibition, and since Pim-1 basal expression is very low in the 

GL261 cell line, it was not straightforward to check for differences in pBad Ser112, as it was 

done in [175] for human T lymphoblastoid cells. Also, pAkt Ser473 was analyzed, as an indirect 

biomarker for both Pim and CK2 inhibition (Figure 20B). Although we did not find a dose-

dependent inhibition, a drop in the phosphorylation of this site was found at the highest 

concentrations of TDB used in the experiments. Due to the lack of a confident target validation 

in vitro for Pim-1 inhibition, Pim-1 activity assays with TDB treated cells would be needed to 

confirm the inhibition.   

In silico results 

Different bioinformatic tools (section 4.1.2.2) were used in order to predict TDB targeting, 

bioavailability and toxicity. TDB was identified as a “druggable” substance (Figure 25) and, as 

expected, it was predicted to act mostly inhibiting kinases, more specifically CK2 (Figure 26), 

but not Pim-1, although it could be due to the lack of Pim-1 inhibitor structures for comparison 

in the database of the aforementioned tools. Still, the prediction of thymidine kinase inhibition 

should not be neglected in the overall effect of TDB in proliferating cells.  

The estimated distribution coefficient, log  D (ratio of the sum of the concentrations of all 

forms of the compound (ionized plus un-ionized) in aqueous and lipophilic phases) at pH 7.4 

was ca. 3.67, slightly above the recommended value described in [218] (0-3), and also above 

the recommended value for BBB penetration (around 2), although GL261 GB had compromised 

BBB [194] and drugs like TDB should be able to reach tumor milieu. Still, we considered that 

even if the bioavailability was somewhat restricted, it could be compensated by its extreme 

effectiveness in cell viability reduction at low concentrations, and it was worth trying in vivo 

work. We should also take into account that in silico simulations are often based in 

comparisons not always valid due to the lack of enough similar structures for comparison. 

Finally, the predicted toxicology was favorable with high predicted LD50 (ca 2,000 mg/kg), in 

line with the minimal estimated MTD calculated by us in [85].  

In vivo results 
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In vivo results showed that only a small amount of TDB (0.06 - 2% of the administered dose) 

was able to reach the bloodstream as determined by HPLC at different time points after 

administration, both by oral gavage or intraperitoneal administration, below from the 

predicted from SwissADME but in line with was predicted according to [218]. Still, although a 

low toxicity was expected from the in silico predictions and calculated MTD, mice with oral 

(507.6mg/kg) and intraperitoneal (253.8mg/kg) TDB administration presented body weight 

losses in comparison with vehicle-administered mice. This suggests that TDB can exert 

undesired side effects, probably depending on the absorption rate, which can be variable due 

to the low solubility of this compound.  

In general, it is described that drugs fail in the progress towards preclinical/clinical settings for 

two main reasons: either they do not work and/or they are not safe. The in vitro tests are 

useful to unravel the signaling and biochemical mechanisms beyond drug action, but they are 

far from simulating the real situation in tumors in vivo. Some examples are absence of 

extracellular matrix and blood vessel elements, impossibility of simulation of gradients of 

oxygen tension, extracellular pH, nutrients, catabolites, and absence of drug penetration 

barriers [219]. In addition, solubility and permeability are crucial for a compound to become a 

drug. Deficiency in one or other parameter can be overcome in formulation but a compound 

lacking both properties is unlikely to become a drug, no matter the efficacy it has shown in 

preliminary in vitro screenings. Further studies would be needed to better clarify how it can be 

improved in case of TDB and it is clear that there is much work to be done and probably the 

involvement of other groups with pharmacological expertise would be needed. It was beyond 

the scope of this thesis to improve TDB profile as a drug, and next steps were planned with CX-

4945 for CK2 inhibition, since this compound is very well characterized and its 

pharmacokinetics and pharmacodynamics profile were already known. Accordingly, it was 

chosen to proceed with the study of CK2 inhibition details in GL261 tumors (Table 6).  
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Table 6: Approaches performed in this thesis 

and future experiments needed to gain more 

insight regarding TDB potential in GL261 GB 

treatment 

 

 

4.4.7 Conclusions 

 TDB is a potent CK2-Pim-1 dual inhibitor in vitro, showing low IC50 in GL261 cells (13.14 μM, 

72h treatment). Its effect is mostly cytostatic at low concentrations (5 and 15 μM) and  

cytotoxic at 30 μM. This was confirmed through assessment of targets such as pAkt Ser129 

and Ser473 and also direct CK2 activity measurement. On the other hand, Pim1 expression 

in GL261 cells is very low and Pim1 target validation through pBad Ser 112 in vitro was not 

successful. Pim1 activity assays should be performed instead for this purpose. 

 TMZ and TDB produce an antagonistic effect when added together to GL261 cells, as 

opposed to what was observed with CX-4945 (chapter 4.2). This suggests that further 

investigation would be needed to refine administration schedule of both compounds 

 TDB has been absorbed both by oral and IP administrations, although its bioavailability was 

poor (only between 0.05-2% of the administered dose). The low solubility observed and 

also the low partition coefficient predicted suggest that even though a potent effect is 

shown in cultured cells in vitro, structural and formulation changes would be needed to 

ensure that TDB could be effective in vivo. The assessment of phosphorylation of Akt 

Ser129 and Ser473 in GL261 tumors in vivo revealed no changes between untreated and 

treated mice, as well as direct assays of CK2 activity. 

 Determining differences between the in vitro and in vivo environment should be taken into 

account when evaluating new druggable compounds for preclinical GB. Desirable 

characteristics regarding solubility, partitioning coefficient and safety must be considered 

when choosing suitable candidates for preclinical evaluation. At this moment, we decided 

that TDB was not a suitable compound to proceed with further studies until improvement 
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in its bioavailability and arrival to tumor with target validation was improved, even though 

in vitro results were excellent. 
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4.2 What is behind treatment success. Exploring the potential of 

immunogenic signals triggered by TMZ, CX-4945 and TMZ+CX-4945 in 

GL261 cultured cells. 

Specific goals:  gain more insight about the single and combined treatment of TMZ and CX-

4945 (CK2 inhibitor) in GL261 cultured cells, having in mind the satisfactory results obtained 

with in vivo treatment in GL261 tumor-bearing mice. To characterize their cytotoxic/cytostatic 

effect and production/release of immunogenic cell damage signals in vitro. This should help to 

better understand and explain the basis of the combined treatment opening the door for 

future optimization.   

Furthermore, the combined Immuno-Enhanced Metronomic Schedule treatment (every 6 days 

as described by others [84, 93] and by us [85, 191]) of TMZ and CX-4945 has demonstrated 

better survival rates compared to single TMZ metronomic treatment [85] (54.7 ± 11.9 days in 

the combined treatment vs 38.7 ± 2.7 days in the TMZ single treatment). On the other hand, 

the metronomic administration of CX-4945 itself only produced a discrete, although significant, 

survival improvement (untreated control: 22.5 ± 1.2 days and CX-4945: 24.5 ± 2 days, Figure 

31). This proved that a synergistic combined action of TMZ and CX-4945 was taking place, 

provided the IMS treatment protocol was followed, producing better results than each 

therapeutic agent in single administration. We wondered whether these two drugs were able 

to produce additive/complementary immunogenic cell death or damage (see section 1.2.3.1 of 

introduction), which would trigger host immune system elicitation and, ultimately, improve 

outcome of treated animals. For that, in vitro studies were performed with GL261 cultured 

cells and release/exposure of DAMPs was assessed, as well as their potential of inducing cell 

death. 
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The following Table 7 summarizes the different experimental conditions applied to the 

assessment of viability, synergism, cytotoxic potential and DAMPs release/exposure. 

 MTT Trypan 

Blue 

PI CRT exposure ATP release HMGB1 release 

Therapeutic 

agent 

Conc. range (µM) Conc. 

(µM) 

Time 

(h) 

Conc. 

(µM) 

Time (h) Conc. 

(µM) 

Time 

(h) 

TMZ 31-4000 500-4000 500-4000 2000 24 2000 12-18-24 2000 48 

CX-4945 12.5-2000 25-100 33-150 25 24 100 12-18-24 100 48 

TMZ + 

CX-4945 

250-1500 

16-100 

 250-1500 

16-100 

2000 

25 

24 2000 

100 

12-18-24 2000 

100 

48 

Doxo    50 24   50 48 

Table 7: Summary of the experimental conditions (concentration and time range) used for DAMPs 

release assessment and cytotoxic potential  

 

4.2.1. TMZ effect in GL261 cultured cells 

TMZ is an alkylating agent and the current standard chemotherapeutic for GB treatment. 

Although this agent is widely used in the clinical pipeline, and its mechanism of action is 

known, its overall effect on cells has not been fully understood yet and can be complex. 

Cellular viability was evaluated after 24, 48 and 72h of TMZ treatment (at concentrations 

ranging 15-8000 µM) by MTT viability assay (Figure 32A). Even at high TMZ concentrations (in 

the milimolar range, up to 4mM) the maximum viability reduction was of 50%, in agreement 

with results previously described by us in [85]. Significant differences in viability were found at 

2 and 4 mM after 24h of treatment (25-30% viability reduction compared to vehicle treated 

cells). After 48h of treatment, the cellular viability was significantly diminished at 0.5, 1, 2 and 

4 mM. The calculated IC50 according to MTT results from four independent experiments was 

5.57 mM after 72h of treatment, whereas the EC50 was 1.72 mM (see Section 3.1.4 for details). 

This value is indeed higher than what we have found in [85], although the method used for 

viability estimation was not the same and the number-range of overall concentrations 

measured was also modified, which can influence the EC50 estimation, according to [220]. 

 

Figure 31: Kaplan-Meier 

survival curve of GL261 GB 

tumor-bearing mice treated 

with different therapeutic 

approaches in metronomic 

schedule (every 6 days)  

Survival Kaplan-Meier curve for 

metronomic CX-4945 treated mice 

(n=6, blue line) metronomic TMZ 

treated mice (n=6, red line) CX-4945 

and TMZ metronomic treated mice 

(n=6 green line) and control mice 

(n=6 black line). From [85]. 
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According to MTT results and the obtained IC50, GL261 cells display a behavior extremely 

resistant to TMZ treatment. However, MTT is not totally accurate since it is based only in the 

activity of one mitochondrial enzyme which is suggestive but not always indicative, of cell 

death [221]. 

To elucidate whether TMZ produces cytostatic or cytotoxic effect in GL261 cells, TMZ-treated 

cells during 24, 48 and 72 hours at concentrations 0.5, 2 and 4 mM were stained with Trypan 

Blue and counted (Figure 32B). The number of living cells significantly decreased after 48 and 

72h of treatment at every concentration analyzed (0.5, 2 and 4 mM) whereas no significant 

changes were found in the dead cell counting, except at 2 mM when the number of dead cells 

was significantly lower compared to control cells. This result may be due to the spontaneous 

cell death occurring in the control cells, whose total cell number is much higher than the 

number of treated cells. Taking this into account, the absolute number of dead cells in the 

control may be higher in comparison with the treated cells. Due to the relevant differences in 

total and living cell counting in the different conditions studied, the absolute number of dead 

cells may not be the best parameter to elucidate if a drug is producing cytotoxic effect. The 

percentage of dead cells can be more useful for that, since it relates the number of dead cells 

and the number of total cells. After 48h, the percentage of dead cells at 2 and 4mM increase 

from 3 to 8% and after 72h. the percentage of dead cells at 4mM reached values as high as 

27%. This may indicate that TMZ has indeed some cytotoxic effect at 4mM. However, we 

should also take into account that the concentration values that would be reached after in vivo 

administration (250 µM, according to [222], also in agreement with the range described in  

[223])  is much lower than 4 mM .  

TMZ-treated cells were also stained with propidium iodide (PI) and analyzed by flow cytometry 

after 72h of treatment at 0.5, 1, 1.5 and 2 mM (Figure 32C). A decrease in living cells was 

found at 1, 1.5 and 2 mM. The percentage of dead cells increased from 6 to 10 % in cells 

treated at 0.5 mM. Although this difference is statistically significant, it may not be enough to 

characterize TMZ as a cytotoxic agent.  
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Figure 32: Summary of cell viability/cell death assessment in TMZ -treated GL261 cells  
A) Time course GL261 viability after TMZ treatment evaluated by MTT assay. TMZ concentrations ranged from 31 

to 4000 μM (n=8 for every condition after 24 and 48h and n=12 for 72h). B) Total living and dead cells number and 

percentage of dead cells evaluated by Trypan Blue exclusion assay after TMZ treatment (n=2-3 for every 

condition). C) Living cells and percentage of PI positive cells (dead cells) evaluated by flow cytometry after 72h of 

TMZ treatment (n=3 for every condition). Histogram shows PI staining in TMZ treated cells. For all instances, 

mean ± SD are shown. More details about flow cytometry analysis in section 3.1 4 *, Δ and θ indicate statistical 

significance according to Student's t-test comparing treated and control cells. 
 

Surprisingly, the calculated IC50 according to Trypan Blue and Flow Cytometry results after 72h 

of treatment was much lower than the IC50 calculated with MTT assay (see summary in Table 

8), being 254 μM for calculation with Trypan Blue values and 572 μM for calculation with Flow 

Cytometry values. Trypan Blue and PI evaluate the ability of active staining extrusion requiring 

energy, or cell membrane integrity, which are more reliable signs than assuming that the 

malfunction of a mitochondrial enzyme such as MTT is unequivocal sign of cell viability 

although it can be true in most situations. However, a small range of different concentrations 

was used to calculate IC50 in Trypan Blue and Flow Cytometry analysis, and also the lowest 

concentration used (0.5 mM) already produces a big effect on cellular viability (more than 50% 

of decrease in the case of flow cytometry), leading to a lack of “low-effect” measured values, 

which can influence in these estimations [220]. These two facts could ultimately lead to some 

inaccuracy in the estimation of this parameter.  



87 
 

These results taking together suggest that TMZ has a cytostatic rather than cytotoxic effect in 

GL261 cells in vitro at concentrations relevant for in vivo at relevant therapeutic used (ca. 

250μM). The discrepant results obtained with MTT in comparison with Trypan Blue and Flow 

Cytometry lead us to deduce that MTT may not be the best choice for calculating quantitative 

parameters such as IC50. However, MTT assay allows high throughput analysis in a short time 

frame, being useful to perform preliminary screenings for rough estimations of drug effect. 

TMZ 

IC50 (μM) MTT Trypan Blue Flow Cytometry 

24h  319.7  

48h  504  

72h 5570 254 572 

EC50 (μM)    

24h  805.7  

48h  569.6  

72h 1720 263.9 -* 

Table 8. Summary of IC50 and EC50 calculated values for TMZ 

*It was not possible to calculate EC50 with Flow Cytometry results due to the lack of enough concentrations. Still, the 

most used value to evaluate the potency of a drug is IC50 rather than EC50 .The parameters obtained by MTT assay 

are much higher than the obtained by the other techniques, suggesting that MTT assay may not be reliable enough 

for these estimations. Values calculated with GraphPad Prism software.  

4.2.2 CX-4945 effect in GL261 cells  

CX-4945 is an ATP-competitive inhibitor of CK2 that is currently being evaluated in clinical trials 

for cancer treatment (see section 1.4.3). CX-4945 has been shown to inhibit pro-survival 

pathways and to decrease cell migration and invasiveness in different GB cell lines [110]. 

Moreover, is ableto significantly increase GL261 tumor bearing mice survival when combined 

with TMZ in a metronomic schedule and was also proven to decrease GL261 cultured cells 

viability [85].  

Indeed, CX-4945 significantly reduced GL261 cell viability in this Thesis after 72h of treatment 

according to MTT assay (Figure 33A) down to 0% viability. Having in mind discrepancies 

between MTT and other assays such as Trypan Blue or PI, the same approach used for TMZ 

was applied. CX-4945-treated GL261 cells were collected and Trypan Blue assay performed 

(Figure 33B). The number of living cells decreased significantly after 24h of treatment and this 

effect in living cell reduction was higher at larger times of treatment. No differences were 

found for total dead cell countings. Regarding the percentage of Trypan-blue positive cells, it 

was significantly higher after 48h of treatment at the highest concentration studied (100 μM), 

reaching an average value of 27% of dead cells. After 72h of treatment the percentage of dead 

cells was 21% at 50μM and 50% at 100 μM, although in the latest the difference in the 
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percentage of dead cells is not significant compared to untreated cells due to high dispersion 

of the results. 

To support Trypan Blue exclusion assay results, flow cytometry analysis was also performed 

with cells incubated with the vital dye PI. After 72h of treatment, the number of living cells was 

significantly reduced (Figure 33C) and the average percentage of dead cells was 19, 26 and 

32% at 50, 100 and 150 μM respectively (non-significant at 100 μM due to values dispersion). 

The graphical representation of PI positive and negative cells is shown in Figure 33C. 

 

Figure 33: Summary of cell viability/cell death assessment in CX-4945-treated GL261 cells  

A) GL261 viability after 72h of CX-4945 treatment assessed by MTT. CX-4945 concentrations ranged from 12.5 to 

2000 μM (n=4 for every condition). B) Total living and dead cells number and percentage of dead cells evaluated by 

Trypan Blue exclusion assay after CX-4945 treatment (n=3 for every condition). C) Living cells and percentage of PI 

positive cells evaluated by flow cytometry after 72h of CX-4945 treatment (n=3 for every condition). Histogram 

shows PI staining in CX-4945 treated cells. Living cells (PI negative) are represented in the green population while 

the red population stands for dead and membrane-compromised cells (PI positive). More details about flow 

cytometry analysis can be found in section 3.1.4. For all instances, mean ± SD are shown. * (p<0.05), Δ(p<0.01) and 

δ (p<0.001) indicate statistical significance according to Student's t-test comparing treated and control cells.  
 

Regarding the IC50 and EC50 values (Table 9), they also vary with the different techniques 

employed, although in this case, the variability was much smaller, as opposed to what was 

observed with TMZ results. The EC50 value is higher (33 μM) than the IC50 (20 μM) probably 

because even the lower concentration assayed (12.5 µM) already showed viability decrease to 

90% of control value, so the viability range used for EC50 estimation did not start in 100%. This 
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would mean that EC50 would be set at 45% (halfway between 90 and 0), which is a lower 

viability than the 50% used for IC50 estimation.  

 

CX-4945 
IC50 (μM) MTT Trypan Blue Flow Cytometry 

24h  147  
48h  23  
72h 20 23 7 

EC50 (μM)    
24h  37  
48h  22  
72h 33 23 20 

Table 9. Summary of IC50 and EC50 calculated values for CX-4945 

Results show that CX-4945 produces mainly a cytostatic effect reducing the number of living 

cells but, unlike TMZ, cytotoxic effect is also clearly observed when high concentrations and 

longer treatment times are employed (Figure 33). If we compare the hypothetical 

concentration of CX-4945 in vivo after oral administration as performed in [85], taking into 

account the pharmacokinetic parameters of absorption calculated in [217], the plasma 

concentration of CX-4945 would be 6.16 mM, much above than concentrations used for the in 

vitro experiments. We also need to take into consideration that the amount reaching the 

tumor could be much lower than the one found in plasma. Still, we could hypothesize that, at 

the concentration reaching the GL261 tumor, there be with a high probability a cytotoxic one 

(> 100 µM, 60 times lower than the predicted concentration in plasma). Therefore, CX-4945 

should produce a cytotoxic effect in the tumor cells, perhaps responsible for the synergistic 

effect shown when treating the GL261 mice in combination with TMZ in a metronomic 

schedule.  

4.2.3. CX-4945 and TMZ combined effect in vitro 

In previous work from our group, the combined CX-4945 + TMZ showed better results than 

single agent treatment both in vitro by MTT assay (combined treatment diminished viability 

4.5 fold in comparison with CX alone (3 fold) and TMZ alone (1.7 fold) [85]. In the same work, 

we showed that in vivo treatment of GL261 tumor-bearing mice with concomitant TMZ and 

CX-4945 in a IMS protocol (every 6 days) increased significantly mice survival time (from 39 ± 3 

days p.i. in TMZ-treated mice and 24.5 ± 2 days in CX-4945 treated mice to 55 ± 12 days in 

TMZ+CX-4945 treated mice). In order to check the nature of the combined effect of these two 

drugs in vitro, the Chou-Talalay method was applied [195]. 
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4.2.3.1 MTT viability assay and synergy assessment 

GL261 cells were treated with increasing concentrations of CX-4945 and TMZ for 72h (Figure 

22A) and cellular viability was assessed by MTT. Then, results were analyzed by the Chou-

Talalay method in order to determine whether the effect of the combined treatment were 

synergistic, additive or antagonistic.  

The relationship between drug concentration and reduced cellular viability is shown in the 

dose-effect curves (Figure 34A) for CX-4945, TMZ and CX-4945+TMZ treatments, in which the 

combined performance is clearly better than single effects. The median effect plots (Figure 

34B) for TMZ, CX-4945 and the combination of both drugs were plotted in order to obtain the 

parameters “m” (median effect dose) and “Dm” (Hill-type coefficient, see Annex I for details in 

calculation). These values were used to calculate the combination index (Table 10), which 

determined the type of effect of the combined treatment (synergistic, additive or 

antagonistic).  

 
 

Figure 34: A) Dose-dependent GL261 cell viability and B) median effect plots for CX-4945, TMZ and 

the combined CX-4945+TMZ treatment 

CX-4945 concentrations were 16, 33, 50, 66 and 100 µM and TMZ concentrations 250, 500, 750, 1000 and 

1500 µM. The value 1 (100% viability) was assigned to control cells treated with vehicle. Experiments were 

performed with n=4 and mean ± SD values are shown. The slope of each line (m) is Hill coefficient and the 

intersection with the x-axis is Dm, the dose necessary to obtain a Fu (surviving fraction) of 0.5. 
 

The combination index was calculated for every set of concentrations according to [195]. Table 

10 shows that, depending on the concentration, the effect of the drug combination can be 

either synergistic, additive or antagonistic. 

CX-4945 (µM) TMZ (µM) fa CI Result 

16 250 0.21 1.42 Antagonism 
33 500 0.32 1.09 Addition 
50 750 0.44 0.88 Synergy 
66 1000 0.47 0.83 Synergy 
100 1500 0.61 0.67 Synergy 

Table 10. CX-4945 and TMZ concentration, fraction of affected cells and combination index for the 
joint CX-4945 +TMZ treatment  
 The individual doses for CX-4945 and TMZ are also indicated.  The nature of the combined effect varied according to 
the concentrations used, with synergy being predominant at highest concentration values. 
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For the lowest concentrations, the combined effect is antagonistic, since the CI is higher than 1 

(1.42). Still, we need to take into account that the viability reduction at the lowest 

concentrations assayed is very small for all conditions. Moreover, for 500 µM of TMZ and 

33 µM of CX-4945, there is an additive effect, since CI is close to 1 (1.09). Regarding the higher 

concentrations studied the combined effect is synergistic, since CI is in every case lower than 1 

(0.88, 0.83 and 0.67). This agrees with our own in vitro results reported in [85], although with 

slightly different combination of concentrations (CX-4945 ranging 30-50 µM and TMZ ranging 

1000-1500 µM ). 

4.2.3.2. Assessment of cytotoxic/cytostatic effects 

Flow cytometry with PI-stained cells treated with TMZ, CX-4945 and the combination of both 

was performed in order to assess the cytostatic and/or cytotoxic potential of the combined 

treatment compared to individual treatments. The living cell counting was very similar when 

comparing CX-4945 treated cells and cells treated with the combination TMZ+CX-4945 

(maximum difference was 5.2% of living cells, non-significant). The percentage of dead cells 

was 26.6% ± 9.9 for CX-4945 at 100 µM and 29.6% ± 1.6 for the combination of both at the 

same concentration of CX-4945 combined with 1.5 mM of TMZ, suggesting a discrete, non-

significant synergistic effect of these treatments (Figure 35A), as already suggested by the 

calculated CI.  

 

Figure 35: Assessment of cytotoxic/cytostatic effect in GL261 cells treated with TMZ, CX -4945 and 

the combination of CX-4945 and TMZ. 

A) Living cells and percentage of dead cells after CX-4945, TMZ and CX-4945+TMZ treatments after 72h at 0.5, 1, 1.5 

and 2mM of TMZ and 33, 66, 100 and 150 µM of CX-4945 stained with PI and analyzed by flow cytometry (n=3 for 

each condition). B) Histogram showing the distribution of PI staining. Living cells (PI negative) are represent ted in 

green population while red population stands for dead and membrane-compromised cells (PI positive). More details 

about flow cytometry analysis can be found in section 3.1.4. For all instances, mean ± SD are shown. * = p < 0.05, ** 
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= p < 0.01 and *** = p < 0.001 indicate statistical significance according to Student's t-test comparing treated and 

control cells. 
 

4.2.4 Immunogenic cell death/damage signs triggered in GL261 cells in vitro under 

TMZ and CX-4945 treatment (single and combined treatment) 

The capability of CX-4945, TMZ and TMZ+CX-4945 to produce immunogenic cell death/damage 

and trigger the exposure or release of immunogenic signals was assessed in vitro. This would 

help to explain the beneficial results obtained with metronomic treatments in GL261 tumor-

bearing mice and to better understand the combined effects in vivo. Several immunogenic 

death signals are responsible for triggering an antitumor immune response [66]. Among them, 

the three most important and agreed ones are Calreticulin exposure, ATP secretion and 

HMGB1 release.   

4.2.4.1 Calreticulin exposure 

CRT is a chaperone normally localized in the ER. CRT is exposed early in the ICD cascade, in the 

pre and early apoptotic stages, acting as a potent “eat-me” signal [57]. CRT exposure was 

analyzed by confocal microscopy in untreated and TMZ (2mM), CX-4945 (25µM) and CX-

4945+TMZ (2mM + 25µM) treated GL261 cells after 24h of treatment. Doxorubicin (Doxo) 

treated cells have been described to trigger CRT exposure [63] and therefore, Doxo-treated 

cells were used as a positive control.  The CRT exposed in the plasmatic membrane of cells has 

been described to assemble itself in clusters in order to facilitate the binding to the APCs 

receptor CD91 [63]. In a first step, CRT would be transported by the ER Golgi transport [58] 

towards the plasma membrane, being first organized in a linear shape along the membrane 

and later it gets organized in the form of clusters or foci (Figure 36, white brackets and 

arrows).  
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Figure 36: CRT exposure in cell membrane 

of GL261 cells upon treatment 
Example of CRT exposure in different 
conformations. In the upper part, membranes 
are shown in red, nuclei in blue and CRT in 
green (or yellow due to the overlay with 
membrane). In the lower part, only the nuclei 
(blue) and CRT (green) are shown. In the left 
side, Doxo treated cells (50 µM, 24h of 
treatment) show a linear conformation of CRT 
exposure (green). In the right, TMZ treated cells 
(2mM, 24h of treatment) show a clustered CRT 
exposure. In the case of TMZ treated cells, 
nuclei were stained with Hoechst dye. For Doxo-
treated cells, blue staining corresponds to the 
autofluorescence of the Doxo itself, since Doxo 
prevents the union of Hoechst to the nuclear 
structures. White brackets and arrows point to 
lineal or clustered CRT, respectively 

In order to quantify the results obtained with confocal fluorescence microscopy, cells with no 

CRT signal in the membrane were considered negative (i.e. no exposure). On the other hand, 

positive cells were classified either as linear or clustered exposed CRT. The results from the 

quantification of total positive, linear and clustered exposed of CRT are shown in Figure 37.  It 

is worth mentioning that a large dispersion was observed in the number of CRT exposed cells 

in Doxo and TMZ treated samples, as it can be seen in the boxplots of Figure 37 and values did 

not follow a normal distribution. Accordingly, non-parametric tests were used to compared UT 

cells with the rest of the groups. The UT cells showed only a small percentage of CRT exposing 

cells (7.9 ± 13.5% in average for total CRT) which was considered as the basal CRT exposure of 

the GL261 cell line. Doxo-treated cells showed a higher percentage of CRT-exposing cells  (ca. 

4-fold change, 30.6 ±32.4% of cells) although the dispersion of values prevent to reach 

statistical significance. Thus, Doxo-treated cells were confirmed to be a suitable positive 

control for this experiment. 
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Figure 37: Boxplots for quantitation of total, linear and clustered CRT-exposing GL261 cells upon 

treatment 

The percentage of positive cells is shown (n=3-5 for each condition). All measurements were performed after 24h of 

treatment. The doses used were 2 mM for TMZ, 25 µM for CX-4945 and 50 µM for Doxo .The limits of the box 

represent quartiles 1 (Q1) and 3 (Q3) of the distribution, the central line corresponds to the median (quartile 2). 

Whiskers symbolize the maximum and minimum values in each distribution that are not above or below 1.5 times 

the interquartile range (IQR), which obtained by difference of Q3 and Q1. Outliers whenever present are marked 

with “o” (1.5 times IQR < value < 3.0 times IQR) or “*” (values higher than 3.0 times IQR, extreme outliers).  
 

Regarding TMZ-treated cells, a higher percentage of clustered CRT positive cells was found in 

comparison with UT with tendency to significance in the clustered form (p=0.056), suggesting 

that TMZ may indeed trigger CRT translocation to the membrane and the subsequent 

formation of clusters also in vivo. Moreover, CX-4945 single treatment only triggered CRT 

exposure in a small fraction of treated cells and it was not significantly different from the basal 

expression measured in untreated cells (average values even lower than UT cells). The 

combined CX-4945+TMZ treatment significantly improved the percentage of CRT-exposing 

cells in comparison with single treatments, especially in the linear form (20-fold change in 

comparison with CX-4945 alone and ca. 4-fold change in comparison with TMZ alone). 

Regarding the clustered form, the combined treatment outperforms the treatment with CX-

4945 alone (increasing from 0 to 7.0% exposing cells in average), but shows a slight decrease in 

comparison with TMZ-treated cells which presented an average value of 10.6% exposing cells. 

Representative images from confocal microscopy obtained with the different treatments are 

shown in Figure 38. In these representative images, we can observe that Doxo-treated cells 
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showed mostly linear exposure of CRT, whereas TMZ-positive cells expose CRT preferentially in 

clusters. The CX-4945+TMZ treated cells also expose linear CRT in their surface. 

 

Figure 38: Representative images of immunofluorescence of TMZ and Doxo -treated GL261 cells 

exposing CRT 

Immunofluorescence staining for all conditions. Nuclei were stained with Hoechst (except for Doxo treated cells 

which prevented Hoechst staining; instead, autofluorescence of Doxo is shown in blue) and membrane with Cell 

Mask Deep Red. In the left side, nuclei (blue) and CRT (green) are shown. In the right, membranes are shown in 

red, nuclei in blue and CRT in green (also yellow due to the overlay with membrane). All treatments were 

performed for 24h: TMZ (2 mM), CX-4945 (25 µM), TMZ+CX-4945 (2 mM, 25 µM) and Doxo (50 µM).  
 

4.2.4.2  ATP release 

Released ATP has been shown to stimulate the immune response as a short-range "find-me" 

signal and as a proinflammatory molecule by binding to P2Y2, P2X7 and P2 receptors found in 

dendritic cells (DCs) and monocytes [68]. In order to find optimal conditions in which treated 

cells may release ATP, the experimental design performed in [197] was used to assess ATP 

release in TMZ (2 mM), CX-4945 (100 µM) or CX-4945+TMZ (100 µM and 2 mM) treated cells. 

First, the viability of treated cells was assessed after short treatment periods. The aim of this 
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first experiment was to establish the dose and time of treatment in which 50% of cellular 

viability was achieved when compared to untreated cells to work in similar conditions as 

described in  [197].  

Cellular viability assessment after short times of drug treatment  

Cellular viability of GL261 cultured cells was assessed after 4, 8, 12 and 18h of CX-4945 

treatment as in  [197]. Viability after 24h treatment was also analyzed in order to get a time 

point suitable for comparison with  CRT analysis and Trypan Blue assays. Since TMZ needs a 

longer time to decrease cellular viability (Figure 35), it was added 24 hours before CX-4945 

treatment in the combined experiment. Therefore, viability was assessed after a total of 28, 

32, 36, 42 and 48h of TMZ treatment. 

Three different concentrations of CX-4945 (100, 200 and 300 µM) were used in these 

experiments. TMZ concentration used was 2mM, to be consistent with CRT exposure studies 

and also because at this concentration TMZ showed effects over cellular viability (after 48h of 

treatment TMZ significantly diminishes total living cells counting, Figure 35B).  

GL261 cell viability after TMZ, CX-4945 and CX-4945+TMZ treatments is shown in Figure 39. 

The shorter periods of treatment (4 and 8h) were discarded because only small effects (around 

5% of decrease) were observed in cell viability. The concentration of 100µM for CX-4945 was 

chosen because suitable viability decrease (50%) was achieved after 18h of treatment both in 

single and combined treatment. In summary, the experimental conditions chosen for ATP 

release analysis were 12, 18 and 24h of CX-4945 treatment at 100 µM. 

Assessment of ATP release after TMZ, CX-4945 and TMZ+CX-4945 treatment  

ATP content in the supernatant was measured with a luciferin-luciferase based assay. The 

procedure is explained in detail in the 3.1.8.3. section. Results show that CX-4945 and CX-

4945+TMZ treated cells released much higher amounts of ATP compared to UT and TMZ-

treated cells (Figure 40A).  

For CX-4945 and the combined CX-4945+TMZ treatment, all studied time periods presented an 

increase in ATP release which was significant (p<0.05) for all time points. However, the 

maximum difference in ATP release in comparison to UT cells was found at 12h treatment (ATP 

was found 37-fold higher for single CX-4945 treatment and ca 12-fold higher for the combined 

treatment) Lower results obtained with the combined treatment suggest that the combination 

with TMZ caused a 3-fold decrease in the overall ATP released although it was still significantly 

higher than UT cells. On the other hand, treatment with TMZ alone indeed decreased the 
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amount of released ATP (0.32 for UT vs 0.17nM for TMZ) although it was non-significant, with 

p>0.3 at all time points studied. This could be due to the production of a different 

immunogenic signal associated to ATP consumption or interference with the ATP release 

system in GL261 cells. 

 

 

Figure 39: GL261 viability with TMZ, CX-4945 and the combined treatment at short time periods.  

A) GL261 cells treated with CX-4945 at 100, 200 and 300μM for 4, 8, 12, 18 and 24h. TMZ was added at 2mM 

concentration for  CX-4945+TMZ treated cells, TMZ at 2mM was added 24h before CX-4945, so the total time of TMZ 

treatment was 28, 32, 36, 42 and 48h. *, Δ and θ indicate statistical significance according to Student's t-test 

comparing treated and untreated (UT), control cells. One symbol indicates p<0.05, two p<0.01 and three p<0.001. 
 

In addition, intracellular ATP was also measured and the estimated amount of ATP per cell is 

shown in Figure 29B. No significant differences were found among different treatments, 

suggesting that the evaluated treatments did not produce noticeable changes in the 

intracellular ATP content, but only in the amount of released ATP.  



98 
 

 
Figure 40: Supernatant release and intracellular ATP quantification in GL261 treated cells  

CX-4945 (100 µM), TMZ (2mM) and CX-4945+TMZ (100µM, 2mM) treated cells were evaluated. A) Supernatant 

content of released ATP. Mean ± SD are shown for n=6 for every condition. δ states for p<0.001 according to 

ANOVA test with Tukey's post-hoc comparisons with TMZ and UT cells. Single CX-4945 and joint CX-4945+TMZ 

treatment did not present significant differences between them. B) Intracellular ATP measured in GL261 treated 

cells. (n=3). Mean ± SD is shown, no significant differences were found. 
 

These results demonstrate that CX-4945 treatment triggers a relevant ATP release in GL261 

cells at every time point studied. The average of released ATP increases along time in GL261 

cells under single CX-4945 treatment: starting from the value measured after 12h, a 23% 

increase is seen at 18h of treatment and a 38% increase at 24h. Meanwhile, in the combined 

treatment, released ATP is 46% higher after 18h of treatment compared to 12h of treatment 

but decreases with respect to earlier time points after 24h of treatment.  

Cytotoxicity assessment after short treatment periods and its relationship with ATP 

release 

ATP is thought to be released either by active mechanisms in pre/ early apoptotic cells or by 

passive release in necrotic cells. We wondered whether ATP detected after treatments was 

being released by living or membrane-compromised cells, and to elucidate it, treated cells 

were incubated with PI and analyzed by flow cytometry in the same conditions mentioned in 

the previous section (Figure 41). 
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Figure 41: Cytotoxicity assessment after short treatment time periods in GL261 cells  

A) Living cells after CX, TMZ and CX+TMZ treatments, stained with PI and analyzed by flow cytometry. (n=3 for each 

condition). B) Percentage of dead cells after the indicated treatments. For all instances, mean ± SD are shown. *, Δ 

and θ indicate statistical significance (p<0.05) according Student's t-test comparing treated and control cells. 
 

As previously stated, the maximum amount of ATP released, in comparison with UT cells, was 

observed after 24h of CX-4945 treatment. The flow cytometry results after 24h of CX-4945 and 

CX-4945+TMZ treatments show a percentage of dead cells of 22.3 and 20.5% respectively, 

indicating that most of the remaining cells were still alive. Therefore, ATP might be probably 

released to the extracellular space by living cells through an active mechanism. 

However, having in mind the results obtained in vivo with CX-4945 treatment in GL261 GB 

tumor-bearing mice, it becomes clear that released ATP cannot be the only (neither the major) 

determinant immunogenic signal triggered in GL261 because CX-4945 produced only a small 

(although significant)  improvement in overall survival of tumor-bearing mice [85].  

4.2.4.3 HMGB1 release  

HMGB1 is known to be passively released by necrotic cells and be in charge of immune system 

activation against damaged cells. It is though that necrotic, membrane compromised cells, 

freely release the HMGB1 content of the nucleus into the extracellular medium. Accordingly, 

HMGB1 release was assessed in TMZ, CX-4945 and CX-4945+TMZ treated cells after 48h 

treatment.  The time of treatment is longer in this case, since HMGB1 is released by dead cells 

and it is not until this time point that dead cells are detected in large amounts according to our 

results (see Figure 33 and Figure 35). Doxo-treated cells were used as positive control since 

Doxo is known to trigger HMGB1 release [224]. 

Results show that only Doxo-treated cells release more HMGB1 in comparison with UT cells 

(Figure 42) (33.3 ± 12.8 vs 81.7 ± 22.2 ng/ml, p<0.05). Moreover, CX-4945 treatment seems to 

somehow impair the release of HMGB1, since the HMGB1 concentrations obtained for CX-

4945 and CX-4945+TMZ treatments are significantly lower than the obtained for UT cells. 
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Value found were 3.9 ± 5.4 ng/ml for CX-4945 alone and 1.1 ± 1.9 ng/ml for CX-4945+TMZ 

(p<0.05 compared to UT cells, but no significant differences were found comparing CX-4945 

solo treatment with the TMZ combination ( 

 

Figure 42). 

 

 

 

Figure 42: HMGB1 content in supernatant of 

control and treated GL261 cells  

HMGB1 content was analyzed by ELISA. (n=3 for each 

condition). Cells were treated for 48h at 2mM TMZ, 

100µM CX-4945 and 50µM Doxo.  

* indicates significance (p<0.05) according to 

Student’s t-test 

 

4.2.5 Discussion 

4.2.5.1 In vitro TMZ effect in GL261 cells 

In this chapter, TMZ effects regarding the decrease in total living cells counting and in the 

induction of cell death in the GL261 cell line were systematically analyzed. Although TMZ is the 

standard chemotherapeutic treatment for GB in the clinical pipeline, there is no clear 

consensus about the molecular mechanisms underlying its antitumoral effect. For instance, 

TMZ is described as a cytotoxic agent triggering different modalities of cell death, such as 

autophagy or apoptosis [17, 225]. On the other hand, a main cytostatic effect has been 

described for TMZ in high MGMT expressing GB cell lines, which are more resistant to TMZ 

effect [226]. In our experimental conditions, TMZ has demonstrated a cytostatic rather than 

cytotoxic effect in the GL261 cell line (Figure 32), confirmed by Trypan Blue assays and flow 

cytometry with PI stained cells. The maximum percentage of dead cells found was 29 ± 2.3 %% 

after 72h of treatment and at a concentration of 4 mM (Figure 32B). These results indicate that 

GL261 cells behave as TMZ death resistant cells, although its MGMT status is still unclear. 

Moreover, authors reporting TMZ-resistant GB cell lines [227] found IC50 values for TMZ in the 

same range (ca 454-871 µM vs 254-572 µM in this thesis) and percentage of apoptotic cells 

(2.4% after 24h of TMZ treatment at 800 µM vs 2.5% after 24h of TMZ at 500 µM in this 

thesis). 
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The MTT is a tetrazolium-based viability assay which measures the reduction of MTT (3-(4,5-

dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide) by the mitochondrial 

complex II/succinate dehydrogenase [228]. This assay is inexpensive, fast, easy and requires a 

small number of cells, being suitable for high throughput rough preliminary screenings. 

However, it is not free from over or underestimations of the cellular viability due to factors 

different from cellular viability such as inhibition of mitochondrial functions [221] which do not 

necessarily imply cell death. In this sense, although Trypan Blue is a more expensive and time-

consuming method, its results are thought to be more accurate and reliable regarding living 

and dead cell number estimation. Moreover, flow cytometry of PI stained cells can also be a 

reliable method for these estimations.  

In this chapter, inconsistent results regarding EC50/IC50 have been found for TMZ treated cells 

when its viability was measured by MTT (IC50 5.57 mM) compared to results obtained with 

Trypan Blue and Flow Cytometry (IC50 of 254 μM and 572 μM respectively after 72h of 

treatment). Since MTT results can be in some occasions inaccurate   the parameters obtained 

using Trypan Blue and Flow Cytometry results were considered as the most reliable. The 

difference in the IC50 obtained by Trypan Blue and Flow cytometry may be due to the lack of a 

concentration lower than 500 μM in the protocol used. Indeed, IC50 would be more suitable for 

direct comparison of agents having such different range of effects in viability. Thus, the results 

obtained in this chapter agree with results published by other authors in the GL261 cell line, 

with IC50 values   ranging between 100 and 500 μM [225, 229].  

4.2.5.2 CX-4945 effect in vitro  

The CK2 inhibitor CX-4945 is a potent drug that decreases significantly the living cell counting 

in GL261 treated cells (Figure 33). As expected, low IC50 values were obtained, one order of 

magnitude lower than TMZ (see Table 9 and Table 8 respectively). For CX-4945 treatment, the 

IC50 calculated with MTT and Trypan Blue results after 72h of treatment was similar, around 

20 μM in both cases.  However, the IC50 calculated with flow cytometry data was lower (6.8 

μM). Still, these differences can be attributed to the lack of lower drug range concentrations in 

the flow cytometry analysis. 

Regarding the cytotoxic potential of this inhibitor in GL261 cells, the percentage of dead cells 

found was 26.9 ± 7% after 48h and 50 ± 34 % after 72h of treatment (Figure 33). These results 

agree with authors in [230], in which a similar percentage of dead cells was found in different 

acute lymphoblastic leukemia cell lines, showing the cytotoxic potential of CX-4945 in these 
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cells. In our case, results suggest that indeed CX-4945 may have a cytotoxic effect on GL261 

cells at the concentrations studied, especially the highest ones. 

4.2.5.3 Combined effect of TMZ and CX 

TMZ and CX-4945 had been described by us to produce a synergistic effect in vitro and in vivo 

both in the GL261 cell line and with GL261 established tumors [85]. However, a systematic 

analysis and quantitation of this effect was still missing and it was addressed in this thesis. 

Accordingly, the combined effect of these drugs was analyzed by the Chou-Talalay method, an 

approach described to be useful for this purpose  [195] and it was demonstrated that, at the 

highest concentrations studied, CX-4945 and TMZ indeed exert a synergistic effect on GL261 

cell viability.  

CX-4945 inhibits the PI3K/Akt pathway, among others, through the inhibition of CK2 [110]. On 

the other hand, TMZ administration has been described to hyperactivate the PI3K/Akt pathway 

as a stress-related response [226]. Accordingly, TMZ was described to produce a synergistic 

effect when used in combination with PI3K/Akt/mTOR inhibitors, increasing the survival of 

xenograft mice with pituitary adenomas [231]. Since CK2 inhibition has been described to also 

inhibit PI3K/Akt pathway [114], CX-4945 could compensate the hyperactivation of PI3K/Akt 

pathway triggered by TMZ. Therefore, one of the possible explanations for this synergistic 

effect of both drugs in vitro could be the compensatory effect on the PI3K/Akt signaling, 

although further confirmation would be needed to clarify and complete this information. 

4.2.5.4 ICD signals 

Previous results from our group in GL261 GB tumor treatment showed that the use of a 

regularly spaced, every 6 day metronomic administration (the IMS, see section 1.3.1.5) of 

therapy resulted in improved survival of tumor-bearing mice ([85], Figure 31), especially for 

TMZ and the combination TMZ+CX-4945. The IMS for TMZ administration demonstrated 

improved survival in comparison with the previously described TMZ non-metronomic 

treatment used by us ([98, 188] and unpublished data), although without significance (39 ± 3 

days, n=6 vs 34 ± 12 days, n=38, respectively). These results confirmed that TMZ was an 

effective drug for GL261 GB treatment, even better when an immune cycle respectful cycle 

was applied, and that CX-4945 could enhance the effect of TMZ when administered in 

combination (55 ± 12 days overall survival). However, only small improvement in mice survival 

was appreciated in single metronomic administration of CX-4945 (24 ± 2 days vs 22 ± 1 days for 

control mice), in disagreement with in vitro results in this chapter (Figure 32 and Figure 33). 
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For example, CX-4945 proved to have a much more potent effect in vitro in GL261 cultured 

cells (IC50 of 20 μM) than TMZ (IC50 254 μM).  

Yet it is true that these drugs presented synergistic effects when combined in vitro, it does not 

fully explain the results obtained in vivo with the combined treatment, especially having in 

mind the poor results obtained with the non-metronomic approaches, in which the addition of 

CX-4945 reverted the beneficial effects of TMZ (17.8 ± 2.8 days for mice treated with TMZ+CX-

4945 vs. 19.8 ± 1.5 days for control mice, [85]). These findings suggest that something different 

than the direct tumor cell killing is leading to an  increasing survival in TMZ and TMZ+CX-4945 

treated mice studied in [85]. 

In this line of thought, Wu et al  [84] reported that the alkylating agent CPA can induce the 

host immune system recruitment through immunogenic death of tumor cells, when 

administered in an every 6-day cycle. The cells of the host immune system may be attracted 

through the exposure and emission of DAMPs and after that, tumor cell killing would take 

place as described in section 1.2.1. The improved outcome of the combined treatment when 

the schedule switched to IMS, even when administering lower overall doses of therapeutic 

agents, lead us to hypothesize that host immune system recruitment could be taking place. 

Accordingly, we wanted to evaluate the exposure and emission of DAMPs in TMZ, CX-4945 and 

TMZ+CX-4945 GL261 treated cells in vitro, in order better explain the results obtained in vivo in 

[85].  

Calreticulin 

CRT exposure is one of the most widely characterized "eat-me" signals which elicit the host 

immune system. CRT binds to the receptor CD91 found in dendritic cells and macrophages, 

enabling the processing of tumor antigens [58]. Authors in [20] have demonstrated that TMZ 

at 100, 200 and 400 µM can trigger CRT exposure in GL26 cells glioma plasma membrane, 

observed through flow cytometry analysis. In our experimental conditions, TMZ-treated GL261 

cells (2mM) triggered CRT exposure mainly organized in clusters (Figure 36). This cluster 

configuration of CRT has already been described by other authors [232, 233]. On the other 

hand, GL261 cells upon CX-4945 single treatment (25 µM) do not present significant 

differences in CRT exposure in comparison with controls. However, cells treated with the 

combined treatment (25 µM CX-4945 + 2mM TMZ) do expose CRT in their surface (Figure 36), 

even in a higher percentage of cells in comparison with single TMZ treatment (Figure 37). This 

would agree with the results obtained in vivo [85], although a further confirmation with the 
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same approach in GL261 GB tumor samples of treated animals would be needed for fully 

validating the in vitro findings.    

Moreover, CX-4945 has been described in several publications to trigger ER stress in various 

types of cells such as T-cell lymphoblastic leukemia and retinal pigment epithelial cells [230, 

234]. This ER stress could help enhance the immunogenic cell death mechanisms, although 

CRT exposure was not detected in the conditions investigated by us, which could contribute to 

the synergistic effect of TMZ and CX-4945 treatment in vivo in GL261 GB tumor-bearing mice 

(Figure 31). 

ATP 

ATP release is one of the main immunogenic signals required to elicit the host immune system. 

The presence of ATP in the tumor microenvironment stimulates the purinergic receptors P2Y2 

and  P2X7 receptors on DCs and macrophages, stimulating the recognition of antigens, the 

phagocytosis of tumor cells and the differentiation of CD8+ T cells [71]. In this thesis, and for 

the first time to its author´s knowledge, CX-4945 treatment was shown to produce a massive 

release of ATP after treatment. After 12h of treatment, CX-4945 treated cells release in 

average, 37 times more ATP than control cells (11.7 vs 0.32 nM). In addition, it was also shown 

that in the combined administration of TMZ and CX-4945, TMZ does not prevent ATP release, 

although the final amount of released ATP (3.9 nM) is lower than the observed with CX-4945 

single treatment. Even so, the amount of ATP released by TMZ+CX-4945 treated cells is still up 

to 9-fold higher than UT cells, highlighting the boosting effect of CX-4945 to induce 

antitumoral immunogenicity.  Since ATP release is one of the most important "find-me " 

signals that attract immune cells to the tumor site, this study postulates CX-4945 as a pro-

immunogenic drug when combined with a per se immune stimulating drug, as TMZ [85]. 

ATP plays a role in the immunogenic cell death/damage when its accompanied by other 

immunogenic signals, such as CRT or HMGB1 but when ATP it is the only immunogenic signal 

triggered, it could have an opposed immunosuppressive and even protumorigenic effect [235]. 

This could explain why CX-4945 single treatment in GL261 tumor-bearing mice did not improve 

their survival. In contrast, the synergistic effect seen in the CX-4945+TMZ combined treatment 

would indicate that the extracellular release of ATP enhances the anti-tumoral immune 

response when combined with a per se immunogenic treatment, such as TMZ (Figure 31). Still, 

the work of Zheng et al [110] showed an increased survival in xenograft mice triggered by CX-

4945 treatment, this may be due a non-immunogenic related effect of CX-4945 since it was 

shown in immunocompromised mice, or, alternatively, an effect mediated by innate immune 
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system cells, i.e. natural killer and macrophages, some of them increased in 

immunocompromised mice [91].  

Furthermore, ATP has been described to be either passively released by necrotic cells [58] or in 

an active way via lysosomal exocytosis by autophagy-dependent mechanisms [236]. Flow 

cytometry results (Figure 41) show that CX-4945 and TMZ+CX-4945 treated cells which 

released ATP may be probably living, PI negative cells, indicating that ATP release may happen 

by active mechanisms that could be related to autophagic cell death. Accordingly, with this 

proposal CX-4945 treated cells were described by others to undergo autophagic cell death 

[170]. 

HMGB1 

Passive release of HMGB1 from necrotic tumor cells is one of the hallmarks of ICD [66]. In our 

experimental conditions, neither TMZ nor CX-4945 treated cells showed enhanced HMGB1 

release in the studied conditions. In fact, HMGB1 release was significantly lower in CX-4945 

treated cells. This makes sense since CX-4945 has been described to produce autophagic, but 

not necrotic, cell death [170]. Moreover, released HMGB1 has been described to induce both 

pro- and anti-tumorigenic activities, depending on the redox state of HMGB1 [66]. In our 

study, only total HMGB1 content was analyzed in the supernatant, and this approach did not 

provide information on HMGB1 redox state, which could be relevant to tackle in future work.  

4.2.5.5 Timing in therapy administration: when are immunogenic signals produced? 
Although our results of ICD signals were obtained only for in vitro conditions, we could 

hypothesize that similar situations are produced in vivo. In this sense, it is fair to assume that 

the beneficial effects in overall survival of tumor-bearing mice with IMS-administered TMZ 

were at least partly due to the immunogenic action triggered by CRT exposure. The 

antitumoral response was further enhanced with the immunoattractive action of the ATP 

released triggered by CX-4945 in the joint therapeutic treatment. Finally, ATP release alone 

does not seem to be sufficient to trigger an effective antitumoral immune response (Figure 

43). 
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Figure 43: Comparison between in vitro emitted DAMPs and in vivo survival of GL261 tumor-

bearing mice under TMZ, CX-4945 and TMZ+CX-4945 combined treatment 

 

However, there are differences between the in vivo therapy administrations that are not 

straightforward to emulate in vitro and could have an influence in the extrapolation of results. 

In the in vitro treatment, the whole amount of added therapeutic agents are constantly in 

contact with all available tumor cells. On the other hand, in the in vivo treatment, each agent 

has its own bioavailability and pharmacokinetics profile, (maximum peak of TMZ after 0.5h, 

half-life ca. 1h [223], and maximum peak for CX after 1.5h, half-life ca. 10h [217]). Also, 

differences in perfusion rates between tumor zones could have an influence in therapeutic 

agents’ arrival. Finally, it is worth noting that the in vivo administration of the therapeutic 

agents was done at different hours for TMZ and CX-4945 (split into two doses): the first CX-

4945 dose was performed at 8 am, TMZ was administered at 2 pm and the second CX-4945 

dose at 8 pm. Accurate investigation of DAMPs produced at different (and short) times in vivo 

may be needed to check if the drug administration hours and timing could be further improved 

to maximize the immunogenic signals co-release/ exposure.  

4.2.5.6 Final remark: could we noninvasive assess the immune system action within 
tumors? 
Having in mind a) the relevance of the immune system participation in the response to therapy 

described in the introduction (section 1.2), b) the length of the immune system cycle in mice 

[237], c) the immunogenic potential of therapeutic agents used in this thesis and shown in this 

section and d) the improved survival observed in GL261 GB tumor-mice treated with the IMS- 
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immune system respectful schedule, it is sensible to expect that relevant molecular/cellular 

changes will take place every 6-7 days, after each therapeutic cycle. Previous longitudinal data 

from our group described in [37] support this hypothesis, in which an oscillatory behavior in 

the therapy response imaging biomarker (see also section 1.5.4) was observed. Still, work in 

[37] was performed with a non-optimal TMZ administration schedule and essentially centered 

in validation rather than in longitudinal observation. Our next step was to extend the 

application of the noninvasive assessment of therapy response in GL261 GB tumor-bearing 

mice under IMS (the immune system respectful schedule) therapy administration, in order to 

confirm the oscillatory behavior of the therapy response imaging biomarker, which should be 

reproducible to validate its consistency.  

4.2.6 Conclusions 

 TMZ has a predominant cytostatic effect, rather than cytotoxic, in the GL261 cell line in 

culture, even with high concentrations (i.e. 2mM) are used in in vitro treatment. These 

concentrations would well be above the blood concentrations achieved after a regular dose 

in preclinical or clinical patients. The modest in vitro effect of TMZ, in contrast with 

satisfactory results presented in vivo, suggests that other effects than the DNA alkylation 

potential are taking place in vivo. Those could be related to the immunogenic cell death 

triggered by TMZ. 

 In our hands, the MTT method has proved less reliable than other methods for assessing cell 

death such as Trypan Blue or PI-stained cells analyzed with flow cytometry. Recalculation of 

IC50 values with Trypan blue and cytometry results as input, reconciled the calculated values 

in this work (254 µM for Trypan Blue and 517 µM for Flow Cytometry) with literature values 

described for the GL261 cell line (400 µM in [157]) which is in agreement with our results.  

 CX-4945 was confirmed as an effective CK2 inhibitor in the GL261 cell line in culture with an 

IC50 of 23 µM after 72h treatment. In addition, CX-4945 proved to have a variable effect 

according to the concentration, with low range concentrations (25-33 µM) producing mostly 

a cytostatic effect and high range concentrations (ca 100 µM) presenting cytotoxic effect 

(35% of dead cells at 150 µM after 72h). However, its single administration in vivo to GL261 

tumor-bearing mice produced only small improvements in survival. 

 Regarding synergistic/antagonistic action of CX-4945 and TMZ calculated with in vitro results 

through the Chou-Talalay method, the effect of the combined treatment was variable 

according to the concentrations studied. Low range concentrations lead to an antagonistic 

behavior, whereas high range concentrations rendered a synergistic effect. However, it is 

worth remembering that these types of in vitro assays do not fully mimic the real 
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concentrations, residence time of drugs and immune system effects in in vivo tumors. A word 

of caution should be raised when interpreting drug combination results in vitro without 

preliminary data from in vivo preclinical studies. 

 Regarding the DAMPs studied in this chapter: a) CRT exposure: TMZ-treated cells exposed 

CRT after 24h of treatment (23% of cells), mostly in the clustered form. Only 2% of CX-4945 

treated cells did expose CRT whereas the 49% of CX+TMZ treated cells did expose CRT, 

meaning that CX-4945 did not impair CRT exposure but could even enhance this effect. b) 

ATP release: cells treated with CX-4945, either alone or in combination with TMZ released 

high amounts of ATP.  TMZ alone did not trigger differential ATP release in comparison with 

untreated cells. c) HMGB1 release was not shown neither in TMZ, CX-4945 nor in CX-

4945+TMZ treated cells. Indeed, CX-4945 treatment seemed to impair HMGB1 release. 

 One important summary conclusion is that rather than assessing how many cancer cells 

drugs are able to kill, we should ask ourselves if drugs produce the right immunogenic signal 

combination in order to attract and enhance host immune system participation in cell killing. 

Still, along the same line of thought, we should avoid hitting patients with treatment during 

periods that could hamper immune system priming and amplification, which could produce a 

worse outcome, even with potent cancer cell killing agents.  
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4.3 Multi-slice MRSI-based volumetric analysis of therapy response 

assessment in metronomic (IMS) TMZ treatment of GL261 tumors in 

vivo 

Specific goals:  to confirm and expand previous results from our group regarding the 

noninvasive assessment of response to therapy through MRSI followed by pattern recognition 

techniques and nosological maps generation, resulting in surrogate imaging biomarkers of 

response. Previous results from our group suggested that changes observed in the MRSI 

spectral pattern features in tumor-bearing mice under therapy could be related to the local 

action of the host immune system, although those observations were based on a non-optimal 

TMZ administration schedule (non-metronomic). Provided that the previous chapter confirmed 

the potential of TMZ and CX-4945 for producing immunogenic cell death, probably followed by 

immune system elicitation, we should expect that our system would be able to observe these 

changes in an optimized administration schedule focused in enhancing immune system 

participation (IMS, Immune-Enhanced Metronomic Schedule, [85, 191]). 

In section 1.5 of the introduction, the added value of metabolomic information in therapy 

response assessment was explained, as well as the development of an MR-based biomarker for 

therapy response in preclinical GL261 GB. This biomarker was based in pattern recognition 

analysis of MRSI data acquired and it will be used as the basis of the work developed in this 

section. MRSI signal provides rich metabolic information that can be automatically categorized 

by PR techniques allowing to generate nosological maps of therapy response. In the semi-

supervised source analysis (see section 1.5.4), paradigmatic spectra (or source spectra) are 

extracted from a training, well characterized group, corresponding to (1) normal tissue, (2) 

responding, slow proliferating, tumors and (3) non-responding, actively proliferating, tumors.  

These sources are used for comparison when new data is analyzed, and the predominant 

component is calculated for each input. The results are then displayed in the form of 

nosological maps, color-coded maps which represents the spatial distribution of the 

classification. The final color of each voxel is determined by the main contribution to its 

pattern. Spectra with a major contribution of normal tissue pattern appear in blue, the active 

proliferating GB is shown in red, while spectra from tumor responding to treatment is shown in 

green and undetermined tissue is shown in black.  

In this chapter, three GL261 GB tumor-bearing mice treated with TMZ using the IMS 

administration protocol described in [191] are presented. In the longitudinal studies 
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performed, mutislice MRSI explorations acquired every 2 days, followed by nosological imaging 

calculation obtained through semi-supervised source analysis were performed [37, 98].  

In the aforementioned work with multi-slice MRSI exploration [37], the evolution of response 

to therapy was monitored in GL261-tumor bearing mice treated with TMZ in a 5+2+2 therapy 

schedule at 60mg/kg. This schedule consisted in TMZ administration during 5, 2 and 2 days 

interleaved with 3-day rest periods and was described in [98, 194], before switching to the IMS 

protocol. The aim of this chapter was to evaluate therapy response and tumor evolution by 

MRSI-based nosological images, in GL261 tumor-bearing mice treated with TMZ with the IMS 

protocol (every six days) at 60mg/kg and starting at day 11 p.i. (Figure 44). This administration 

schedule was described by others to trigger immune system activation in CPA-treated mice 

[84] and it was shown to produce  longer survival times (38.7 ± 2.7 days, n=6) compared to 

control mice (22.5 ± 1.2 days, n=6) [85], tending to better results in comparison with 5-2-2 

cycle (33.9 ± 11.7 days, n=38, [98] and unpublished results). 

 

Figure 44: Immune-Enhanced Metronomic Schedule (IMS) used for GL261 GB therapy in mice. 

TMZ therapy started at day 11 p.i. Number of cycles varied according to the response obtained, but was not higher 

than 8 (cumulative dose up to 480mg/kg), to avoid appearance of lymphomas as described in [191] 
 

4.3.1. Monitoring of body weight and welfare parameters 

The three mice studied were followed-up according to the supervision parameters for animal 

health status (Annex II) and weighted every two days. The score obtained in the supervision 

protocol determined endpoint for humanitarian reasons: at that point, animals in this series 

were euthanized due to welfare parameters. The Cxxxx notation corresponds to the internal 

research group unique mouse identifier code. In this case, the mice C1263, C1264 and C1270 

were studied. As it can been seen in Figure 26, TMZ-treated mice maintained satisfactory body 

weight during TMZ administration except by case C1270 that slightly descended below the 

20% weight reduction after the fifth cycle, when it was euthanized. 
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Figure 45: Body weight 

evolution of GL261 tumor-

bearing mice during TMZ 

treatment with IMS protocol 

Weight is expressed in %, assuming 

100% for the weight at day 0; dashed 

horizontal black line indicates the 

20% weight reduction point, below 

which animals must be euthanized 

due to welfare parameters. Dashed 

vertical yellow lines indicates the 

days of therapy administration. 

 

 

4.3.2 Tumor volume evolution 

The C57BL/6j mice were implanted with 105 cells of the glioma mouse line GL261 as described 

in the section 3.2.1. At days 7 and 11 p.i., high-resolution axial T2w MRI was acquired with the 

Bruker Biospec USR 70/30 (see section 3.2.4 for details) for tumoral volume assessment. The 

tumoral volumes were estimated by tracking the tumoral mass with Paravision 5.1 software 

(see section 3.2.4.3) and tumoral evolution for each individual mouse, as well as control mice 

evolution for comparison purposes, are shown in Figure 46. The tumor volume at therapy 

starting (day 11 p.i.) of the three mice investigated in this section was in average 6.0 ± 3.3 

mm3, similar to the average tumor volume of mice treated in [191] with metronomic TMZ at 

60mg/kg, which was 6.0 ± 1.2 mm3 at day 10 p.i. (p=0.97, no significant differences found 

between the tumor volume at the beginning of the therapy compared to previous results from 

the group).  

 

Figure 46: Tumor volume evolution 

for control, vehicle treated (n=3) and 

TMZ-treated GL261 tumor-bearing 

mice (n=3) (IMS protocol) 
Tumor volumes were measured every 2 
days starting at day 6 p.i.  

 

4.3.3 Survival rate 

In order to confirm that TMZ treatment with the IMS administration has a positive impact in 

the survival of GL261- bearing tumor mice, a Kaplan-Meier curve has been elaborated 

comparing the survival rate of control, vehicle treated (n=3) and TMZ-treated mice (n=3) 
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(Figure 38). The average survival rate for control mice was 22.5 ± 3.0 days whereas the TMZ-

treated animals survived 42.0 ± 5.0 days (p<0.05 according to Log Rank (Mantel-Cox) Test), in 

line with results described in [85] in which IMS protocol for TMZ treatment overperformed the 

previously described 5-2-2 administration protocol [98].  

 

Figure 47: Kaplan-Meier survival curves 

for IMS TMZ-treated mice (n=3) and 

control mice (n=3). 
Statistical differences were found between 
groups according to Log Rank test (p<0.05).  

 

Furthermore, the average tumor volumes prior to treatment (at day 10 p.i.) were comparable 

between  the control and TMZ-treated mice and no significant differences were found 

between groups (p>0.05). In few particular cases, the tumoral volume was not measured 

exactly at day 10 p.i., due to scanner schedule reasons. In these cases, the tumoral volume at 

day 10 p.i. was extrapolated using the tumoral volumes from prior and later days and the 

doubling time equation (Equation 3) from [100]. 

   
           

   
  
  

 
               (Equation 3) 

 

4.3.4 MRSI analysis: tumor responding index calculation along treatment 

A longitudinal study was performed with the three TMZ-treated GL261 tumor-bearing mice 

(C1263, C1264 and C1270) and one control mouse (C1261) is also shown for comparison 

purposes. Mice were studied every two days by 3D like, multi-slice MRSI until endpoint in 

order to follow up metabolomic pattern changes along time and calculate the tumor 

responding index (TRI, see section 3.2.4.3 and [37]) at different longitudinal protocol time 

points. The starting of MRSI explorations was conditioned by the measured tumor volume. 

According to our experience and also data described  by our group in  [191], tumor volumes 

below 20 mm3 are not properly segmented by MRSI, and this was the cut-off point to start 

MRSI acquisitions.  
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After TRI calculations, data were classified in arbitrary categories as described in section 

3.2.4.3 and [37] according to the detected response level:  high response cases (HR) and 

intermediate response cases (IR). Two out of three of the TMZ-treated cases analyzed were 

categorized as HR (C1264 at days 19 and 23 p.i. and C1270 at days 27, 29 and 33 p.i.), while the 

third case (C1263) was classified as an intermediate response (IR) case, although the maximum 

percentage of green tumor pixels was 63% at day 19 p.i. (close to the 65% boundary 

established to classify a case as HR).  A more detailed description of each individual mouse 

evolution can be found below. 

4.3.4.1. Case C1263  
This tumor-bearing mouse was analyzed by T2w MRI and multi-slice MRSI from day 17 until 

day 47 p.i. when it was euthanized due to suffering symptoms and tumor mass effects (tumor 

volume at endpoint was 137.7 mm3). A total of six TMZ cycles were administered with IMS 

protocol (every 6 days) from day 11 to day 41, right after the MRSI acquisition. In this case, the 

first cycle (time frame from 11 to 17 p.i.) was not monitored because MRI tumor volume 

measurements showed values not suitable for confident segmentation in nosological images 

generated from MRSI analysis (tumor volume below 20 mm3). The next 5 cycles were 

monitored and TRI evolution is shown in Figure 48.  

The tumor volume decreased from 32 mm3 at day 17 p.i. until a minimum of 8 mm3 at day 31 

p.i. showing a behavior compatible with partial response according to adapted RECIST criteria 

[199], when it started increasing volume again and finally fully relapsed killing the mouse 

(Figure 48 ). In addition to tumor volume changes, Figure 48 show the evolution of TRI values 

along the follow-up period. According to the criteria stated in [37], this case should be 

classified as an intermediate response (IR) case, since the maximum TRI value analyzed was 

63%, at day 29 p.i. As expected, data confirmed that TRI follows an oscillating pattern with 

limited length and which seem to be linked to therapy administration time points. In this 

sense, the first TRI maximum was detected at day 19 p.i. (8 days after the TMZ administration 

at day 11 p.i.), while the second TRI maximum was found at day 29 p.i. (6 day after the TMZ 

administration at day 23 p.i.), followed by a period below detection threshold, in which we 

cannot evaluate the TRI evolution due to the small size of the tumor (namely, day 31 to 37 

p.i.). Finally, the last TRI increase is seen when tumor relapses from day 41 until day 45. It is 

worth noting that periodic cycling of TRI is seen during the period in which tumor is responding 

to therapy according to volume measurements (volume decrease or growth arrest, during days 

19 to 31 p.i.).  
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Figure 48: A) Nosological 

images and B) graphical 

representation of the 

tumor volume evolution 

for the tumor region in 

case C1263.  

Tumor volume in mm
3
 

(black line, left axis) and 

the percentage of green, 

responding pixels (TRI) 

obtained taking into 

account total pixels 

counting (green line, 

right axis). 

 
 

In A, chosen time points show the evolution of the nosological images in four rows of color -coded 
grids superimposed to the T2w-MRI for each slice. Vertical arrows indicate days of therapy 
administration. In B, green shaded columns indicate TMZ administration days. Two TRI peaks were 
observed with values of 64 and 43 % appearing 8 and 6 days respectively after TMZ administration . 
However, from days 34 to 43 it was not possible to evaluate TRI evolution because tumor volume 
was below the limit for confident MRSI segmentation, which we called below detection threshold 
period (BDTP). A last TRI increase is seen when the tumor is relapsing. It is worth nothing that 
during the response period, (classified as partial response according to adpated RECIST criteria), TRI 
peaks appear after TMZ administration time points with a frequency of 6.0 ±2.0 days.  

  

This case was classified as partial response according to adapted RECIST criteria during the two 

TRI oscillating cycles (days 17 until 29 p.i.). During the below detection threshold period (days 

33 till 37 p.i.), C1263 showed signs of progressive disease, since the tumor duplicated its size 

during this period. After day 39 p.i., tumor started to grow much faster, characterizing the 

relapse which caused animal death. A final TRI peak is seen during tumor relapse, at day 45 

p.i., 4 days after the last given TMZ cycle.  

Spectra acquired were of overall good quality and examples for case C1263 for chosen MRSI 

slices are shown below, also pointing to major metabolites present in spectra classified as 

normal brain parenchyma, actively proliferating tumor or responding tumor.  
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Figure 49: Examples of mean spectra calculated from chosen zones of nosological images 

classified as normal brain parenchyma, actively proliferating tumor and responding tumor in case  

C1263. 

Normal brain is shown in blue (n=301 pixels), actively proliferating tumor in red (n=35) and responding tumor in 

green (n=9). Cho= choline, Cr= creatine, NAc= N-acetyl containing compounds, Lac= lactate, ML= mobile lipids. As 

expected, tumor zones present higher Cho/Cr and Cho/NAc ratio in comparison with normal brain parenchyma 

and higher Lac/ML signals.   Still, responding zones present more noticeable 2.8 ppm signal, compatible with 

PUFA chemical shift. 
 

One of the handicaps of this technique is that small sized tumors do not produce confident 

segmentation (e.g. at day 27 p.i. and days 33-37 p.i.) in which the tumor zone was mislabeled 

as normal brain parenchyma (blue) in 67-85% of the pixels (Figure 50).  

 

Figure 50: Example from the case 1263 in which the tumor was not recognized by 

the semisupervised system analysis due to its small size  
Case C1263, (day 29 p.i., grid 1) showing one of the handicaps of the technique. 
In the left side, the MRI image with the tumor surroundings in black. On the right, the 
nosological imaging mislabeled ‘normal’ blue over the tumor zone superimposed to the tumor 
silhouette  

4.3.4.2  Case C1264 
This tumor-bearing mouse was analyzed by T2w MRI and multi-slice MRSI from day 17 until 

day 41 p.i.  At day 42 p.i. it was found dead in its cage although it did not meet any of the 
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endpoint criteria (weight loss not beyond 20%, no signs of suffering and tumor volume at day 

41p.i. was 46.12 mm3, which does not point to mass effect). A total of six TMZ cycles were 

administered with IMS protocol (every 6 days) from day 11 to day 41, right after MRSI 

acquisitions. As in the previous case, the first therapy cycle could not be MRSI-monitored due 

to its small value measured by T2w MRI, not enough for MRSI confident segmentation. The 

relationship between TRI and tumor volume evolution as well as the corresponding nosological 

images are shown in  

 

 

 

Figure 51. 

The oscillatory behavior of TRI was also present in this case with maximum values ranging 62-

74%. The first TRI peak was observed after the second therapy cycle, at day 19 p.i. with 

subsequent peaks at days 23 and 29 p.i. (8, 6 and 6 days after TMZ administration points, 

respectively).  It is also worth noting that two out of three TRI peaks corresponded to tumor 

volume decreases. Tumor volume measurements agree with stable disease (days 17 to 25) and  

partial response (days 27-33) and case was labeled as high response. From day 33 p.i. tumor 

started to regrow fast, being classified as progressive disease.  

 

 

 

 

 

Figure 51: A) Nosological 

images and B) graphical 

representation of the tumor 

volume evolution for tumor 

area in case C1264. 

Tumor volume in mm
3
 (black 

line, left axis) and the 

percentage of green, 

responding pixels obtained 

taking into account total 

pixels counting (green line, 

right axis) 

 

In A, chosen time points show the evolution of the nosological images in four rows of color-coded grids 

superimposed to the T2w-MRI for each slice. Vertical arrows indicate days of therapy administration. In B, green 
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shaded columns indicate TMZ administration days. Three clear TRI peaks were observed during the transient 

response to therapy at days 19, 23 and 29 p.i.. TRI peaks (74, 62 and 62% respectively) occur after TMZ 

administration time points for a period of 7.0 ± 1.1 days. There is a final TRI increase (30%) during tumor 

regrowth-relapse.  
 

 

4.3.4.3 Case C1270 
This tumor-bearing mouse was analyzed by T2w MRI and multi-slice MRSI from day 15 until 

day 37 p.i., when it was euthanized due to welfare parameters with a tumor volume of 

150 mm3. A total of five TMZ cycles were administered with IMS protocol (every 6 days) from 

day 11 to day 35, right after MRSI acquisitions. In this case, the tumor volume was larger than 

in previous cases (range 60-90 mm3 until relapsing point) and all five cycles could be 

monitored. Relationship between TRI and tumor volume as well as the corresponding 

nosological images are shown in Figure 52. Four TRI peaks were observed, three of them 

during transient response to therapy according to tumor volume measurements (days 17, 23, 

29 and 33 p.i.) and appearing  ca. 6 days after TMZ administration time points. Transient 

response took place after the third therapy cycle, as opposed to the previous cases, in which 

two cycles were enough to detect response, which probably explains the faster evolution and 

shorter survival of this mouse.  During response, this case was classified as partial response 

according to adapted RECIST criteria (44% of tumor volume decrease), which in combination 

with high TRI values (average 67 ± 22 % in maximum points, achieving values of 90% at days 27 

and 29 p.i.) allowed us to categorize this case as high response. However, after day 35, the 

tumor relapsed and started its fast  regrowth. 
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Figure 52: A) Nosological 

images and B) graphical 

representation of the tumor 

volume evolution for tumor 

area in case C1270. 

Tumor volume in mm
3
 (black 

line, left axis) and the 

percentage of green, 

responding pixels obtained 

taking into account total 

pixels counting (green line, 

right axis) 

 

In A, chosen time points show the evolution of the nosological images in four rows of color-coded grids 

superimposed to the T2w-MRI for each slice. Vertical arrows indicate days of therapy administration. In B, green 

shaded columns indicate TMZ administration days. Transient tumor response is only observed after the third 

therapy cycle in this case.  Four TRI peaks were observed (at days 17, 23, 29 and 33 p.i.), three of them during the 

transient response to therapy. It is worth nothing that TRI peaks appear after TMZ administration time points 

with a frequency of 5.5 ± 1.0 days.  

4.3.4.4. Case 1261: Vehicle treated mouse 
A control, vehicle treated mouse, was analyzed by T2w MRI and multi-slice MRSI every two 

days until euthanization to evaluate the TRI evolution of the mouse without treatment. The 

MRSI monitoring started at day 16 p.i. and finish at day 26 p.i., when the mouse had to be 

euthanized since the tumor volume was very big (165.73 mm3). In Figure 53, the relationship 

between tumor volume and TRI is shown. As expected, tumor volume increased in an fast 

manner. Regarding TRI evolution, no oscillations are observed, only an increase with time: the 

more the tumor grows, the bigger is the TRI value. The fact that TRI increases in these cases 

may suggest that it is related to local changes that can also take place in a control subject but 

not enough, or not in a suitable timing, to eradicate tumor. For example, the presence of 

necrotic, non or low oxygenated areas that can cause cell death or the unspecific activation of 

the mouse immune system due to the high proliferation rate could cause metabolomic pattern 

changes similar to the ones produced in responding animals. 
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Figure 53: A) Nosological 

images and B) graphical 

representation of the 

tumor volume evolution 

for tumor area in the 

vehicle treated mouse 

C1261. 

Tumor volume in mm
3
 

(black line, left axis) and 

the percentage of green, 

responding pixels 

obtained taking into 

account total pixels 

counting (green line, 

right axis) 

 

In A, chosen time points show the evolution of the nosological images in four rows of color-coded grids 

superimposed to the T2w-MRI for each slice. Vertical arrows indicate days of vehicle administration. In B, green 

shaded columns indicate vehicle administration days. No TRI peaks or oscillation were observed, only a constant 

increase of TRI with tumor volume. 
 

It is worth mentioning that the appearance of red pixels is more common at the periphery of 

the tumor (Figure 53, day 22 grids 2 and 3, day 24 grids 2 and 3 and day 26 grids 1, 3 and 4).  

The appearance of red pixels at the periphery of the tumor may underlie the fact that in these 

areas of the tumor, cells are proliferating fast, since the peripheral areas of the tumors are 

known to be well oxygenated and have wide access to nutrients.   

4.3.5 Discussion 

Three TMZ-treated tumor bearing mice and one control mouse were chosen to illustrate this 

section. Our group has a larger number of acquired cases and even cases of cured mice, but it 

was beyond the scope of this section to explore and explain all possible evolution types and 

specific details on each one. Results summarized here accomplish the goal of this section, 

which was to confirm the oscillating frequency of the response level detected in nosological 

images (TRI levels) due to changes in the metabolomic pattern. This was already shown in 

previous work with the standard 5-2-2 TMZ administration protocol and the multi-slice MRSI 

acquisition [37] and it was pending to confirm and validate in the IMS TMZ protocols of 

administration. Multi-slice MRSI acquisitions allowed us not only to detect TRI oscillations 

along the period of transient response to therapy, but also within the same tumor due to its 
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heterogeneity. The TMZ administration seems to be the responsible of “setting” cycles, since 

the period between therapy administration and appearance of a TRI peak is consistent along 

different cases, ranging 6-8 days in average during regular transient response periods, 

although in some last TRI peaks seen during tumor relapse, the time frame can be shorter (ca. 

4 days). The average value for time distance recorded between TMZ administration and TRI 

peak appearance (being TRI peak average 71.4 ± 19% of all studied cases) is 6.2 ± 0.8 days.  

Our working hypothesis, now supported by different experimental data from this thesis and 

other PhD thesis from our group, is that these TRI oscillations could be at least partially due to 

local metabolic changes resulting from immune system action within the tumor milieu. Our 

imaging biomarker was proven in previous work from our group [37, 98] to be correlated with 

the proliferation index Ki67, also reflecting changes related to the tumoral cells. However, it is 

known that up to 30% of the tumor mass area can be occupied by macrophages [35]. The MRSI 

acquisition is sampling the pattern of the whole studied zone, regardless if cells are from 

tumors or from the immune system, being logical to assume that local changes caused in the 

later should be also sampled by MRSI.  

Results from TMZ-treated mice shown in this chapter (Cases C1263, C1264 and C1270) suggest 

that TMZ administration seems to “reset” the immune system cycle (see also Figure 3 in 

introduction, section 1.2.1), since TRI maximum peaks appear in average 6.2 ± 0.8 days after 

therapy administration (Figure 48, Figure 51,Figure 52).  This value is in agreement with work 

published by our group with multi-slice MRSI acquisitions with a non-metronomic TMZ 

administration schedule (distance between TRI maxima, 6.3 ±1.3 days, n=4, [37]) and even 

with calculations approached with single-slice acquired cases (distance between TRI maxima, 

6.2 ± 2.0 days, n=3 cases from [98]). This value is also in line with the length of immune cycle in 

mice brain, described to be of around 6 days [237]. Linking this finding with data presented in 

chapter 4.2, in which TMZ proved to trigger CRT exposure in GL261 cells in vitro, and taking 

into account that CRT is a potent immunogenic signal for immune system elicitation, we 

hypothesize that each TMZ cycle is triggering a new ‘turn’ of the immune cycle leading to an 

arrival of immune system cells within tumors ca. 6 days later, causing metabolomic pattern 

changes that are tackled by MRSI acquisitions followed by PR analysis and nosological imaging 

representation (scheme in Figure 54). This hypothesis is supported by histopathological 

findings, although obtained with non-optimal 5-2-2 TMZ cycles: TMZ-treated cases classified as 

high response reported in [37] presented a higher number of lymphocyte-like cells in tumor 

zone, and unpublished data from work in progress in our group showed significantly higher 

immunostaining for CD3 (lymphocytes presence) and Iba-1 (microglia/macrophages presence) 
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in tumor zones classified as “responding”, in comparison with control cases or “non-

responding” areas. 

Still, it is worth noting that TRI peak maxima are also accompanied, in some instances, by a 

reduction of the tumor volume characterizing either a partial response case (C1263 during the 

second and third TRI cycle, C1264 during the second TRI cycle and C1270 during the third 

therapy cycle) or stable disease (C1264 during the first TRI cycle). This reproducible behavior 

may underlie that high TRI is indicating an active anti-tumoral response triggered by the 

immunogenic potential of TMZ. 

 

Figure 54:  Hypothetic scheme of the cycle for immune response against a preclinical GB tumor after 

a therapy cycle and resulting nosological images using as example case C1270. The whole cycle is 

thought to last 6-7 days in mouse brain. 

When treated with TMZ (A), tumor cells release and expose immunogenic signals, such as CRT (see 4.2.1) which 

attract DCs and macrophages to the tumor site. At this moment, the immune system is not active against these 

particular tumor cell clones and the nosological images correspond mostly to actively proliferating tumor. Due to 

TMZ action, proliferation of both tumor and immune cells is inhibited at this point, thus TRI is low (B). At days 3-4, 

DCs migrates to the lymph nodes and prime naïve CD8+ effector T cells, which start to proliferate. It is important 

that TMZ (or any antiproliferative agent) should not administered in this period because it would impair lymphocytes 

proliferation and hamper proper immune response. TRI may start increasing between day 4-6 (allowing for inter-

subject variability) partially due to innate immune system action against tumor (C) [237]. At days 5-6 of the cycle, 

effector T cells arrive at the tumor site and attack the tumor. In this period, we may observe a TRI peak and, in some 

instances, even reduction in tumor volume (D). 
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Alkylating agents such as CPA and TMZ have been described to induce the immunogenic cell 

death of the tumor cells by activating the immune system through the exposure and emission 

of DAMPs, triggering the recruitment of the host immune system [20, 93, 238, 239] and this 

was indeed confirmed for TMZ in chapter 4.2, through increased exposure of CRT in GL261 

treated cells in vitro. However, as relevant as eliciting the immune system is avoiding to impair 

its proper amplification. And here the Immuno-Enhanced Metronomic Schedule, IMS, gains 

importance. In the GL261 mouse model, TMZ produces a better survival rate when 

administered in a 6-day cycle [85] instead of in daily schedule of 5 consecutive days [240]. 

Alkylating agents, including TMZ, are known to induce side effects related to the immune 

system such as leukopenia and neutropenia, when administered daily [23]. If TMZ is 

administered in a continuous schedule, the anti-tumor immune cycle may be hampered due to 

the inhibition of the proliferation of immune cells, such as primed CD8+ T lymphocytes. On the 

other hand, in a metronomic administration schedule, TMZ would not interfere with the 

proliferation of immune cells, since the next TMZ dose is administered after the immune cycle 

of 6 days is completed. In addition to the beneficial effects related to immune system, this 

administration schedule also allows us to reduce the cumulative amount of administered TMZ 

and consequent development of tumors due to the mutagenic effects of TMZ, such as 

lymphomas. Still, if a translational protocol arrives to the clinical pipeline, the reduction of TMZ 

dosage should also reduce undesired side effects in patients. 

The monitoring of TRI evolution could enable the design of personalized therapeutic schemes, 

adapting the TMZ therapy schedule in order to obtain an optimal anti-tumor effect. Once fully 

validated that the green pattern is associated with a productive action of host immune system 

against the tumor, its presence would mean that we may not apply a further TMZ cycle until 

TRI starts decreasing which would mean that a new, resistant clone of tumor cells is replacing 

cells killed by immune system action. The new TMZ administration would trigger a new turn in 

the immune system cycle and priming and amplification of lymphocytes would enable them to 

kill this new clone. 

Results obtained in this study reinforce the idea of IMS TMZ as a good alternative for GB 

treatment. This hypothesis needs to be further validated by assessing the recruitment 

presence of the host immune system elements through histopathological validation during TRI 

maximum and minimum values, such as Iba-1 (microglia/activated macrophages), CD3  (T-

lymphocytes) or FoxP3 (regulatory T lymphocytes), as well as specific markers for M1 and M2 

macrophages (CD86, CD206 for M1 and M2 macrophages respectively). This would be of help 
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to understand better their potential contributions to the metabolomics pattern of responding 

and non- responding tumors.  

It is worth mentioning that one of the most important limitations of this technique is related to 

tumor volume heterogeneity segmentation (lower limit ca. 20 mm3), which hampers the 

proper evaluation of the tumor evolution by MRSI-based nosological images in small tumors, 

leading to lacking or incomplete information in cases with good response to treatment. Still, 

these results demonstrate how non-invasive methods based on PR analysis of MRSI acquisition 

can be applied in order to improve therapeutic success, making it possible to develop 

enhanced and personalized therapies based on metabolic information, which takes place 

before MRI volume-related changes. 

Finally, if the relationship between TRI cycles and host immune system attraction for tumor 

fighting is fully confirmed, we should be also able to evaluate and quantify the response level 

in a combined treatment (e.g. synergistic TMZ + CX-4945), as well as to refine administration 

timing (see general discussion for insight of possible CK2 inhibitors effects in immune system 

cells). Our surrogate biomarker for therapy response, coded in nosological images from 

source-based analysis of acquired MRSI, was developed with TMZ-treated cases [98] and one 

of the fundamental questions was if it would be useful with other therapeutic agents. Indeed, 

it was also proven robust to detect tumor response in CPA-treated mice [191], suggesting that 

the changes sampled were not linked or restricted to TMZ, but were related to local changes 

taking place during different treatments, most probably related to immune system action 

against tumors which could be extremely valuable in tuning therapy administration to obtain 

the maximum effectiveness and improve outcome.    

4.3.6 Conclusions 

 TMZ administered in an IMS scheme (every 6 days) was confirmed to improve 

significantly GL261 tumor-bearing mice survival (42.0 ± 5.0 days vs 22.0 ± 3.5 days in 

control animals in the small cohort presented in this chapter), in agreement with work 

previously described by our group (38.7 ± 2.7 days vs 22.5 ± 1.2 days in control 

animals), outperforming also TMZ in the standard 5-2-2 scheme (33.9 ± 11.72) days.  

 Nosological images generated from 3D like, multislice MRSI acquisitions were used for 

tumor responding index (TRI) calculation, which confirmed the presence of an 

oscillatory pattern. Maximum peaks appeared in average 6.2 ± 0.8 days after TMZ 

administration days. This period is in agreement with distance between TRI maxima 

previously detected by us with non-metronomic TMZ administration (oscillations with 
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6.3 ± 1.3 days frequency). This ca. 6 day period is also in agreement with the length of 

immune cycle activation in mice. The average TRI response level was higher with the 

IMS protocol 71.4 ± 19%.  in comparison with levels described in [37], which were in 

average 51 ± 10.5%, considering high and intermediate response cases. 

 TRI cycles with defined frequency took place mostly while GL261 tumors presented 

transient response to therapy (“partial response” or “stable disease” according to 

adapted RECIST criteria), suggesting an active response to therapy, until tumor started 

regrowing at 35 ± 3.5 days, finally leading to relapse.  

 The oncological images generated through semi-supervised PR analysis of MRSI data 

confirmed their potential for noninvasive assessment of therapy response. The 

consistent periodicity of the detected changes in response level, in addition to results 

from chapter 4.2 regarding immunogenic signals production by TMZ and preliminary 

histopathological findings from our group support our hypothesis for those 

metabolomic pattern changes being due to immune system waves of activation 

causing tumor cell killing. Further histopathological validation, as well as high-

resolution NMR investigation of the metabolomic changes in GL261 tumor samples are 

being currently performed and should help to better understand and characterize this 

phenomenon. 
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5. General discussion 

5.1. GB therapy needs urgent improvement. 
Glioblastoma (GB) is the most common and aggressive glial primary tumor with a survival 

average of 14–15 months, since the present therapeutic strategies available for GB are 

ineffective and tumor relapses [5]. New drugs and/or therapeutic schedules being investigated  

[22, 23, 25, 29] did not produce the expected results until this moment. Preclinical data 

showed, in addition, that the increase in the dose of mutagenic agents can lead to the 

development of other tumors, such as lymphomas [191], suggesting that the key for treatment 

improvement should lie either in non-mutagenic treatment strategies such as CK2 inhibition, 

or in improving the current administration schemes (e.g. using IMS) with standard 

chemotherapeutics, but avoiding dosage increases. 

TMZ is the therapeutic treatment used for GB in the clinic. It is a mutagenic agent, not specific 

for tumor cells, which therefore can affect any proliferating cell, including the immune system 

cells, reflecting the main side effects described for this treatment. Results obtained in this 

thesis suggest that, at least for GL261 GB murine cells, TMZ acts as a cytostatic rather than 

cytotoxic agent, suggesting that its main beneficial effect in GL261 tumors should not be only 

related with direct cell killing. In the last years, cancer immunotherapy-related research has 

gained increased importance. In this respect, active immunotherapeutic strategies are being 

used [48, 51, 52, 241] but also chemotherapeutic agents administered in a schedule that 

respects the cycle of the antitumor immune response are being tried in preclinical models [93, 

242–244] and even some conceptually similar approaches have been described for human 

patients [86] although only for a short time frame. At present, the clinical protocol involves 

daily administration of TMZ in the first treatment phase, which may not be respectful with the 

immune cycle and may be hampering effective anti-tumoral immune response. A change in the 

paradigm “the more, the better” is urgently needed and we need to see the “big picture” here: 

an immune - respectful therapeutic schedule needs to be implemented to improve outcome. 

Still, in addition to being respectful with immune system amplification cycles, a proper 

elicitation of the immune system is needed, with triggering of immunogenic cell 

death/damage. In this sense, TMZ proved to be a suitable agent for GL261 GB, triggering CRT 

exposure in vitro in cultured cells (section 4.2.1 for results, and also further discussion in 

section 5.4).  

However, the mutagenic and non-specific action of TMZ could lead to the generation of 

secondary neoplasias, like lymphomas, even in an immune cycle respectful cycle if the 
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cumulative dose is high, as shown in [191]. In order to reduce as much as possible these 

effects, the combination with non-mutagenic therapies is therefore desirable. Among them, 

CK2 inhibitors could be a promising choice, and were shown to be synergistic with TMZ , as 

described in Section 4.2.3 and [85]. 

5.2. CK2 inhibition could be a candidate for GB therapy 
CK2 is overexpressed in several types of cancer  [146], including GB [149]. The inhibition of CK2 

has been shown to inhibit several pro-survival signalling pathways such as PI3K/Akt [114], 

Wnt/β-catenin [115] or NFƙβ [116].  

Different CK2 inhibitors have been developed, and among them, one which was proven really 

promising was the ATP-competitive inhibitor CX-4945. Several studies have been successfully 

conducted with CX-4945 both in vitro with human cell lines from different types of cancer, 

including GB [168, 169] and in vivo with xenograft mice models from prostate cancer and GB 

[110]. This CK2 inhibitor even reached phase I and II clinical trials for cancer types such as 

myeloma15 and it is now under current under study in combination with chemotherapy16 

(Gemcitabine) for cholangiocarcinoma. In addition, promising in vitro results with dual 

CK2/Pim-1 inhibitors could also be of interest for GB treatment. In this thesis, we used the 

immunocompetent GL261 GB model, which is widely used in preclinical studies for assessing 

standard and novel therapeutic approaches for GB for our group and other research groups 

worldwide [103, 188, 191, 193, 245]. Accordingly, in vitro experiments were performed with 

GL261 cells, the same line used for tumor generation. 

In order to assess target effects of CK2 inhibitors in the GL261 model, CK2 activity and 

expression need to be evaluated. CK2 subunits expression and activity were analyzed in active 

proliferating, exponentially growing (EP) and in slow proliferating, postconfluent cells (PCP).  

Results showed that CK2α' is specifically downregulated in postconfluent, slowly proliferating 

GL261 cells. The differences between the expression of CK2 catalytic subunits (α and α') may 

be relevant for therapeutic success since CK2α and CK2α' specific inhibitors are being 

developed [167] and some CK2 inhibitors have a more potent effect over CK2α' subunits than 

in CK2α [165]. The availability of specific inhibitors could allow us to gain more specificity in 

treatment, differentially targeting cells in fast proliferation and quiescent cells, which would be 

relevant for GB treatment. This hypothesis may be addressed in the future if such specific 

inhibitors become available for in vivo work. 

                                                           
15

 https://clinicaltrials.gov/ct2/show/NCT00891280, https://clinicaltrials.gov/ct2/show/NCT01199718 
16

 https://clinicaltrials.gov/ct2/show/NCT02128282 

https://clinicaltrials.gov/ct2/show/NCT00891280
https://clinicaltrials.gov/ct2/show/NCT01199718
https://clinicaltrials.gov/ct2/show/NCT02128282
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Two CK2 inhibitors have been evaluated in this Thesis for GB treatment: CX-4945 and TDB. CX-

4945 has a well-defined pharmacokinetics profile [246], was – or is being – assessed in Phase I 

and II clinical trials, and it has been shown to have an anti-tumorigenic effect in GB xenografts 

growing in immunocompromised mice [110]. This beneficial effect observed in continuous 

administration to GB xenografts could be related to nude mice having increased NK cells 

content [91] to compensate for the lack of CTLs, and this NK cell activity against tumour 

xenografted cells being enhanced by CK2 inhibition such as described by [247].  

On the other hand, results shown in this thesis and work from our group [85] with the GL261 

immunocompetent model suggest that although CX-4945 is quite effective in vitro inhibiting 

GL261 cell viability, its effect in vivo is not beneficial at all if administered continuously, even 

reverting the beneficial effect from TMZ in joint treatments. As a generic antiproliferative, CX-

4945 in a continuous administration would not only impair tumor cell proliferation, but also 

lymphocyte and macrophage proliferation, which could, at least partially, explain the poor 

results obtained in non-metronomic administration. The IMS administration produced only 

discrete improvement in tumor-bearing mice survival. Results obtained with IMS protocols 

(immune cycle respectful) and single CX-4945 administration described, for the first time to 

our knowledge, that CX-4945 treatment induce the release of a potent and well-known 

immunogenic signal, ATP (section 4.2.4.2), highlighting the immunogenic potential of CK2 

inhibition, which was unknown until now. However, this single immunogenic signal could be 

insufficient to proper immune system elicitation.  

This, in addition to some aspects described in the literature, should be further investigated in 

future work and can pave the way to a more sound application of CK2 inhibition as a 

therapeutic strategy for GB treatment, taking into account its effects and proper timing of 

application. For example, work described by [248] highlights CD163 (membrane scavenger 

receptor) which seems to signal through binding to CK2, increasing proliferation in glioma stem 

cells. Furthermore, CD163 seems to be a marker of M2-macrophages (protumoral phenotype, 

[249]) and in this sense, CK2 inhibition could even have a dual beneficial effect, over glioma 

stem cells and also over M2 macrophages with protumoral phenotype.  

5.3. In vitro vs. in vivo tests in novel drugs: it is not always all 
what it seems 
Novel therapeutic strategies are continuously being investigated, and GB is one of the 

examples of incurable conditions in which improvement is urgently needed. The first 

screenings, especially with large drug libraries, are done in vitro for a fast, achievable testing 

for selecting the best candidates. However, in vitro conditions are not able to fully mimic the in 
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vivo environment: the conventional cell monolayer cultures grown under unrealistic conditions 

regarding the physiology of real tissues. Factors such as tissue-specific architecture, 

mechanical/biochemical signals and cell-to-cell communication are not close to reality. Despite 

these drawbacks, monolayer cultures remain very attractive because of their simplicity and 

low cost. More realistic approaches such as 3D cultures are being studied (check for a review in 

[250]) but still, it is not straightforward to simulate the real in vivo situation and 3D culture 

approaches are not so widespread.  

Moreover more authors have shown that the whole set of experiments (in vitro to preclinical 

in vivo) when investigating novel drugs in cancer [251, 252], performing in vivo experiments is 

more complex, more expensive, require higher amounts of drugs, more expertise, training and 

proper facilities, as well as authorization and toxicological preliminary tests than the in vitro 

part. Probably due to a combination of these reasons, the efficacy of some novel drugs is 

shown in vitro but in vivo information is lacking from many publications. Furthermore, the use 

of in vivo models that could produce overestimated results, such as subcutaneous murine 

tumor models, can also lead to failed clinical trials for some promising candidates found in 

preclinical studies.  

Due to the challenge of simulating/modelling the immune system action of a living organism, 

some in vitro results provide us only part of the answer.  In the case of TMZ, the results of the 

viability assays (showing a high IC50 estimation) could suggest a poor effect of the drug, at least 

in GL261 cells. However, the in vivo results showed a significant improvement in mice survival 

(Figure 31 and Figure 47). In chapter 4.2, we have analyzed the ability of different therapeutic 

agents to trigger ICD signals for immune system elicitation, showing that CRT exposure or ATP 

release could be the reasons behind the effects observed in vivo with these agents. In the 

future, in situ in vivo confirmation of the presence of these signals could fully validate these 

statements.  

On the other hand, it is necessary to take into account than, even with a drug that displays a 

very potent effect in triggering cell death of cancer cells, if the administration schedule is not 

adequate and hampers immune system elicitation or action, the outcome will be 

unsatisfactory. The same situation can take place in drug combination studies. When assessing 

the synergistic or antagonistic action of two drugs in vitro, a word of caution should be raised 

because there are many factors in vivo that cannot be mimicked in cultured cells, for example 

differences in bioavailability, the ability of membrane crossing or dispersion coefficient and 

differences in half-life. In summary, before either reaching positive or negative conclusions 
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regarding drug action or combination looking only to in vitro data, studies with suitable 

preclinical models, such as immunocompetent models, should be considered.  

The dual CK2 and Pim-1 inhibitor TDB has a very potent action in diminish cellular viability of 

GL261 cells in vitro (see section 4.1.2) but its poor and unclear pharmacokinetics profile 

prevented us to reach conclusions about its potential for GL261 GB treatment. At this point, 

we considered that until their properties of solubility/absorption were improved, it was not a 

good alternative to proceed with in vivo studies.  

5.4. The participation of immune system in therapy response 
The role of the immune system has been shown to be crucial to obtain a positive outcome in 

anticancer therapy [57, 243, 253–256].  In order to trigger the immune system action against 

the tumor, the exposure and/or release of the so-called DAMPs is crucial to signal 

immunogenic cell death/damage and elicit the immune system. The most relevant DAMPs 

described so far are CRT exposure [58, 63, 64] , ATP [67, 257]  and HMGB1 [73, 75]. Still, many 

other DAMPs have been described such as HSP90 and HSP70 exposure and release, uric acid 

crystals and genomic DNA [77–80].  

In preclinical GB models, the action of the immune system has been shown to be relevant for 

tumor regression and overall outcome. The combined action of TMZ with the adenovirus Delta 

24-RGD has been shown to trigger a CD4+ and CD8+ dependent antitumor response in the 

GL261 model [225].  Moreover, the antitumoral immune response can be modulated through 

Magnetic Resonance image-guided focused ultrasound which is able to yield sub-ablative 

hyperthermia [258], in addition to several other examples cited along this thesis such as [103] 

and [84, 244].  

The lack of early and robust, noninvasive image-based biomarkers for response to therapy GB 

hampers the proper follow-up and prevents early informed decisions about therapy switch or 

combination which could improve patient outcome and overall survival. Current procedures 

are based mostly in MRI and are not exempt of inaccuracy in some instances [259].  Still, some 

so-called “minimally invasive” approaches as liquid biopsy are being studied for brain tumor 

response follow-up [260] but there is still much room for improvement, and regarding the 

modality of cerebrospinal fluid collection, it is not exempt of risks.  For this reason, a confident 

and early noninvasive MR-based biomarker which could reflect the effectiveness of a given 

therapy within the tumor milieu (for example, sampling in real time the immune system 

activity) would be relevant in the management of glioblastoma patients. MR-based approaches 
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are feasible in most hospital scanners and additional explorations could be easily incorporated 

in the follow-up pipeline if they are proven valuable in patient monitoring.  

5.5. In vivo “imaging” of immune system participation in therapy 
response.  
 

Provided that the suitable use of therapy strategies able to trigger ICD in an immune-friendly 

cycle can elicit immune system to fight tumor, it is relevant to have a non-invasive way to 

monitor these changes (see section 4.3). Data from our group suggest that the observed 

changes in the MRSI spectral pattern, unraveled through pattern recognition studies, could be 

related to immune system action and also have relationships with decrease in local 

proliferation measured by Ki67 [37, 98, 188]. 

If the changes observed in MRSI-based nosological images of response to therapy are fully 

validated to be related to immune system action within tumors, they could be used for 

personalization of therapy administration and early decision on second lines or therapy 

combination schedules if a lack of response is detected (for example, with reappearance of 

red, unresponsive pattern not followed by subsequent responding pattern increase).  In 

addition, the rich information contained in MRI could also be integrated in pattern recognition 

studies, which is currently being explored for some authors [261], and it could be relevant 

because some imaging features such as oedema is being described as a sign of therapy 

success, particularly when immune system activation is involved [262, 263], a feature also 

observed in studies from our group in mice responding to IMS therapy [191]. 
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Final conclusion: 

The use of immune system respectful cycles for therapy administration (such as IMS), should 

improve outcome of GL261 GB treated mice due to proper immune system elicitation towards 

the tumor. For this, it is relevant to ensure that therapeutic agents are able to trigger ICD 

signaling and timing is carefully chosen, especially in joint therapy with more than one 

therapeutic agent: chemotherapy and non-mutagenic approaches such as CK2 inhibition.  

Finally, the ability of non-invasive, early monitoring of response to therapy through immune 

system-related changes, locally in the tumor tissue, should certainly improve mice outcome 

and could have a great translational interest in the future. 
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ANNEX I 
The Chou-Talalay method  [195] was used to classify the combined effect of two drugs. This 

example shows the method applied to the combined treatment of CX-4945 and TMZ in GL261 

cells. 

GL261 cells were treated with increasing concentrations of CX-4945 and TMZ for 72h (Figure A) 

and cellular viability was assessed by MTT. Then, results were analyzed by the Chou-Talalay 

method to determine if the effect of the combined treatment was synergic, additive or 

antagonistic.  

Dose effect curve 

The relationship between drug concentration and reduced cellular viability is shown in the 

dose effect curves (Figure A) for CX-4945, TMZ and CX-4945+TMZ treatments. This method 

uses the terminology of unaffected fraction (fu) for the fraction of cells that survive after 

treatment and affected fraction (fa) for the cells that are missing when comparing untreated 

and treated cells. 

 
 

FIGURE A.  Dose-dependent GL261 viability after 72h of CX-4945, TMZ and CX-4945+TMZ treatment.  

CX-4945 concentrations were 16, 33, 50, 66 and 100µM and TMZ concentrations 250, 500, 750, 1000 and 1500 µM. 

The value 1 (100% viability) was assigned to control cells treated with vehicle. Experiments were performed with n=4 

and mean ± SD values are shown. 

Median effect plots 

The median effect plots draw the logarithm of the dose of each drug and the logarithm of 

((1/SF)-1), being SF the survival fraction of cells. Plotting the median effect for each drug 
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separately and the combination allowed us to obtain the parameters m (median effect dose) 

and “Dm” (Hill-type coefficient) for each condition (drug 1, drug 2, drug 1+2). These values 

were used to calculate the combination index (CI).  

The median effect plots (Figure B) of TMZ, CX-4945 and the combination of both were 

performed in order to obtain the parameters m (median effect dose) and Dm (Hill-type 

coefficient) (Table 10).  

 
 

FIGURE B. Median effect plots of the 72h treatment of GL261 cells with CX-4945 (red), TMZ (blue) and CX-

4945+TMZ (purple).  

The slope of each line (m) is the Hill coefficient and the intersection with the x-axis is Dm, the dose necessary to 

obtain a Fu (surviving fraction) of 0.5. 

 

Combination index calculation 

(Dx)TMZ,  (Dx)TDB and (Dx)TMZ+TDB  were obtained from m and Dm parameters with the equation: 

Dx =Dm [fa/(1 - fa)] 
1/m 

Next, it is necessary to calculate the parameters DTMZ and DTDB, that represent the contributions 

of each drug to the combined treatment, with the equations: 

(D)1 = (Dx)1,2 · P/(P + Q)                    and             (D)2 = (Dx)1,2 · Q/(P + Q) 

In this case the ratio P/Q is 15:1 ([TMZ]/[CX]). The obtained values Dx and D were used to 

calculate the CI. 
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CX-4945 (µM) TMZ (µM) fa CI Result 

16 250 0.21 1.42 Antagonism 

33 500 0.32 1.095 Addition 

50 750 0.44 0.88 Synergy 

66 1000 0.47 0.83 Synergy 

100 1500 0.61 0.67 Synergy 

Table A. Combination index (CI) was calculated for every set of concentrations, fa is the fraction of affected cells 

after combined treatment compared to control conditions. 

 The individual doses for CX-4945 and TMZ are also indicated.  The CI for the two lowest concentrations is higher 

than 1, indicating that at the lowest concentrations the combination is antagonistic. At the three highest 

concentrations the CI is lower than 1, meaning that the combined effect at these higher concentrations is 

synergic.  

The combination index was calculated for every set of concentrations according to published 

literature. While increasing the concentrations, the affected fraction of cells (fa) produced by 

the combined treatment will also increase. In Table 10 we show that, depending on the 

concentration, the effect of both drugs can be either synergic, additive or antagonistic. For the 

lowest concentration the combined effect is antagonistic, since the CI is higher than 1 (1.42). 

Still, we need to take into account that the viability reduction at the smallest concentrations is 

very small for all conditions. Moreover, for 500µM of TMZ and 33µM of CX-4945, there is an 

additive effect, since CI is equal to 1 (1.049). For the remaining, higher concentrations, the 

combined effect is synergic, since CI is in every case lower than 1 (0.88, 0.83 and 0.67).  
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ANNEX II 
LABORATORY ANIMALS SUPERVISION 

Procedure: CEEAH-3665 

MONITORING PARAMETERS (scale: 0-3 points): 

Wight loss 

0) Normal weight 
1) Less than 10% loss 
2) Between 10 and 15% loss 
3) Consistent or rapid, exceeding 20% loss maintained for 72 h. 

Physical appearance 

0) Normal 
1) More than 10% dehydration, body condition 2 (BC; see further for details), skin tenting 
2) Erected hair. Cyanosis 
3) Hunched back. Loss of muscle mass 

Clinical signs 

0) None 
1) Circular motion of the animal 
2) Mucous secretions and/or bleeding form any orifice. Detectable hypertrophy of organs 

(lymph nodes, spleen, liver). 
3) Shortness of breath (particularly if accompanied by nasal discharge and/or cyanosis). 

Cachexia 
Changes in behaviour 

0) No 
1) Inability to move normally 
2) Inability to get to the food/ drink, isolation from the rest of the animals in the cage 
3) Unconsciousness or comatose. Lack of response (dying) 

Wounds 

0) No 
1) Scratches 
2) Nonhealing wounds. Infection at surgical site 
3) Ulcerating, festering wounds. Ulcerating necrotic tumours 

The animal condition according to the parameters and overall score: 

a) 0 points: Healthy animal 
b) 1-2 points: Minor signs, follow stablished protocol 
c) 3-11 points: Daily supervision of the animal. Analgesics* or euthanization of the 

animal** 
d) 12-30 points: euthanasia** 

 
*Analgesic: Meloxicam (subcutaneously: 1 mg/kg) 

**The Servei d’Estabulari veterinary staff will inform a group member as soon as possible to 
consider halting of the protocol/ experiment. 

NOTE: As the tumour grows, it affects in the motor function of the brain. Animals may suffer 
from: paresis, decreased strength, plegia, paralysis. In these cases, food and water (i.e. 
hydrogel or water-soaked food) should be placed inside the cage to facilitate access by the 
animal. 
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Body Condition (BC): 
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ANNEX III 
 

High-resolution NMR spectra obtained for TDB standard solution and serum of control and 

TDB-administered C57BL/6j mice (Figure C).  

 

 

 

 
Figure C. High resolution NMR spectrum of TDB in deuterated DMSO and in mice serum obtained at 600Mhz in 

the SeRMN of UAB. A)TDB molecule structure. Numbers indicate the hydrogens (
1
H) atoms of the molecule. B) 

Standard TDB spectrum in DMSO acquired with the noesypr1d sequence. Signals at 3.68 and 3.76 ppm correspond to 

H number 23 and 24 in the molecule; 3.99 ppm corresponds to H 22; 4.47ppm to H 28; 5.18 and 5.45 probably to 

H21 and H19  ; 7.11 probably to H25;  8.9 ppm to H9. B) Spectrum of C57/BL6J serum without drug (in blue) and with 

TDB added at 14mM (in red) acquired with the “cpmgpr” sequence with an echo time of 0.4ms and a relaxation time 

interval of 2s. No appreciable differences were found between them. 
 



160 
 

  



161 
 

 


	Títol de la tesi: Unraveling CK2 inhibition and temozolomide contribution to therapy response 
in preclinical GL261 glioblastoma: immune system implications 
and magnetic resonance based nosological imaging
	Nom autor/a: Lucía Villamañán de Santiago


