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Abstract: Soil morphology plays a fundamental role in the vertical and lateral movements of solutes
and water transport, providing knowledge regarding spatial distribution of its textural properties and
subsurface dynamics. In this framework, the measured values of electrical conductivity are able to
reveal the heterogeneity of soil that is present in a particular agricultural field and they are affected by
more than one important physical characteristic: soil texture, organic matter, moisture content, and the
depth of the clay pan. In the microwave region, these dynamics are known to exhibit a frequency
dependent behaviour. This study explores the application of a Step Frequency Continuous Wave
Ground Penetrating Radar (SFCW GPR) to shed light on the practical impact that these dependencies
have on the imaging results, not only regarding the electrical characterisation of the subsurface
morphology, but also in its correct interpretation. This information is of notable importance for
determining water-use efficiency and planning precision-agriculture programs. The results clearly
show visible and significant fluctuations of the amplitude levels, depending on the considered
central frequency, demonstrating that the frequency dependence of electromagnetic properties of
heterogeneous soil are significant and cannot be ignored if the aim is to properly define the subsurface
attributes. The measurements also suggest that correlating the delineated variations might help in
the identification of extended features and the classification of areas that possess similar properties in
order to increase the confidence in monitoring soil resources.

Keywords: Step-Frequency Ground Penetrating Radar; Precision agriculture; Soil electromagnetic
properties; soil characterisation; GPR frequency dependency effects

1. Introduction

The information that was obtained from monitoring soil properties at agricultural sites is critical
for optimising crop quality, achieving high irrigation efficiencies, and minimising the potential
environmental impacts of farming. Characterising such properties can be difficult, as the governing
physical and chemical parameters are often both spatially and temporally variable, and obtaining
sufficient measurements to describe the heterogeneity can be prohibitively expensive [1–4].

A detailed knowledge of the spatial distribution and autocorrelation of soil properties and
subsurface soil layering structures are needed to determine the subsurface properties. Soil layer
properties and local morphology have a significant impact on water movement and chemical transport,
because abrupt changes in texture or density across the boundary of two adjacent layers causes a
discontinuity of soil mechanical properties. Soil layer properties influence water percolation, causing a
distinct layering of soil water above the impeding layer that can be formed by a clay layer, dense till,
or sand lens. All of these functional variables are closely related to the soil electromagnetic properties,
which measures the ability of a material to conduct an electrical current. In addition, because the spatial
pattern for crop yield commonly exhibits a strong correlation with the electrical conductivity pattern,
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which is in turn governed by lateral changes in soil properties, it becomes apparent that conductivity
maps have potential as a valuable precision agriculture tool [5].

Traditional methods to characterise the shallow subsurface include excavation and sampling while
using soil cores or augers. The results of conventional field sampling and laboratory analysis are highly
accurate, but are unsuited for a soil quality survey at the field scale because of its time consuming,
laborious, and invasive process. Additionally, these methods do not usually allow long-term repeatable
measurements. The fact that soil structure has a strong influence on subsurface water movement
suggests that random sampling or grid sampling is not sufficient to adequately characterise subsurface
solute flow. In addition, it is almost impossible to accurately characterise, describe, and predict flow
when the study method destroys the soil structure, because flow direction is often determined by small
variations in soil structure. Thus, a means to non-invasively map subsurface soil structural features is
critical in advancing the knowledge of subsurface textural properties and structural variability [6,7].

Although there are a large variety of design concepts, most soil sensors involve one of the following
measurement methods [8–15]:

• Electrical and electromagnetic sensors measure electrical resistivity/conductivity, capacitance,
or inductance affected by the composition of tested soil.

• Optical and radiometric sensors use electromagnetic waves to detect the level of energy that is
absorbed/reflected by soil particles.

• Mechanical sensors measure forces resulting from a tool engaged with the soil.
• Acoustic sensors quantify the elastic response produced by a tool interacting with the soil.
• Pneumatic sensors assess the ability to inject air into the soil.
• Electrochemical sensors use ion-selective membranes that produce a voltage output in response to

the activity of selected ions.

Rapid response, low cost, and high durability have made electrical and electromagnetic sensors the
most attainable techniques for soil mapping. The obtained maps from this family of sensors have been
mainly correlated to soil texture, salinity, organic matter, moisture content, and other soil attributes.

A well-established in situ electromagnetic technique for soil investigation is time domain
reflectometry (TDR), which can simultaneously measure dielectric permittivity and bulk soil
conductivity, allowing for the study of water and solute transport within the same soil volume.
Although TDR is highly suited for monitoring the development of soil water content at one location
with a high temporal resolution, the small measurement volume makes it sensitive to small scale soil
water content variation (e.g., air gaps due to the probe insertion) and the assessment of spatial soil
water content variation with TDR is labour intensive, because the sensors need to be installed at each
measurement location [16,17].

Ground Penetrating Radar (GPR) appears as being a particularly convenient methodology to
characterise subsurface features with fine spatial and/or temporal resolution over relatively large areas,
given its ability to provide efficient and non-destructive characterisation of soil and materials [18–20].
Moreover, it could also be used to study the effects of soil variations on the radar signal from proximal
measurements and to determine its constitutive properties.

Ground Penetrating Radar is a non-invasive geophysical technique [21], which has proven to
be very useful in characterising the subsurface properties, such as lithology, porosity, water content,
water conductivity, soil moisture, and clay content [22–24]. One of the most interesting aspects of
the application of GPR technology in agriculture is the estimation of the size, inclination, and spatial
pattern of lithological subsurface layers to reveal textural discontinuities. Layers can be defined with
centimetre accuracy, which provides significant advantages over the other described techniques.

Using EM properties in combination with empirical/semi-empirical formulas, the soil electrical
properties can be estimated and characterised. Generally, the dielectric behaviour of a material is
described in terms of its electrical conductivity and electrical permittivity, which are interrelated.
The variables that affect the electrical response in soils are texture, structure, soluble salts, water content,
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temperature, density, and measurement frequency. In particular, the electrical permittivity of
unsaturated soils is primarily dependent upon the water content of the soil, although other factors,
such as lithology, temperature, ion concentration, and pore fluid composition may also contribute to
the GPR response [25–27]. Since the relative permittivity of water is of the order of 80, even small
amounts of moisture cause a significant increase of the electrical permittivity of the material.

The traditional use of GPR relies on the evaluation of the relative permittivity by assessing the
delay time of pulse reflections or from the amplitudes and arrival times of the transmitted and reflected
signals. However, these approaches require preventive calibration to evaluate the EM wave velocity
into the medium, hence through either (1) the use of core sampling, (2) relating the soil texture to the
soil permittivity based on dielectric mixing (e.g., Topp’s equation and Roth’s equation) to derive an
approximate relationship, and (3) capturing subsurface water dynamics by repeated surveys [28–30].

Other approaches that are commonly adopted to estimate the spatial distribution of the shallow
subsurface electrical properties (still with some operational limitations) include the ground wave
method [31,32], in which a bistatic GPR configuration is employed to measure the velocity of the
ground wave and estimate these properties [33,34], and analysing the overlapping direct and ground
waves, known as early-time signals [35,36], with the additional benefit of being independent from the
presence of a subsurface reflector [37].

To overcome these issues, approaches that are based in the frequency domain are spreading out,
with the main objective of raising both the efficiency and effectiveness of subsurface surveys [38].
It is well known that, in the operating frequency range of GPR, soil materials can exhibit significant
dispersive properties, i.e., the electromagnetic properties of the soil are function of frequency [39,40].
At these frequencies, dispersion mainly arises from relaxation mechanisms due to the presence of water,
water bound to mineral surfaces (bound water and double layer polarization effects), and interactions
between ions and soil particles (Maxwell–Wagner effect), as well as geometrical scattering [41–44].
When the permittivity varies as a function of frequencies, the conductivity varies as a function of
frequencies, as dictated by the causality requirement. In addition, any value of static conductivity that
is greater than zero creates a frequency dependence on the velocity and attenuation of GPR waves,
as well as the permittivity, becomes frequency dependent for soils that contain important amounts
of clays [45–47]. In this framework, it is evident the importance that obtaining a comprehensive
characterisation of electromagnetic soil properties might have.

The present study has the primary objective of highlighting the influence that the permittivity
frequency dependency has on the imaging performance of GPR, especially when surveying over highly
heterogeneous soil, in which it would be hard to properly define its textural properties. Large scale
measurements have been carried out in a typical agricultural environment that shows a complex
and structured subsurface morphology and employing a frequency domain SFCW GPR equipment,
which permitted the reliable frequency domain analysis of the response. The results show that (1)
relevant amplitude (i.e., permittivity) fluctuations occur varying the frequency interval of the GPR
result, thus increasing the amount of information that can be retrieved in comparison to a typical full
bandwidth analysis and that (2) the correlation between these behaviours help to delineate regions of
similar soil characteristics.

The rest of the paper is organised, as follows: Section 2 describes the employed GPR equipment
and the experimental campaign, while the results that were obtained from the frequency analysis are
presented and commented in Section 3. Section 4 includes a statistical analysis and further interpretative
considerations of the obtained results. Finally, conclusions are discussed in Section 4.

2. Materials and Methods

2.1. GPR Instrumentation

The technical design of ground penetrating radars can be broadly classified as a frequency or time
domain, depending on the operating principles:



Remote Sens. 2019, 11, 1075 4 of 21

• Time Domain Radar: the transmitter emits a short pulse of electromagnetic energy and the receiver
collects the echo for a certain time period.

• Frequency Domain Radar: a stepped-frequency signal probes the environment with a discrete set
of frequencies.

The pulses that are emitted from a time domain GPR must be extremely short, typically in the
range of nanoseconds, or even less in order to obtain a large bandwidth. A pulse antenna with a fixed
central frequency is normally used to fit different requirements of depth and resolution as a trade-off of
one another, but when the depth and size of the target are not roughly known, such a fixed use of pulse
antenna frequency can be a major restriction of subsurface mapping. Step-frequency continuous wave
(SFCW) GPR, which makes the use of a wide frequency range encompassed in one pulse, offers several
benefits to overcome this weakness of traditional pulse GPR [48,49].

The GPR system that was employed in this research consisted of a three-dimensional (3D) Radar
DX air launched antenna array (3D-Radar AS, Norway, Figure 1a), a step frequency radar that is
composed of 11 transmitters and 11 receivers arranged to acquire 21 radar profiles, spaced by 7.5 cm,
giving a total system physical width of approximately 1.8 m. While being physically separated,
the system can be considered as a monostatic array, due to the limited offset between the transmitter
and receiver pairs. The elements are oriented in a magnetic transverse mode and are arranged as
shown in Figure 1b.
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Figure 1. The step-frequency continuous wave Ground Penetrating Radar (SFCW GPR) equipment
employed for the experimentation; (a) View of the array system; (b) Schematic sketch of the geometrical
setup of the antenna array. The red dots represent the acquired GPR sample.

The main concept behind it is to obtain a large bandwidth that is pushed towards the lower end of
the spectrum, maximising the trade-off between penetration and resolution. At shallow depths, the high
frequencies are less attenuated; hence, it is useful to process the full bandwidth to obtain maximum
resolution. However, using the same wide frequency span for larger depths will not be the optimum
solution, since the high frequencies are attenuated below the noise level of the receiver. Thus, a full
bandwidth processing will likely produce a noisy radargram at these depths, and therefore the lower
frequencies are usually preferred. Such systems give the possibility of conjugating large bandwidth
and low frequencies, which offer an optimum resolution as a function of depth of penetration [50,51].

The emitted waveform consists of a train of sinewaves whose frequency linearly increases in
discrete steps, as shown in Figure 2, where each step of the staircase corresponds to a sinewave with a
specific frequency.

The fundamental parameters waveform parameters for a step-frequency GPR are: (1) the dwell
time, representing the time that the system spends on a single frequency, (2) the frequency step, which
is the increment in frequency between successive sinewaves, and (3) the number of frequency samples,
defining, together with the frequency step, the effective bandwidth for the step-frequency waveform.
These concepts are described by the following equations:

fn = f0 + (n− 1)∆ f , n = 1, 2, . . .N (1)

Be f f = (N − 1)∆ f (2)
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Scan time = Ntdw (3)

where f0 is the minimum frequency, ∆ f is the size of the frequency step, and N is the total number of
sinewaves steps. The effective number of emitted sinewaves can be inferred by inverting Equation (2),
which, for the described experimentations, corresponds to a total of 1401 frequencies.Remote Sens. 2019, 11, x FOR PEER REVIEW 5 of 22 
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Therefore, the recorded data represent the frequency response of the subsurface, and the time
domain trace is obtained that sums over all the frequency components by the means of an inverse
Fourier transform. Theoretically, the time-domain data that were retrieved from a step-frequency radar
are equivalent to time-domain data from an impulse radar, but clearly the frequency data allows for a
much wider range of frequency domain processing possibilities.

2.2. Experimental Campaign

A GPR survey was carried out in an agricultural field that was located in the near the CREA
(Council for Agricultural Research and Economics) periferic operative structure in Treviglio (BG),
Italy. The site is commonly used as a cornfield and it is characterised by relatively high organic matter
content and soil moisture.

The antenna was mounted on a lightweight trailer that was pulled by a vehicle along each survey
line, allowing for the acquisition of a series of roughly parallel profiles covering an area of 17,000 sqm
at a speed of 3 km/h. Table 1 summarises the instrument acquisition parameters, while the profiles
pattern and scanning platform are pictured in Figure 3.

Table 1. Summary of equipment acquisition parameters.

Parameter Value Units

Minimum frequency 200 MHz
Maximum frequency 3000 MHz

Frequency step 2 MHz
Dwell time 1 µs

Crossline spatial sampling 7.5 cm
Inline spatial sampling 30 cm

Antenna height 20 cm
Monitoring width 1.5 m

Average parallel scan offset 6 m
Positioning GPS
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Figure 3. Experimental campaign details. (a) Survey area and GPR profile locations (black arrows
represent the scan offset); (b) GPR acquisition system.

3. Radar Results

3.1. GPR Data Processing and Slice Analysis

Time domain data was obtained by Inverse Fast Fourier Transform (IFFT), applying zero padding
to the complex frequency domain data to calculate the time domain signals. No windowing functions
have been applied to preserve the maximum achievable resolution and to avoid the possible corruption
of the raw data; hence, the step-frequency GPR trade-off between the sharpness of the central lobe
(resolution) and amplitude of the side lobes (ringing) of the pulse in the time domain has been met by
weighting the achievable resolution. The only additional processing algorithms were in time alignment,
to calibrate the time zero reflection, and an autoscaling function to adjust the saturation level.

For descriptive purpose, Figure 4 presents a processed time slice for the full bandwidth located at
2.8 ns. Amplitude of the slice is displayed in the blue-yellow-red colourmap, in which the red values
represent the pixels with higher amplitudeRemote Sens. 2019, 11, x FOR PEER REVIEW 7 of 22 
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Figure 4. Extracted GPR time slice of the surveyed area, t = 2.8 ns.

In general terms, it can be seen that the subsurface presents significant heterogeneous appearance,
with several high amplitude areas (i.e., high permittivity) that are spread all over the acquired area,
due to the properties and characteristics of the local subsurface conditions. A further note can be made
when considering the straight segment that was located in the eastern sector of the image, which is
located in an area of the field that has not been affected by possible land preparatory works. Along this
profile, the radar results exhibit, to some extent, homogeneous, low amplitude behaviour, without any
clear morphology or visible texture. Given such spatial heterogeneity, it could also be affirmed that the
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detection and identification of these features would have been hard to retrieve while employing the
traditional geophysical methods.

When considering the well-known frequency-dependent behaviour of the possible components
influencing the overall radar response and in order to highlight these features, the total bandwidth
span has been divided into a number of narrow frequency bands by changing the size of the IFFT
operator. In particular, a total number of 24 sub-bands have been isolated, which range from 300 MHz
to 2700 MHz and spectrally spaced by 100 MHz. As a practical note, the employment of GPR equipment
working in the frequency domain is fundamental for this kind of data analysis, as the signal generation
technique ensures that those particular frequencies of interest are effectively present and they can be
consistently isolated.

Among all of the acquired profiles, the one shown in Figure 5 has been taken as a reference for the
results analysis.
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To allow for a detailed analysis, the profile has been split into a number of reduced segments,
as shown in Figure 6, together with an interpretative sketch.
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Figure 6. Highlight on the profile structure and related morphology.

The selected profile exhibits a texture that is characterised by the presence of a number of structures
(respectively, in Area 1, Area 2 and Area 4 of Figure 6) with a well-defined shape and with a high
permittivity, along with areas where it is not possible to delineate a clear geometry of the visible
morphology due to the absence of evidences of reflections (Area 3, except for the linear feature in the
top-left part of the area that can be associated with the previous sector).
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3.2. Frequency Analysis

Figure 7 presents the magnitude values of the radar time slices (t = 2.8 ns) that were obtained from
the above-mentioned frequency bands. Amplitude of the slices is displayed in the same blue-yellow-red
colourmap adopted before and normalised by the overall maximum value to the range [0–1]. The full
bandwidth result is included for a comparison purpose.Remote Sens. 2019, 11, x FOR PEER REVIEW 9 of 22 
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The visual inspection of the different slices demonstrates that the response of the highlighted
events has a noticeable frequency dependent behaviour, and therefore the effective contribution to
the overall signature that is produced by certain bands might be more relevant than others, as can
be clearly seen by analysing the segment marked Area 3, which in the original data appears as a
homogeneous, low amplitude area. The results suggest that the permittivity contrast is subjected to
significant fluctuations as a function of frequency, as it can be noticed that the previously identified
structures vanish and it becomes hard to delineate and extract them from the surrounding space at
particular frequency intervals.

A preliminary analysis can be made regarding the useful or practical frequency boundaries.
The low frequency components (up to 400 MHz) does not yield a significant informative content,
both in terms of amplitude contrasts and clear definable structures. The profile in this frequency range
appears roughly homogeneous, even though some slight amplitude variations can be detected. Even if
a similar low amplitude appearance can be observed in other frequency bands (see, for example,
the 900–1000 MHz band), the limited details that can be inferred by the slice are clear (Figure 8).
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Figure 8. Low frequency effects.

The choice of maintaining an equal bandwidth range for the entire ensemble of frequency intervals
implies that the ambiguity in time remains unchanged, as the pulse duration does not change; however,
increasing the central frequency of the signal brings an increased sensitivity of the system to the
scattering phenomena, as they only occur when the size of the scatterer is comparable to or larger than
the signal wavelength. Essentially, the vertical resolution is constant, but the minimum dimension of
the detectable scattering object becomes smaller.

On the contrary, it can be stated that noise visibly starts to corrupt the data when the central
frequency exceeds 2300 MHz, despite a shallow slice, which suggests high loss subsurface characteristics
(Figure 9).
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Figure 9. High frequency effects.

This last aspect is justifiable when considering that the survey was carried out during the winter
season, in an area that was subjected to numerous rainfall events and characterised by a high degree
of humidity.

Proceeding with a detailed characterisation of the different areas, further considerations can be
developed, in particular, for what concerns the morphology and the texture of each sector.

From 400 MHz onward, a more detailed morphology smoothly appears, and the profile begins to
show variations and differences, even if it can be said that the structures marked in Area 1, Area 2,
and Area 4 gain a defined shape that starts from 600 MHz (Figure 10).
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Figure 11. GPR slice with varying frequency, highlight on Area 2.

The only visible difference in the delineation performance of the linear feature is related to
the increase of the central frequency, essentially for the previously described reasons. In this case,
the enhancement of the scattering phenomena sensitivity produces a better defined slice, given a
constant lateral resolution. This can be observed when considering, for example, the two intervals
700–800 MHz and 1500–1600 MHz, even though the effect is not as evident as expected due to the
soil absorption.
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The periodicity of the amplitude fluctuations describes a trend in which the permittivity contrast
of the structured feature is alternatively higher or lower than the one of the enclosing space,
including scenarios in which the contrast in permittivity approaches zero, as for the 900–1000 MHz
frequency interval, which proves the significance of the information generated by the analysis.
Visibly, this situation does not impact the image generated from the full bandwidth analysis, but it
does play a role if the objective is to lately retrieve information regarding the soil properties.

Finally, Area 3 oddly presents only a defined texture in the 500–600 MHz band, in this case not
geometrically belonging to the previous sector and not occurring elsewhere, while no evidences of
structured reflection are detectable, as inferred by the full bandwidth analysis of Figure 7. Figure 12
presents the slices.
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Conversely to what has been inferred and supposed from the full bandwidth analysis, the linear
feature that is located in the top-left part of the slices does not exhibit a coherent behaviour with the
adjacent area, as (1) it does not appear in the same frequency range, but approximately at 1000 MHz
and (2) its amplitude variations with frequency are, at the same time, not consistent with the patterns
tracked by Area 2 and Area 4. Figure 13 visualises these considerations.
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It is evident that the continuity observable from 300–2700 MHz slice is not confirmed when
the slice is analysed in narrower frequency sub-bands, thus demonstrating the increased level of
information that the developed approach can reach once again.

4. Results Discussion

Some statistical measures have been computed and evaluated for each of the defined areas to
qualitatively highlight the frequency-dependent imaging results.

The differences are clear when analysing the histogram of the image (Figure 14), which shows the
number of pixels in an image at each different intensity value. Obviously, the histogram represents
a reduction of the dimensionality (i.e., it contains no spatial information) relative to the original
image, therefore it cannot be deduced form the histograms visualisation, but this feature provides
information regarding the relative positions of various grey levels within the image and indirectly on
its texture [52,53].

Remote Sens. 2019, 11, x FOR PEER REVIEW 13 of 22 

 

The differences are clear when analysing the histogram of the image (Figure 14), which shows 
the number of pixels in an image at each different intensity value. Obviously, the histogram 
represents a reduction of the dimensionality (i.e., it contains no spatial information) relative to the 
original image, therefore it cannot be deduced form the histograms visualisation, but this feature 
provides information regarding the relative positions of various grey levels within the image and 
indirectly on its texture [52,53].  

 
Figure 14. Histograms of the obtained GPR slice depending on the frequency interval. 

When considering that, in a GPR image, the amplitude levels (pseudo-colour) are closely related 
to the contrast in the electrical properties, for a frequency-independent scenario no significant 
variations would have been expected among the amplitude distributions, while what can be noticed 
in Figure 13 represents a completely different situation. In particular, it can be seen that, what has 
been described in Figure 8 reflects in its correspondent histogram, as the sharp shape of the 
distribution (y-axis) defines an image, in which there are a limited number of amplitude levels (i.e., 
nearly a uniform image) that are concentrated on a limited interval (i.e., low amplitude, x-axis). The 
behaviour in the different frequency intervals can be summarised as a recurrent increase and a 

Figure 14. Histograms of the obtained GPR slice depending on the frequency interval.



Remote Sens. 2019, 11, 1075 13 of 21

When considering that, in a GPR image, the amplitude levels (pseudo-colour) are closely related to
the contrast in the electrical properties, for a frequency-independent scenario no significant variations
would have been expected among the amplitude distributions, while what can be noticed in Figure 13
represents a completely different situation. In particular, it can be seen that, what has been described in
Figure 8 reflects in its correspondent histogram, as the sharp shape of the distribution (y-axis) defines
an image, in which there are a limited number of amplitude levels (i.e., nearly a uniform image) that are
concentrated on a limited interval (i.e., low amplitude, x-axis). The behaviour in the different frequency
intervals can be summarised as a recurrent increase and a decrease of the number of amplitude levels,
which are visible as a contraction of the width of the histogram, while the hint of the periodicity can be
inferred by the location (right-side or left-side) of the histogram slope. Clearly, the heterogeneity of the
slice prevents a significant shift in the location of the histogram.

Generally, two main features can be extracted from Figure 14: (1) the shape of the histogram
represents the number of different amplitude levels in the image, defining whether the image is
homogeneous or not, while (2) its location provides an indication of the amplitude of the image pixels.

Tracking the centroid of the histograms, as plotted in Figure 15 against the frequency interval,
can also highlight the variations.
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Figure 15. Histograms centre of mass. (a) Level probability versus frequency; (b) Level occurrence
versus frequency.

This feature represents the centre of mass of each histogram plotted in Figure 14, and it can
essentially be considered as a summary of the information that can be extracted from it, which shows
the frequency-dependent variations of the different pixel levels occurrence, as shown in Figure 15a
as the level probability, and the amplitude level at which it occurs, as depicted in Figure 15b as
the level centroid. Following the considerations that were outlined before, the characteristics of the
300–400 MHz slice can be inferred while considering that (1) a high probability (Figure 15a, y-axis)
means that the number of different pixel levels is limited and (2) these levels are primarily distributed
at lower values (Figure 15b, y-axis). These two characteristics suggest a homogeneous image, in which
only few amplitude levels contribute to the total image appearance.

Obviously, when the slice becomes more composite, the probability centroid loses its significance,
as the increase in the number of the different levels brings a reduction in their probability of occurrence,
which produces an approximately stable centroid. The location of these occurrences is what gains relevance
(Figure 15b). In particular, the hypothesis that was made on the periodicity of the frequency-dependent
variations can be clearly visualised while looking at the oscillation that was described by the pattern
of the level centroid. If one considers the relationship between the pixel amplitude and the associated
GPR effect, these variations highlight that the amplitude content of each slice alternatively varies from a
prevalence of high contrast regions to slices in which there are less variations.



Remote Sens. 2019, 11, 1075 14 of 21

Following these considerations, the peak visible at a frequency of 1000 MHz and located
approximately at 0.5, which means that there is not a clear prevalence of low/high amplitude levels,
reflects the appearance of the corresponding slice of Figure 7. The sharpness of the pattern decreases
with the increasing frequency intervals due to the noise contribution: as the metric is not sensitive
to the geometrical features that are included in the slice, the effect of noise is to spread the number
of pixel amplitude levels, therefore the x-axis of the histogram centroid also becomes more stable
with frequency.

This regular alternation can also be observed from the pattern that was described by the maximum
and minimum values for all the defined areas, and it is clearly identifiable by analysing the results of
the correlation analysis [54,55], computed while isolating each single area and considering the total
profile length (Figure 16).

The correlation matrix, as defined in (1), has been computed for each pairwise profile combination
(x, y), on the mean-adjusted (µx, µy) and standard deviation normalised (σx, σy) profiles.

R(x, y) =
[
ρ(x, x) ρ(x, y)
ρ(y, x) ρ(y, y)

]
(4)

In which ρ represents the Pearson coefficient, as calculated in (2)

ρ(x, y) =
1

N − 1

N∑
i=1

(xi − µx

σx

)( yi − µy

σy

)
(5)

The correlation coefficient has the value ρ = 1 if the two images are absolutely identical, ρ = 0
if they are completely uncorrelated, and ρ = −1 if they are completely anti-correlated, for example,
if one image is the negative of the other. One of the obvious advantages of the Pearson’s correlation
coefficient is that it condenses the comparison of different two-dimensional images down to a single
scalar, and it is completely invariant to linear transformations of the images. As a result, ρ is insensitive
(within limits) to uniform variations in brightness or contrast across an image.
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The values that are shown in the correlation matrix are a measure of the similarity that occurs
between each pairwise frequency combination. In particular, a correlation close to 1 means that the two
particular slices are highly related, hence the two resulting frequency behaviours (i.e., material response
to the frequency variation) are similar. Performing a pixel by pixel comparison, the computed coefficients
take into account, not only the amplitude values, but also their distribution, and consequently the
geometrical features of the image.

It is evident from the results that these frequency dependent fluctuations occur, regardless of the
presence of a defined morphology and with a highly similar pattern. Further on, the dynamic range
of the coefficients spread from −1 to 1, meaning that there are situations in which the resulting slices
might be perfectly uncorrelated, while the periodicity effects can be inferred by the frequency intervals
in which the slices are perfectly negative correlated (the two quantities move in opposite direction).

Table 2 provides a comparison that is based on an average and standard deviation of the correlation
coefficients for each of the situations that are presented in Figure 16.

Table 2. Correlation coefficients comparison.

Profile Sector Mean Deviation

1 0.0187 0.4998
2 0.0215 0.4899
3 0.0242 0.5358
4 0.0212 0.5181

Total length 0.0215 0.4843

Although being basic statistical descriptors, these two values are a convenient instrument in
comparing the consistency of the results. The values in the table summarise what has been commented,
and while the low average value is affected by the heterogeneity of the particular area, the deviation of
the correlation coefficients reflects their maximum fluctuation; therefore, it is a significant descriptor
in evaluating the magnitude of these response variations over the frequency space. In particular,
a correlation deviation of 0.5 means that the coefficients may vary from describing a totally uncorrelated
slice (ρ = 0) to a closely comparable one (positive or negative as well).

However, it can be also noted from Figure 16 that each of the marked area has its own variations
pattern, therefore the assumed periodicity does not exactly replicate itself exactly when changing the
local subsurface properties and the investigated frequency band.

What has been highlighted can be numerically confirmed while computing the second order
correlation (correlation between correlation), whose values are listed in Table 3.

Table 3. Correlation between correlation comparison.

Profile Sector 1 2 3 4 Total Length

1 - 0.962 0.569 0.957 0.988
2 - - 0.519 0.974 0.974
3 - - - 0.448 0.634
4 - - - - 0.953

Total length - - - - -

Two main considerations can be pointed out from Table 3:

• High similarity exists among the correlation results of Area 1, Area 2, and Area 4, which suggests
a close correspondence of the soil properties of those areas (given the similar pattern).

• The correlation values of Area 3 are significantly lower (almost a half), with the outcome that can
result from both the different morphology of the area and a variation in the frequency response of
the soil characteristics.
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The reduced correspondence between the correlation that was obtained when considering the
profile total length and the one of Area 3 (and conversely the high values compared to Area 1, Area 2,
and Area 4) is a consequence of this mutual behaviour, as clearly presence of a higher number of areas
with a coherent behaviour mainly govern the first order correlation.

The fact that the geometrical properties remain uniform suggests that the changes in the response
of the feature with the frequency are likely to be caused by the local subsurface constituents. In addition,
while taking into account the highly correlated trend of the amplitude variations over the frequency
space for Area 1, Area 2, and Area 4, it can be supposed that the three segments are a part of the same
extended feature, which act as a unique structure and hence possess the same electrical properties.
Figure 17 provides a demonstration of this hypothesis, in which the amplitude of the marked structure
is plotted against the frequency interval for all three areas.
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The three amplitude patterns are highly comparable, both observing the dynamic range of the
amplitude values and the periodicity of the peaks. The differences are visible in the higher part of the
spectrum, even though it should take into account the high noise level that might affect the amplitude
results. What can be further noted is that, despite the increase in the central frequency, the amplitude
response of the feature remains almost unchanged.

Figure 18 provides a amplitude pattern comparison.
The fact that the highlighted segment does not reflect either of those behaviours can be explained

as the result of a feature that morphologically belongs to the previous area, but is located in an area
that possesses different electromagnetic properties. Clearly, this complex interaction does not appear
in the full bandwidth results, which once again demonstrates the valuable information that can be
extracted by a frequency analysis of the GPR data.

This can be easily seen by comparing the outline designed by the amplitude variations of Area 2
and Area 3, as shown in Figure 19.

What can be noticed is that, not only the occurrence of the peaks does not match, but also the
periodicity of the amplitude variations is different. Moreover, the periodicity is not regular, as (1) the
first peak of Area 2 (located near 800 MHz) corresponds to a minimum of Area 3, (2) the second peak
of Area 3 (at 1400 MHz) roughly corresponds to the one identified for Area 2, and (3) the last peak of
Area 2 considerably precedes its corresponding one. These results might indicate a heterogeneous
change in the soil electrical properties.
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As a comparison, a similar trend has been found in previous work that characterises soil properties
in the frequency domain. In particular, even if no direct comparison can be made, what can be
confirmed is that (1) the response of the subsurface in the frequency domain is characterised by an
oscillatory behaviour and it is highly nonlinear [56,57], (2) the occurrence of the local minima and
maxima of the response function depends on the constitutive parameters of the soil, as can be seen in
the results from [58,59], in which, respectively, a change in the clay content and moisture of the soil
sample is evaluated.
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5. Conclusions

The measured values of electrical properties reveal the heterogeneity of soil that is present in
a single agricultural field and are affected by a number of physical soil characteristics, which are of
significant importance in precision agriculture.

In this framework, GPR has proven to be an effective tool for efficiently measuring soil properties
that achieve, at the same time, a suitable resolution and large scale measurements, a demanding
requirement due to the three-dimensional distributions of the physical characteristics beneath most
agricultural terrains and their variability. GPR methodology is based on the fact that soil permittivity
is affected by more than one important physical soil characteristic, where behaviour is frequency
dependent to some extent. In the agricultural field, the subsurface interactions can be very complex
and, as the GPR transmitted pulses are modified at multiple frequencies, the received signals carry
influences from various sources.

In this study, a SFCW GPR has been employed for highlighting these frequency dependency
behaviours in order to show what can be gained by analysing the radar response through a series of
narrow bandwidth, rather processing the entire available bandwidth.

The paper has demonstrated that, in comparison to the full bandwidth result, the frequency
analysis is able to retrieve the intricate and often indiscernible textural variability that is found within a
complex GPR image that help to delineate the regions of similar soil characteristics. The fundamental
reason is that the highlighted frequency effects exhibit relevant amplitude variations, a feature that
will presumably be lost when integrating all of these different frequency contributions in a single time
domain signal. Additionally, this strategy allows for a qualitative characterisation of the subsurface
electrical properties overcoming the need for a known subsurface reflector.

In particular, evaluating and mutually correlating the amplitude fluctuations with frequency
make it easier to identify the subsurface features that are possibly correlated or conversely
possessing different electrical properties, providing substantial improvements in the process of
soil morphology characterisation.

Following the presented qualitative evaluation, prospective activities will focus on the quantitative
analysis of the results, which is the translation of the apparent permittivity contrast into the physical
parameters that are responsible for these radar response variations. This can be achieved by clustering
the different GPR volumes depending on their frequency behaviours and by comparing them to the
theoretically expected variations, while considering that unique and unambiguous relationships might
be a challenging task due to the heterogeneity of the soil composition (texture, moisture, and organic
matter content). More robust classification and recognition can be obtained when comparing the
results with other related methodologies and through the available a priori information on the area.
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