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ABSTRACT 
 

Motor deficits are common outcomes of neurological conditions such as stroke. In 
order to design personalised motor rehabilitation programmes such as robot-assisted 
therapy, it would be advantageous to predict how a patient might respond to such 
treatment. Spontaneous neural activity has been observed to predict differences in the 
ability to learn a new motor behaviour in both healthy and stroke populations. This 
study investigated whether spontaneous resting-state functional connectivity could 
predict the degree of motor adaptation of right (dominant) upper limb reaching in 
response to a robot-mediated force field. Spontaneous neural activity was measured 
using resting-state electroencephalography (EEG) in healthy adults before a single 
session of motor adaptation. The degree of beta frequency (β; 15-25 Hz) resting-state 
functional connectivity between contralateral electrodes overlying the left primary 
motor cortex  (M1) and the anterior prefrontal cortex (aPFC) could predict the 
subsequent degree of motor adaptation. This result provides novel evidence for the 
functional significance of resting-state synchronization dynamics in predicting the 
degree of motor adaptation in a healthy sample. This study constitutes a promising 
first step towards the identification of patients who will likely gain most from using 
robot-mediated upper limb rehabilitation training based on simple measures of 
spontaneous neural activity. 
 

KEYWORDS 
 

Electroencephalogram; resting-state; motor adaptation; robot-mediated force field; 
functional connectivity; partial least square regression.  

 
HIGHLIGHTS 
 

● Left M1-aPFC resting-state coherence predicts motor adaptation in a healthy 
sample 

● Resting-state EEG coherence within the beta frequency band is the most 
predictive 

● PLSR is feasible for studying correlation between neural activity and 
behaviour 
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1. INTRODUCTION 
 
Motor learning can be divided into motor skill acquisition and motor adaptation. 
These phenomena can play different roles in the control of voluntary movements and 
are thought to be mediated by different neural substrates (Doyon et al., 2003). Motor 
adaptation results in a return to baseline levels of motor task performance following 
the occurrence of a movement error induced by an external perturbation or to changes 
in the body (Kitago & Krakauer, 2013). The study of motor adaptation often relies on 
systematic modification of the environment such as the imposition of external force 
fields or the rotation of the visual field within which a motor skill is executed (Doyon 
et al., 2009). 
 
Robotic force field devices have gained popularity recently due to their relevance in 
rehabilitative interventions for patients with motor deficits (Patton & Mussa-Ivaldi, 
2004; Scheidt & Stoeckmann, 2007). These can assist movements and document 
neurological and orthopaedic rehabilitation in early recovery stages (Reiner et al., 
2005), whereas at more advanced stages they can introduce controlled force fields 
within the movement environment to increase task difficulty and potentially enhance 
neuroplasticity processes accompanying recovery (Turner et al., 2013). There have 
been changes in the design of individualised therapy with the development of 
prognostic models of motor recovery based on individual behavioural and imaging 
characteristics (Reinkensmeyer et al., 2016). Prognostic models may also be used to 
predict treatment effects (Cramer et al., 2007), thus providing an index of likelihood 
that a patient will respond to a specific rehabilitation training.  
The capacity to learn a new motor ability also varies markedly across healthy 
individuals (Tubau et al., 2007) and differences in performance may be associated 
with the intrinsic dynamics of the brain (Linkenkaer-Hansen et al., 2001; Tomassini et 
al., 2011). Hence, many studies have examined spontaneous brain activity at rest in 
order to investigate how pre-existing differences at the neurophysiological level are 
reflected in differences in cognitive and behavioural performance (Kounios et al., 
2008; Tambini et al., 2010; Matthewson et al., 2012). These findings have been 
extended to motor skill learning, where resting-state functional connectivity within 
the motor network and subtle interactions of this network with attentional networks 
could accurately predict performance gains (Wu et al., 2014; Mary et al., 2017). 
Furthermore, the inter-individual variability in motor adaptation to a force field task 
could be predicted from measures of resting-state beta frequency power in parieto-
occipital and frontal regions collected before the adaptation session (Ozdenizci et al., 
2017). 
 
Measures of local activity are not the only relevant indices of neural functioning. 
Additional information on brain-behaviour dynamics could be obtained by 
investigating the efficiency of communication between functionally connected areas. 
It is acknowledged that brain function is not the result of several modular parts, but 
instead works as a complex network. Efficiency of communication within these 
networks predicts (motor) behaviour (Wu et al., 2014; Youssofzadeh et al., 2016; 
Della-Maggiore & McIntosh, 2005) and disruption of these networks is associated 
with deficits in motor performance (Wu et al., 2015; Carter et al., 2010). Therefore, 
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investigating the efficiency of resting-state synchronization patterns could provide 
novel insight into the individual neural differences underpinning successful motor 
adaptation.  
 
In this study, we investigated whether spontaneous measures of neural activity could 
be predictive of an index of motor adaptation. Spontaneous neural activity was 
measured using resting-state electroencephalography (EEG) prior to motor adaptation 
of upper limb reaching in response to a robot-mediated force field. The motor 
adaptation paradigm employed in the current study has been extensively used in 
previous work (Pizzamiglio et al., 2017; Ozdenizci et al., 2017; Huang et al., 2012; 
Scheidt & Stoeckmann, 2007; Patton & Mussa-Ivaldi, 2004; Shadmehr & Holcomb, 

1997). To the authors’ best knowledge, examination of EEG resting-state coherence 
dynamics in this context is a novel approach that has not been previously 
implemented.  
As oscillations in the beta frequency range (15-30 Hz) appear important for motor 
functions (Wu et al., 2014; Ozdenizci et al., 2017; Engel & Fries, 2010), we 
hypothesised that measures of beta frequency functional connectivity were predictive 
of motor adaptation performance. Furthermore, we aimed at replicating the finding 
that the magnitude of beta band power is predictive of the degree of motor adaptation 
(Ozdenizci et al., 2017). An exploratory approach was adopted to investigate whether 
measures of spontaneous activity within other frequency bands could also predict 
behavioural performance and whether differences in prediction could be demonstrated 
between eyes-closed and eyes-open resting-states.   

2. MATERIAL AND METHODS 

2.1 Participants  
 

Sample size was determined a priori by referring to relevant previous studies (Wu et 
al., 2014; Ozdenizci et al., 2017). This was fix to a minimum of twenty, plus three to 
account for possible exclusions. Twenty-three healthy young adults with no history of 
neurological or musculoskeletal disorders volunteered in the study and gave their 
written informed consent (6 males and 17 females; age: mean ± standard deviation 
(SD) = 28 ± 7). All were right-handed and had normal or corrected-to-normal vision. 
The study was approved by the University of East London Ethical Committee 
(UREC_1415_29) and was conducted according to the Declaration of Helsinki 
(World Medical Association, 2002). Two participants were excluded due to inability 
to accomplish reaching movement timing, which led to excessive error trials. One was 
excluded due to a long interruption in the experiment. One was excluded because s/he 
reported suffering a psychiatric condition whilst undertaking the experiment. Hence, 
data from 19 participants (6 males, 13 females; age: 28 ± 8) were used. 

2.2 Experimental Task and Design  
 

Experiments were carried out in one continuous session. Participants sat in a 
comfortable chair in front of a shoulder/arm manipulandum workstation (MIT-Manus, 
Interactive Motion Technologies, Cambridge, MA, USA; Figure 1A). Shoulders were 
placed at the same height of the end-effector joystick and chair adjustments were 
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made to obtain a semi-pronated arm position with 70° shoulder extension and 120° 
elbow flexion. The forearm was supported by a custom-made thermoplastic trough for 
minimization of fatigue effects due to gravity. Safety belt straps were used to 
minimize trunk movements. Participants performed a reaching task with their 
dominant (right) arm by moving the joystick from a central starting point to a 
peripheral target, in a north-west-oriented reaching movement (135°). Visual online 
feedback of the joystick position was given through a vertical display screen situated 
at eye-level (Figure 1B). The starting point and the peripheral target consisted of 
black dots of 1 cm diameter measured on screen, with 15 cm actual linear distance. 
Instructions were to perform the movement within 1.0 to 1.2 seconds from the 
appearance of a visual cue (peripheral target turning red) and to stay on the target 
until robot-assisted arm relocation occurred. The latter was chosen for the returning 
movement so as not to interfere with the motor adaptation process. Feedback on 
reaching time was displayed after each trial. 
  

 
Figure 1. Task and experimental set-up. A) Schematic representation of the experimental setup. In order to 
perform the task, participants had to move the end-effector joystick towards the North-West 135° direction while 
visual feedback of their position was given on the screen. Green arrows represent the direction of the force field 
during the motor adaptation condition. The orange dashed line represents the ideal reaching trajectory, while the 
orange continuous line represents the trajectory deviation due to the force field in the early trials of motor 
adaptation. . B) Motor task requiring the participant to reach towards a peripheral target from a central starting 
position. 
 
Participants performed the task in three experimental conditions, each including 96 
reaching trials (Figure 2). The first and the third conditions, “Familiarization” and 
“Wash-Out” consisted of performing the reaching task in a null force field. In the 
second condition, “Motor Adaptation” (MA), the robot applied a counter-clockwise 
velocity-dependent force field of 25 Newton-second per meter (Ns/m), perpendicular 
to the 135° reaching trajectory. In between conditions, a period of rest was undertaken 
when 6 minutes of resting-state (RS) data were collected (3 minutes with eyes open – 
EO, and 3 minutes with eyes closed - EC, in a randomized order across participants 
but in constant order within subjects). The resting-state condition immediately 
preceding MA will be referred to as pre-MA (Pre-Motor Adaptation). Pre-MA eyes 
open and eyes closed RS-EEG data only have been analysed for the purpose of the 
present study. Other RS conditions have been introduced to investigate a separate 
hypothesis that is beyond the purpose of the present study, and results will be 
published elsewhere.  
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Figure 2. Experimental design. Coloured blocks represent the three experimental conditions. The orange colour 
indicates conditions of null force field, while the green colour indicates that a force field was applied in that 
condition. Six minutes resting-state EEG (blue blocks) was recorded in between experimental blocks. Only EEG 
data obtained during the pre-Motor Adaptation resting-state condition was used in this study (framed condition). 

2.3 Data Acquisition  
 

Neural activity and kinematic measures were simultaneously recorded during the 
whole experiment. Electroencephalographic activity was recorded (EEG; µV) using a 
high-density 64-channel Waveguard cap (ANT Neuro, Enschede, Netherlands). EEG 
electrodes were arranged according to the International 10-20 System (Jasper, 1958). 
Data were amplified with a TMSi Refa Ext amplifier (ANT Neuro, Enschede, 
Netherlands), digitized at 1024 Hz, and band-pass filtered from 0.1 to 500 Hz. 
Impedance was kept below 5 kΩ. During recordings, the Fz electrode was used as a 
reference. Kinematic measures were obtained from the automatic recordings of the 
robotic device and included end-effector position and velocity (along the x and y 
axes) and exerted forces (along x, y and z axes). Kinematic data were sampled at 200 
Hz and stored for off-line analysis. The two signals were synchronized by a TTL 
pulse signal emitted by the robotic device in correspondence of each visual cue and 
transmitted to the EEG recording system via a BNC cable.  

2.4 Measures of kinematic performance and neural activity 

2.4.1 Kinematic measure of performance  
 

Motor performance was quantified with a measure of trajectory error in each trial. 
Summed Error (SumErr; cm) was derived from raw kinematic data and is the sum of 
the observed deviations from the ideal linear trajectory (between the starting position 
and target position) for every time sample from movement onset (ton, first time point 
at which velocity, V > 0.03m/s) to movement offset (toff, first time point after 
movement onset at which velocity, V < 0.03m/s). Average SumErr scores were 
computed for trials 2-6 (T1) and for the last 5 trials (T2) for each participant during 
the MA condition (Trewartha et al., 2014). The percentage of improvement (PI) in 
motor adaptation performance was then computed for each participant as: PI = [(T2-
T1)/T1]*100. This represents a quantitative measure of adaptation learning (i.e. 
amount of adaptation or behavioural gain). Measures derived by the SumErr index 
have been extensively used as dependent variables in previous studies (Pizzamiglio et 
al., 2017; Hunter et al., 2009; Burciu et al., 2014; Osu et al., 2003). 
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2.4.2 EEG measures of neural activity 
 

Eyes-open and eyes-closed EEG data collected immediately before motor adaptation 
(Pre-MA) were used to predict performance. This is in line with previous studies that 
used resting-state immediately before task for behavioural prediction (Wu et al., 2014; 
Ozdenici et al., 2014; Cassady et al., 2017; Youssofzadeh et al., 2016; Mehrkanoon et 
al., 2016). The Familiarization condition was not analysed but served as a common 
prior state to minimize uncontrolled variability. Variability in participant brain states 
prior to resting-state data collection could give rise to inflated variance in the strength 
of connectivity measures, and introducing a standardized prior state common to all 
participants has been suggested to minimize variability due to uncontrolled variables 
(Tailby et al., 2015).  

2.4.2.1 EEG data Pre-processing  

Offline pre-processing was performed using the EEGLab analysis toolbox for MatLab 
2015a (The MathWorks, Inc.;). As a laboratory standard procedure, data were filtered 
with a bandpass filter (0.5 – 100 Hz, FIR) and a notch filter (50 Hz, FIR). A 
secondary notch filter (25 Hz) was applied to correct for laboratory-related noise. 
Data were visually inspected to remove non-stereotyped artefacts and identify noisy 
channels. Bad channels were removed and data were re-referenced to the common 
average reference (Ludwig et al., 2009). Independent component analysis (ICA; 
Hyvärinen et al., 2004) implementing the extended Infomax algorithm (Lee et al., 
1999) was run to remove stereotyped artefacts (e.g. eye blinks, muscles contractions), 
following criteria described in Chaumon et al. (2015). In the presence of residual 
artefacts after ICA, correspondence between EEG noise and activation of ambiguous 
components was investigated by plotting components in time. This method allowed 
accurate individuation of artefactual components that were ambiguous in a first 
analysis. Channels that were removed before ICA were replaced by spherical 
interpolation using neighbouring channels (6 channels per participant interpolated on 
average). Data were re-referenced to the common average. The EEG was segmented 
into 2 seconds epochs after preliminary investigation on what epoch length was the 
most robust for running a spectral analysis on our data. 

2.4.2.2 Spectral Analysis of EEG data 
 

For all channels, spectral information (i.e. frequency domain) within the data was 
extracted by means of a Fast Fourier Transformation (FFT) as implemented in 
FieldTrip toolbox for Matlab (Oostenveld et al., 2011). The FFT was run through a 
multi-taper method with a single (Hanning) taper window applied to reduce spectral 
leakage (Harris, 1978). Frequency resolution was set to 0.5 Hz (resulting in a time 
window of 2 sec) and a sliding window was set to 0.5 sec (Babiloni et al., 2010). The 
power density spectrum (µV2) was obtained as an output of the FFT per each 
participant and condition (Storey, 2002). For subsequent analyses, band frequencies 
of interest were defined as follows: δ (2-4Hz), θ (4-8Hz), α (8-13Hz), β (13-30Hz), γ 
(30-60Hz), in keeping with previous studies (Babiloni et al., 2010). 
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2.4.2.3 Measures of brain connectivity  

Coherence is a measure of synchronization between each pair of channels and 
indicates the functional relationship between different brain regions (Bowyer, 2016). 
It is calculated as a squared correlation coefficient and gives a zero-to-one measure of 
the consistency of the phase difference between pairs of signals at a given frequency. 
The coherence spectrum was obtained from Fast Fourier transformed-data through the 
following formula:  
 

������ = 	
|	
��� �������|

�

�
��� �����∗�
��
� �����

	    
 
where Cxy represents coherence between two signals (x and y), f represents the 
specific frequency bin at which coherence is evaluated, Sxy represents the cross-
spectra, Syy and Sxx the auto-spectra, and L the number of trials evaluated. A seed 
region of interest was defined a priori based on the existing literature on motor 
adaptation (Hunter et al., 2009; Gandolla et al., 2014; Doyon et al., 2003; Doyon et 
al., 2009; Debas et al., 2010; Gandolfo et al., 2000). This encompassed channels C1 
and C3, which according to the 10-20 system (Jasper, 1958), are located over the left 
primary motor cortex (M1). We adopted an exploratory approach and investigated 
coherence between left M1 and all other EEG channels to identify any areas that are 
substantially involved in predicting motor adaptation performance.   

2.5 Statistical Analysis  
Our aim was to test whether resting-state spontaneous neural activity recorded before 
the MA condition (Pre-MA) is predictive of motor adaptation during the MA 
condition. Although our expectations focused on the predictive power of beta 
coherence measures (Wu et al., 2014), we also conducted an exploratory analysis of 
all frequencies and all channels to account for the scarcity of literature evidence. 
Therefore for each frequency band (δ, θ, α, β, γ) and each RS condition (EO, EC), we 
obtained: 1) a dataset of the mean power in pre-MA at each of the 62 channels for 
each participant and 2) a dataset of the mean coherence in pre-MA between left M1 
and all other channels for each participant. This resulted in the creation of 20 datasets. 
Each of these was used as an input variable (i.e. X-variable) in a regression model, 
with PI being used as the dependent variable (i.e. Y-variable). Hence, a total of 20 
independent regression models were tested.  
In order to quantify inter-individual variability in motor adaptation performance, 
descriptive measures of percentage improvement (PI) at the motor adaptation task 
were computed.  

2.5.1 Ordinary Least Square Regression  

For neural prediction of behaviour, we first considered implementing an Ordinary 
Least Square Regression. This turned out not to be a feasible method for two reasons. 
First, the predictor variables (EEG channels) displayed high collinearity. EEG 
captures activity of common neural sources at different scalp locations, thus some 
predictors were highly correlated. Multicollinearity causes biased estimation of the 
standard error of regression coefficients, limiting conclusions on population values 
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(Farahani et al., 2010). Second, the number of predictors (62 channels) exceeded the 
number of cases (19 participants), which would cause model over-fitting (Austin & 
Steyerberg, 2015).  

2.5.2 Partial Least Square Regression  

Partial Least Square Regression (PLSR) is a method of projection to latent structures 
that finds the relevant linear subspace underlying two matrices, X (predictor 
variables) and Y (response variables), and uses it to model X while simultaneously 
predicting Y (Krishnan et al., 2011; Ng, 2013; Wold et al., 2001). In recent years, the 
PLSR method has gained interest due to its feasibility for handling datasets in which 
1) the number of X-variables exceeds the number of cases, 2) the X-variables are 
multicollinear and 3) there are missing data. PLSR has been successfully 
implemented in several studies investigating brain-behavioural dynamics (e.g. Wu et 
al., 2014; Wu et al., 2015; Mehrkanoon et al., 2016). PLSR determines orthogonal 
latent variables so that their covariance with Y is maximized (Krishnan et al, 2011). 
Component selection is an important step to determine the most reasonable model 
complexity (Wold et al., 2001). Compared to other regression methods, PLSR has the 
highest predictive ability with the lowest model complexity (Yeniay & Goktas, 2002). 
Therefore, PLSR was considered the most feasible method and was implemented for 
our analysis. 

2.5.3 Description of the Implemented Approach 
 
A PLSR model was fit to the EEG data and the behavioural data (PI) using the “pls” 
and the “ggplot2” packages for R open source software (R core team, 2013). A 
separate model was generated for each prepared dataset (see section 2.5) and 
specifically for each frequency band of interest and resting-state condition (EO/EC). 
For each model, PLSR was run twice. First, an Orthogonal Signal Corrected-PLSR 
(OSC-PLSR) was run on the whole set of channels (step 1). Then, a threshold 
selection method on regression coefficients was used to individuate the subset of 
channels that made the most substantial contribution to the model (variable reduction; 
step 2). Lastly, a second PLSR model was fitted to the significantly informative 
variables (step 3) and performance was measured (step 4). Ordinary Least Square 
Regression was run as a control analysis (step 5). Figure 3 describes the flow of the 
self-implemented method; steps are described in detail in the next paragraphs.  
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Figure 3. Statistical analysis steps. STEP 1 and STEP 2. Orthogonal signal-corrected Partial Least Square 
Regression (OSC-PLSR) and threshold selection were implemented as variable reduction method to create a 
reduced dataset just containing informative variables. STEP 3 and STEP 4. Once a reduced dataset was obtained (n 
= number of channels that passed the threshold selection), a second PLSR model was fitted to the data and 
performance was measured by means of leave-one-out cross validation (LOOCV) and jack-knifing. STEP 5. As a 
control analysis, an Ordinary Least Square Regression (OLSR) was run. 
 

Step 1. OSC-PLSR.  
 

Step 1.1 Data preparation.  

Before the analysis, precautions were taken to obtain unbiased estimates of the 
regression coefficients, which have been then used as a reference for selecting 
influential variables in the PLSR model (see Step 2). These included data scaling and 
centring and application of an Orthogonal Signal Correction procedure to the X-
variables (Wold et al., 2001; Wold et al., 1998). All pre-processing steps were 
conducted agnostically to the test set.  

Data scaling and centring. Input variables were scaled to unit variance and 
mean centred. By linear rescaling, variables are weighted to be attributed the same 
prior importance in the PLS analysis (Wold et al., 2001). This allows a direct 
comparison of regression coefficients of the model, facilitating the individuation of 
the most predictive variables (Gelman, 2008). This is useful when it is not possible to 
make a priori assumptions on the relative importance of each X-variable for the 
model, as in our exploratory analysis on regression coefficients.  

Orthogonal signal correction. Orthogonal signal correction was applied to the 
predictor matrix X in order to minimize bias of the PLSR coefficients. Orthogonal 
variation has been shown to have a strong impact on the regression coefficients by 
biasing their estimated values and thus the interpretation of predictors’ importance in 
the model (Trygg & Wold, 2002). Orthogonal signal correction consists of removing 
from the X-matrix a small number of factors that account for as much as possible of 
the variation in X and are orthogonal to Y, eliminating bias (Wold et al., 1998).  
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Step 1.2 PLSR Analysis. 

Model details. OSC-PLSR was run by implementing an OSC adapted formula 
(Wehrens, 2011) and the orthogonal scores algorithm (Martens & Næs, 1989). The 
whole set of channels was used as X-variables and PI scores were used as the Y-
variable. Models with different number of components (1 to 17) were compared and 
the reasonable number of components to retain in the model was determined. 
Relevant indices (regression coefficients, indices of fit) were saved for further 
analysis. 

Determining the most reasonable number of components. A model was 
selected that included as many components as needed to explain at least the 80% of 
variance in Y (Wu et al., 2014, Krishnan et al., 2013). Along with this, the root mean 
square error of prediction (RMSEP), the cross-validated R squared (Q Squared) and 
model parsimony were taken into account. In trade-off cases, in which choosing a less 
parsimonious model would have led to a better fit (higher Q Squared, lower error), 
this was investigated in parallel with the more parsimonious one, and resulting PLSR 
coefficients were compared. The process of component selection was agnostic to the 
test set.  

Step 2. Variable reduction method.  
 

When investigating the predictive power of large numbers of variables in complex 
systems, data reduction through projection methods and/or variable selection methods 
is necessary for improving prediction and interpretation (Mehmood et al., 2012). In 
our analysis, the first PLSR model (OSC-PLSR) was fit to this end (Maitra & Yan, 
2008). Different approaches exist (see Mehmood et al., 2012 for a review). The 
variable reduction method implemented in this study is inspired by PLS wrapper 
methods (Mehmood et al., 2012), in particular to the backward variable selection PLS 
(BVSPLS; Pierna et al., 2009) and to the threshold method on regression coefficients 
implemented by Wu et al. (2014).  
The most informative X-variables were found based on a threshold selection method 
on z-transformed PLSR coefficients. PLSR coefficients constitute a measure of 
association between each X-variable and the Y-variable. Standardized coefficients 
identify the importance of each X-variable in the model. Coefficients that exceeded 
the 95% confidence interval of the PLS coefficients vector were identified, then 
plotted on the EEG channels layout and visually inspected. Since we expected about 3 
out of 62 coefficients to pass the significance threshold by chance (5% false positive 
rate), significantly informative X-variables were selected for further modelling just if 
they clustered to constitute an area of two or more spatially contiguous channels.  

Step 3. PLSR model re-fitting. 
 

After selection, the least informative X-variables were excluded from the model, and 
a second PLSR model just including the significant and contiguous channels was 
fitted. If needed, further elimination of the least informative variables was performed 
by means of backward stepwise method (Draper & Smith, 2014; removal criterion: 
jack-knife p>.05) until the best PLSR model was obtained where all X-variables made 
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significant contribution to the Y-variable prediction. Relevant indices of the re-fitted 
model were extracted for interpretation purposes.  

Step 4. Model evaluation.  
 

Cross-validation. Leave-one-out cross-validation (LOOCV) was used to 
estimate the model’s prediction error (Wakeling & Morris, 1993; Clark & Cramer, 
1993). LOOCV is a computer-based re-sampling technique consisting in the iterative 
removal of one participant from the whole sample, and subsequent fit of a PLSR 
model to the n-1 sample. The Y-variable of the excluded participant is then predicted 
by the model based on the participant’s X-variables. Deviation between the predicted 
and the actual Y-variable of the left-out participant is measured for each of the n-1 
samples. The predictive ability of the model is summarized in the cross-validated R2 
index, named Q2 and defined as:  

 

�� = �� − �����
��  

 
with SD representing the “squared deviations of each dependent value from the mean 
of all dependent values” and PRESS representing the predictive residual sum of 
squares, which is “the sum of the squared deviations between the actual and predicted 
dependent values computed during the cross validation runs” (Clark & Cramer, 1993). 
Unlike the R2 index, which is specific to the data sample, Q2 gives a measure of how 
much Y-variance can be explained from the leave-one-out predictions, thus providing 
a formal test of the PLSR model’s predictive ability. A Q2 < 0 indicates a poor model. 
A Q2 = 0 indicates that the model is not better than a mean model. A Q2 > 0 indicates 
that the model’s predictive ability is better than a mean model, since the average 
prediction error is lower than the squared deviation of the original dependent values. 
There is no clear cut-off value for establishing whether a PLSR model is significantly 
better than a mean model in predicting Y. Some consider a model including n 
component satisfactory already when Q2 > 0 (Documentation, Statistica). Others 
concluded that any Q2 value greater than 0.25 can be accepted as very unlikely to 
have resulted from chance correlation - when n>12 (Clark & Cramer, 1993). Hence, 
models with Q2 > 0 have been considered satisfactory. Models with Q2 > 0.25 have 
been considered very strong prediction models. The Jack-knifing test was used as a 
second indicator of model significance.  

Jack-knifing. Jack-knife test was run to test significance of X-variables’ 
contribution to the model’s prediction. Through Jack-knifing, standard errors are 
derived from the variation in the parameters of the many sub-models obtained during 
cross-validation. Their t-distribution is then used to derive confidence intervals 
(Wold, 1982; Martens & Martens, 2000). Although jack-knifing is outperformed by 
bootstrapping methods in many statistical settings, this technique is thought to 
perform well in PLSR, since all PLSR parameters are close to normally distributed 
(Wold et al., 2001).  

Pearson product-moment correlation. For each model, the Pearson product-
moment correlation coefficient was computed to provide a measure of relationship 
strength between Y observed and predicted values (Rodgers & Nicewanders, 1988). 
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Permutation-based p-values for the Pearson product-moment correlation coefficients 
were derived (999 permutations conducted). 

Step 5. Control analysis.  
 
As a control analysis, Ordinary Least Square Regression was run on the reduced 
dataset.  

 
3. RESULTS 

3.1 Kinematic measures of performance 
Descriptive measures of kinematic performance indicated high inter-individual 
variability in Percentage Improvement during the motor adaptation task (M= -59.79, 
SD = 18,35; Table 1). A probability density graph visually displaying the frequency 
distribution of PI is reported in Figure 4.  
 

N Mean SD Range 
   Min. Max. 

19 -59,79 18,35 -83,02 -18,88 
Table 1.  Descriptive statistics. Sample descriptive statistics for kinematic measures of Percentage 
Improvement (PI). N = number of participants; SD = Standard Deviation; Min. = Minimum; Max. = 
Maximum.  
 
 

 
Figure 4. Probability density graph. The graph displays the sample probability density (y axis) for kinematic 

measures of Percentage Improvement (PI; x axis). 

 
3.2 PLSR Analysis 
 
Resting-state measures of EEG power and M1 coherence recorded immediately 
before task (Pre-MA condition) were entered in independent PLSR models to predict 
Percentage Improvement (PI) during motor adaptation. Within our variable reduction 
method, an average of 2.75 PLSR coefficients per model passed the 95% CI 
threshold. Of these, coefficients clustered together in 10 of the 20 models tested. 
These 10 models were further analysed by fitting a PLSR model to the reduced set of 
X-variables, i.e. EEG channels (Table1). In those cases in which regression 
coefficients of the same EEG channels were compared across models with different 
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number of components (see section 2.5.2, Step 1.2), no differences were detected in 
the coefficients exceeding the 95% CI. Since the same influential EEG channels were 
identified, these were selected as input variables of the second PLSR models. 
 
By refitting a PLSR model to the set of EEG channels individuated through our 
variable reduction method, significant predictors of motor adaptation performance 
were identified. Significant predictors of performance were coherence between 
channels overlying left M1 and channels overlying the left prefrontal cortex (FP1, 
FPZ) within the β-band for the eyes-open condition, and within the β- and γ-bands for 
the eyes-closed condition. 
 
Model prediction accuracy was evaluated by means of LOOCV and by means of a 
Jack-knife test of significance that was carried out on the EEG channels. 85% of the 
variance in M1-left prefrontal β coherence (eyes-closed condition) explained 25% of 
the variance in PI (Q2 = 0.25, RMSEP = 15.51, R2 = 0.37. Jack-knife on FP1: t(18) = -
4.88, p < .001; Jack-knife on FPZ: t(18) = -3.58, p < .01), whereas 84% of the 
variance in γ-coherence (eyes-closed condition) explained 11% of the variance in PI 
(Q2 = 0.11, RMSEP = 16.81, R2 = 0.29. Jack-knife on FP1: t(18) = -2.77, p <.05; Jack-
knife on FPZ: t(18) = -2.38, p < .05). M1-FPZ β coherence (eyes-open condition) 
explained 13% of the variance in PI (Q2 = 0.13, RMSEP = 16.69, R2 = 0.27). 
 
Separate PLSR models assessing the prediction power of left M1 coherence in other 
frequency bands generated models that predicted performance not better than an 
intercept model. The same was true for measures of resting-state power. Results for 
the 10 models individuated through our variable reduction method are reported in 
Table 2.  
 
Pearson product-moment correlation between observed and predicted values of PI 
indicated significant positive correlation for the eyes-closed M1-left prefrontal β 
coherence condition, r = 0.51 (p < .05). Correlations between observed and predicted 
values for the other models yielded no statistically significant results. 
 
Condition  Model N 

Comp 
X var.  RMSEP Q2  r Channels 

Pow θ EC  2 99,81 20,90 -0,3686 .187 P5, PO3, PO5 
Pow α EC  1 95,65 20,05 -0,2592 -.057 O2, PO6, PO8 
Pow β EC  1 93,02 19,61 -0,2049 -.178 P7, PO5 
Pow θ EO  1 78,00 19,93 -0,2448 -.159 T8, TP8 
Pow α EO  2 99,00 20,80 -0,3552 -.151 P7, PO7, O2, PO8 
Coh α EC  1 98,53 19,15 -0,1488 -.114 PO6, PO8 
Coh β EC 1 1 58,15 16,06 0,1918 .465 AF3, FP1***, FPZ** 
 2 1 84,94 15,51 0,2462 .515* FP1***, FPZ** 
Coh γ EC 1 1 53,57 16,99 0,0956 .366 FP2, AF3, FP1*, FPZ* 

 2 1 74,38 17,10 0,0839 .356 FP2, FP1*, FPZ* 
 3 1 83,78 16,81 0,1146 .388 FP1*, FPZ*  

Coh β EO 1 2 100,0 16,98 0,0963 .309 AF3, FPZ** 
 2 1 100,0 16,69 0,1268 .383 FPZ 
Coh γ EO  1 65,75 21,25 -0,4152 -.174 CP2, CP4, C6, C4 
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Table 2. Prediction of motor adaptation performance. Condition: Pow = power recorded at 
channels reported in the last column; Coh = left M1 coherence with the channels reported in the last 
column; EC = eyes-closed condition; EO = eyes-open condition. Model = for each condition, models 
that were further reduced by means of backwards elimination of non-significant channels are reported, 
and presented over multiple rows. N Comp = number of components retained in the PLSR model. X 
var. = percentage of X-variance explained by the model. RMSEP = Root Mean Square Error of 
Prediction. Q2 = Cross-Validated R2. r = Pearson product-moment correlation coefficient for observed 
and predicted values. Within this column: * = permutation-based significance value for the Pearson 
correlation coefficient p<.05. Channels = EEG channels individuated through our variable reduction 
method that have been entered as X-variables in the PLSR model. Within this column: * = Jack-knife 
test p<.05; ** = Jack-knife test p<.01; *** = Jack-knife test p<.001. The best predictive models of 
motor adaptation are highlighted in bold characters. 

 
3.3 Control Analysis (Ordinary Least Square Regression)  

When the EEG channels identified by the PLSR were used as predictors in an 
Ordinary Least Square Regression, results showed that β-coherence measures of both 
the eyes-closed and eyes-open conditions significantly predicted performance (eyes-
closed r = 0.61; R2 = 0.38; F(2,16) = 4.86; p <.05; eyes-open r = 0.52; R2 = 0.27; 
F(1,17) = 6.16; p <.05). These results are in line with prediction models detected 
through the PLSR method. On the other hand, γ- coherence generated a model that 
had no significant prediction value (r = 0.55; R2 = 0.31; F(2,16) = 3.53; p >.05) . This 
result contradicts the PLSR results. This may be due to the presence of a very small 
effect in γ, which has been detected by a PLSR model of one component, but was 
lacking in prediction power when the two predictors (FP1, FPZ) were entered 
separately in an OLSR model. Table 3 summarizes the three OLSR models. 
Scatterplots are reported in Figure 5.  
 
  B SE B Standardized B 
β-coherence EC Constant 

FP1 
FPZ 

- 30.65 
- 29.23 
- 77.23 

10.12 
46.10 
44.51 

 
- .17* 
- .47* 

β-coherence EO Constant 
FPZ 

- 36.85 
- 83.90 

9.95 
33.80 

 
- .52* 

γ-coherence EC 
 

Constant 
FP1 
FPZ 

- 38.39 
- 92.22 
- 11.82 

9.04 
52.68 
43.41 

 
- .50 
- .08 

Table 3. Ordinary Least Square Regression models. For each of the three models independently 
tested, unstandardized coefficients values (B), standard errors (SE B) and standardized coefficients 
values (Standardized B) are displayed. Note that higher negative PI values represent higher degree of 
motor adaptation (see section 2.4.1 for details on PI computation). Hence, negative B values point to a 
positive linear relation with PI. * = predictor with significance value p <.05. 
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Figure 5. Ordinary Least Square Regression scatterplots. For each of the significant models, reported are a 
scatterplot of the regression of neural resting-state measures on behavioural performance (PI= Percentage of 
Improvement), and the associated topographic representation of significant regression coefficients derived from 
the PLS model. Asterisks = channels taken as seed region for M1.  
 

4. DISCUSSION 

4.1 Overview and novel findings  
 

The present study investigated whether individual differences in the intrinsic 
dynamics of the brain can predict the magnitude of motor adaptation in healthy 
subjects. We demonstrated that individual measures of resting-state functional 
coupling between left M1 and the anterior prefrontal cortex (aPFC) predicted the 
degree of motor adaptation. Resting-state power measures had no predictive value for 
motor adaptation.  
 
These results are in line with previous studies that, using different paradigms and 
neuroimaging methods such as fMRI (Landi et al., 2011; Vahdat et al., 2011), EEG 
(Molteni et al., 2012; Youssofzadeh et al., 2016; Ozdenizci et al., 2017) and PET 
(Krebs et al., 1998; Krakauer et al., 2004; Della-Maggiore & McIntosh, 2005), 
consistently demonstrated cortical activation of the prefrontal cortex (PFC) and M1 
during motor adaptation tasks. Our study extends these findings by showing that 
efficiency of resting-state communication between specific areas of this network is an 
essential prerequisite for successful motor adaptation. These findings are more 
extensively discussed in the following sections.  
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4.2 Resting-state cortical connectivity predicts motor adaptation 
performance. 
 
Recent studies have demonstrated that resting-state functional connectivity dynamics 
can explain a considerable amount of variation in behavioural performance, such as 
motor skill learning (Wu et al., 2014) and cognitive performance (Kounios et al. 
2008; Tambini et al., 2010). Our results add to these findings and intriguingly show 
that synchronization of neural oscillations of the brain at rest has clear functional 
significance as it predicts behaviour. In particular, we provide novel evidence for the 
key role of coherence between left M1 and the anterior prefrontal cortex (aPFC) in the 
prediction of motor adaptation. This finding is consistent with results of a recent study 
that, using partial Granger causality (PCG), found an increase in causal effects in the 
aPFC during motor adaptation in gait training (Youssofzadeh et al., 2016). 
Additionally, and in keeping with existing literature on motor behaviour, our 
exploratory analysis of different frequency bands revealed that activity within the β-
range is the best neurophysiological correlate of motor behaviour. In fact, in the 
present study M1-aPFC connectivity within the β-band predicted 25% of the variance 
in motor adaptation in the eyes-closed condition, and 13% of behavioural variance in 
the eyes-open condition. Consistency of findings across conditions suggests that this 
is a highly reliable predictor of performance. The lower prediction strength observed 
in the eyes-open condition is likely to result as a consequence of the overall decrease 
in frontal coherence measured during eyes-open compared to eyes-closed resting-state 
(Boytsova & Danko, 2010). Eyes-closed M1-aPFC connectivity within the γ-
frequency band was also found to be a significant predictor of motor adaptation, but 
with reduced prediction strength (Q2 = 0.11). We believe that this effect is very small 
as its significance has not been confirmed by our control analysis using Ordinary 
Least Square Regression. In contrast, frequencies within the δ-, θ- and α-bands had no 
predictive value.  
 
The aPFC has been associated with functions such as the explicit processing of 
internal states (Christoff & Gabrieli, 2000), the maintenance of a cognitive state 
necessary for memory retrieval (Tulving, 1985), prospective memory (i.e. the 
intention to carry out an action after a delay; Burgess et al., 2001), branching and 
reallocation of attention (Koechlin, 1999) and relational integration (i.e. the 
simultaneous consideration of multiple relations between objects or thoughts; 
Christoff et al., 2001). In an attempt to synthesize the multiple models of the aPFC, 
Ramnani and Owen (2004) proposed a specific role of this region for simultaneously 
considering multiple operations to be executed in the pursuit of a higher behavioural 
goal. This interpretation accounts well for, and encases all the functional features 
mentioned above. Within this theoretical framework, we believe that the M1-aPFC 
functional coupling underpinning successful motor adaptation is likely to represent a 
potential state of preparedness for the integration of multiple dimensions into a 
descending predictive model resulting in successful adaptive movements. According 
to the active inference theory, adapting to an external perturbation is thought to result 
from a tuning process during which the motor cortex (M1) generates top-down 
predictions of the proprioceptive consequences of movement, and subsequently 
updates these based on error feedback (Friston, 2009; Gandolla et al., 2014; Clark, 
2015)  In our motor adaptation task, the same behavioural outcome learned during the 
familiarization phase (linear reaching movement) has to be achieved in a new 
environmental context, and information on the learned movement, the current 
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movement, the desired movement, and the external force perturbation have to be 
brought together to create an exact descending prediction that fulfils the behavioural 
goal. Flexible communication between the M1 and the aPFC could facilitate adaptive 
behaviour by predisposing the creation of accurate prediction models that promptly 
integrate novel contextual information to the previously learned motor command.  

4.3 Resting-state local power does not predict motor adaptation 
performance. 
 
Based on the study of Ozdenizci et al. (2017), we aimed at replicating the finding that 
resting-state β-power in parieto-occipital and frontal regions is predictive of motor 
adaptation. However, resting-state power measures had no predictive value on the 
amount of adaptation in the present study. Discrepancy between findings may be due 
to methodological differences in the investigation of prediction. Ozdenizci and 
colleagues (2017) individuated principal components of resting-state activity at the 
group level, derived then the components’ power spectrum for each participant, and 
eventually used these as predictors of motor adaptation performance in a regression 
model. On the other hand, we performed an independent component analysis for each 
participant and then tested the predictive power of noise-free activity recorded at the 
electrode-level. Power computed at the electrode level may not be a powerful enough 
measure for predicting behavioural outcomes, possibly due to its lower spatial 
resolution. In support of this claim, a previous study using a similar methodological 
approach to the one implemented in this work showed that cortical connectivity 
measures but not power measures were predictive of motor skill learning (Wu et al., 
2014). Consequently, investigations of power measures using source-level techniques 
(as in the case of Ozdenizci et al., 2017) may prove to be more effective in predicting 
performance.  

5. LIMITATIONS AND FUTURE DIRECTIONS 
 
One limitation of this study is that EEG data were analysed at the electrode level, 
which limits the exact spatial localization of neural sources. The correspondence 
between location of electrodes on the scalp and the underlying brain structure could 
therefore be imperfect. However, the investigation of resting-state correlates of motor 
adaptation (and skill learning) is in its infancy and the present study constitutes a first, 
exploratory analysis of the topic using EEG. This complements other work that used 
electrode-level prediction models of behaviour (e.g. Wu et al., 2014). Future studies 
could use methods of projection to the source level to improve spatial resolution 
(Hassan et al., 2014).  
About 70% of our population sample consisted of females. Literature suggests sex-
specific dynamics in resting-state functional organization (Conrin et al., 2018; Salehi 
et al., 2017; Tian et al., 2011). Hence, we recognize the potential for a degree of 
gender bias in our results and these should be interpreted accordingly. 
In keeping with previous work (Wu et al., 2014; Mehrkanoon et al., 2016), the present 
study demonstrated that PLSR provides a robust data-driven approach to identify the 
models that best predict behaviour. Results can be used to test a priori hypothesis in 
replication studies that, making use of independent datasets, would further 
substantiate the present results.  Based on previous studies (Hunter et al., 2009; 
Gandolla et al., 2014; Doyon et al., 2009; Gandolfo et al., 2000), our hypothesis was 
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that M1 connectivity could be predictive of subsequent motor adaptation. However, 
we do not exclude that connectivity between other areas involved in the motor 
adaptation network could be predictive of performance. This possibility should be 
investigated in future, and methods designed for the analysis of complex network 
dynamics such as graph theory could be implemented. Future studies using different 
neuroimaging methods should also investigate the relationship between activity of 
cortical and subcortical structures, since the latter have been shown to have a 
significant role in motor adaptation (Della-Maggiore & McIntosh, 2005; Doyon et al., 
2009). Regarding long-term clinical applications of our findings in a healthy sample, 
they could represent a first step towards the development of prognostic models to be 
used for assisting clinicians in their treatment choices (Cramer et al., 2007; Stinear, 
2010; Reinkensmeyer et al., 2016). In this context, information on what the chances 
are of a patient responding to a particular rehabilitation training could be obtained 
based on simple measures of neural activity, collected time- and cost-effectively.  

6. CONCLUSIONS  
 

The present study provides novel evidence for the significance of resting-state 
functional connectivity in predicting the subsequent degree of motor adaptation in a 
healthy sample. Analysis of communication patterns in the resting brain revealed that 
communication between the primary motor cortex and the anterior prefrontal cortex 
via beta frequency coherence plays a substantial role in determining the degree of 
individual motor adaptation.  
Predicting individual differences in motor adaptation has important implications for 
neurorehabilitation. Our delineation of prediction suggest the possibility of using 
simple measures of resting-state activity to identify patients who will likely benefit 
more from using robot-mediated upper limb rehabilitation training.  
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