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Universal features of price formation in financial markets:

perspectives from Deep Learning

Justin Sirignano∗ and Rama Cont†‡

March 25, 2018

Abstract

Using a large-scale Deep Learning approach applied to a high-frequency database
containing billions of electronic market quotes and transactions for US equities, we
uncover nonparametric evidence for the existence of a universal and stationary price
formation mechanism relating the dynamics of supply and demand for a stock, as
revealed through the order book, to subsequent variations in its market price. We assess
the model by testing its out-of-sample predictions for the direction of price moves given
the history of price and order flow, across a wide range of stocks and time periods. The
universal price formation model exhibits a remarkably stable out-of-sample prediction
accuracy across time, for a wide range of stocks from different sectors. Interestingly,
these results also hold for stocks which are not part of the training sample, showing
that the relations captured by the model are universal and not asset-specific.

The universal model — trained on data from all stocks — outperforms, in terms
of out-of-sample prediction accuracy, asset-specific linear and nonlinear models trained
on time series of any given stock, showing that the universal nature of price formation
weighs in favour of pooling together financial data from various stocks, rather than
designing asset- or sector-specific models as commonly done. Standard data normal-
izations based on volatility, price level or average spread, or partitioning the training
data into sectors or categories such as large/small tick stocks, do not improve training
results. On the other hand, inclusion of price and order flow history over many past
observations improves forecasting performance, showing evidence of path-dependence
in price dynamics.
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1 Price formation: how market prices react to supply

and demand

The computerization of financial markets and the availability of detailed electronic records
of order flow and price dynamics in financial markets over the last decade has unleashed
TeraBytes of high frequency data on transactions, order flow and order book dynamics in
listed markets, which provide us with a detailed view of the high-frequency dynamics of
supply, demand and price in these markets [8]. This data may be put to use to explore
the nature of the price formation mechanism which describes how market prices react to
fluctuations in supply and demand. At a high level, a ‘price formation mechanism’ is a
map which represents the relationship between the market price and variables such as price
history and order flow:

Price(t+ ∆t) = F
(
Price history(0...t), Order Flow(0...t), Other Information

)
= F (Xt, εt),

where Xt is a set of state variables (e.g., lagged values of price, volatility, and order flow),
endowed with some dynamics, and εt is a random ‘noise’ or innovation term representing
the arrival of new information and other effects not captured entirely by the state variables.
Empirical and theoretical market microstructure models, stochastic models and machine
learning price prediction models can all be viewed as different ways of representing this map
F , at various time resolutions ∆t.

One question, which has been implicit in the literature, is the degree to which this map
F is universal (i.e., independent of the specific asset being considered). The generic, as
opposed to asset-specific, formulation of market microstructure models seems to implicitly
assume such a universality. Empirical evidence on the universality of certain stylized facts
[9] and scaling relations [2, 1, 27, 22] seems to support the universality hypothesis. Yet,
the practice of statistical modeling of financial time series has remained asset specific: when
building a model for the returns of a given asset, market practitioners and econometricians
only use data from the same asset. For example, a model for Microsoft would only be
estimated using Microsoft data, and would not use data from other stocks.
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Furthermore, the data used for estimation is often limited to a recent time window,
reflecting the belief that financial data can be ‘non-stationary’ and prone to regime changes
which may render older data less relevant for prediction.

Due to such considerations, models considered in financial econometrics, trading and risk
management applications are asset-specific and their parameters are (re)estimated over time
using a time window of recent data. That is, for asset i at time t the model assumes the
form

Pricei(t+ ∆t) = F
(
X i

0:t, εt | θi(t)
)
,

where the model parameter θi(t) is periodically updated using recent data on price and other
state variables related to asset i. As a result, data sets are fragmented across assets and time
and, even in the high frequency realm, the size of data sets used for model estimation and
training are orders of magnitude smaller than those encountered in other fields where Big
Data analytics have been successfully applied. This is one of the reasons why, except in a few
instances [7, 14, 25, 28, 29, 30], large-scale learning methods such as Deep Learning [18] have
not been deployed for quantitative modeling in finance. In particular, the non-stationarity
argument is sometimes invoked to warn against their use.

On the other hand, if the relation between these variables were universal and stationary,
i.e. if the parameter θi(t) varies neither with the asset i nor with time t, then one could
potentially pool data across different assets and time periods and use a much richer data set
to estimate/ train the model. For instance, data on a flash crash episode in one asset market
could provide insights into how the price of another asset would react to severe imbalances
in order flow, whether or not such an episode has occurred in its history.

In this work, we provide evidence for the existence of such a universal, stationary relation
between order flow and market price fluctuations, using a nonparametric approach based on
Deep Learning. Deep learning can estimate nonlinear relations between variables using ‘deep’
multilayer neural networks which are trained on large data sets using ‘supervised learning’
methods [18].

Using a deep neural network architecture trained on a high-frequency database containing
billions of electronic market transactions and quotes for US equities, we uncover nonpara-
metric evidence for the existence of a universal and stationary price formation mechanism
relating the dynamics of supply and demand for a stock, as revealed through the order book,
to subsequent variations in its market price. We assess the model by testing its out-of-sample
predictions for the direction of price moves given the history of price and order flow, across
a wide range of stocks and time periods. The universal price formation model exhibits a
remarkably stable out-of-sample prediction accuracy across time, for a wide range of stocks
from different sectors. Interestingly, these results also hold for stocks which are not part of
the training sample, showing that the relations captured by the model are universal and not
asset-specific. We observe that the neural network thus trained outperforms linear models,
pointing to the presence of nonlinear relationships between order flow and price changes.

Our paper provides quantitative evidence for the existence of a universal price formation
mechanism in financial markets. The universal nature of the price formation mechanism is
reflected by the fact that a model trained on data from all stocks outperforms, in terms
of out-of-sample prediction accuracy, stock-specific linear and nonlinear models trained on
time series of any given stock. This shows that the universal nature of price formation

3



weighs in favour of pooling together financial data from various stocks, rather than designing
stock- or sector-specific models as commonly done. Also, we observe that standard data
transformations such as normalizations based on volatility or average spread, or partitioning
the training data into sectors or categories such as large/small tick stocks, do not improve
training results. On the other hand, inclusion of price and order flow history over many
past observations improves forecasting performance, showing evidence of path-dependence
in price dynamics.

Remarkably, the universal model is able to extrapolate, or generalize, to stocks not within
the training set. The universal model is able to perform well on completely new stocks
whose historical data the model was never trained on. This implies that the universal
model captures features of the price formation mechanism which are robust across stocks
and sectors. This feature alone is quite interesting for applications in finance where missing
data problems and newly issued securities often complicate model estimation.

Outline Section 2 describes the dataset and the supervised learning approach used to
extract information about the price formation mechanism. Section 3 provides evidence for
the existence of a universal and stationary relationship linking order flow and price history
to price variations. Section 4 summarizes our main findings and discusses some implications.

2 A data-driven model of price formation via Deep

Learning

Applications such as image, text, and speech recognition have been revolutionized by the
advent of ‘Deep Learning’ — the use of multilayer (‘deep’) neural networks trained on large
data sets to uncover complex nonlinear relations between high-dimensional inputs (‘features’)
and outputs [18].

At an abstract level, a deep neural network represents a functional relation y = f(x)
between a high-dimensional input vector x and an output y through iterations (‘layers’)
consisting of weighted sums followed by the application of nonlinear ‘activation’ functions.
Each iteration corresponds to a ‘hidden layer’ and a deep neural network can have many hid-
den layers. Neural networks can be used as ‘universal approximators’ for complex nonlinear
relationships [20], by appropriately choosing the weights in each layer.

In supervised learning approaches, network weights are estimated by optimizing a regular-
ized cost function reflecting in-sample discrepancy between the network output and desired
outputs. In a deep neural network, this represents a high-dimensional optimization over hun-
dreds of thousands (or even millions) of parameters. This optimization is computationally
intensive due to the large number of parameters and large amount of data. Stochastic gra-
dient descent algorithms (e.g., RMSprop or ADAM) are used for training neural networks,
and training is parallelized on Graphics Processing Units (GPUs).

We apply this approach to learn the relation between supply and demand on an electronic
exchange — captured in the history of the order book for each stock — and the subsequent
variation of the market price. Our data set is a high-frequency record of all orders, transac-
tions and order cancellations for approximately 1000 stocks traded on the NASDAQ between
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January 1, 2014 and March 31, 2017.1

Figure 1: The limit order book represents a snapshot of the supply and demand for a stock
on an electronic exchange. The ‘ask’ side represents sell orders and the ‘bid’ side, buy orders.
The size represents the number of shares available for sale/purchase at a given price. The
difference between the lowest sell price (ask) and the highest buy price (bid) is the ‘spread’
(in this example, 1 ¢).

Electronic buy and sell orders are continuously submitted, cancelled and executed through
the exchange’s order book. A ‘limit order’ is a buy or sell order for a stock at a certain price
and will appear in the order book at that price and remain there until cancelled or executed.
The ‘limit order book’ is a snapshot of all outstanding limit orders and thus represents the
visible supply and demand for the stock (see Figure 1). In US stock markets, orders can be
submitted at prices occurring at multiples of 1 cent. The ‘best ask price’ is the lowest sell
order and the ‘best bid price’ is the highest bid price. The best ask price and best bid price
are the prices at which the stock can be immediately bought or sold. The ‘mid-price’ is the
average of the best ask price and best bid price. The order book evolves over time as new
orders are submitted, existing orders are cancelled, and trades are executed.

In electronic markets such as the NASDAQ, new orders may arrive at high frequency —
sometimes every microsecond — and order books of certain stocks can update millions of
times per day. This leads to TeraBytes of data, which we put to use to build a data-driven
model of the price formation process.

When the input data is a time series, causality constraints require that the relation
between input and output respects the ordering in time. Only the past may affect the
present. A network architecture which reflects this constraint is a recurrent network (see an
example in Figure 2) based on Long Short-Term Memory (LSTM) units [16].

Each LSTM unit has an internal state which maintains a nonlinear representation of all
past data. This internal state is updated as new data arrives. Our network has 3 layers

1Historical order book data was reconstructed from NASDAQ Level III data using the LOBSTER data
engine [24].
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Figure 2: Architecture of a recurrent neural network.

of LSTM units followed by a final feed-forward layer of rectified linear units (ReLUs). A
probability distribution for the next price move is produced by applying a softmax activation
function. LSTM units are specially designed to efficiently encode the temporal sequence of
data [16, 18].

We train the network to forecast the next price move from a vector of state variables,
which encode the history of the order book over many observation lags. The index t repre-
sents the number of price changes. At a high level, the LSTM network is of the form

(Yt, ht) = f(Xt, ht−1; θ). (2.1)

Yt is the prediction for the next price move, Xt is the state of the order book at time t,
ht is the internal state of the deep learning model, reprenting information extracted from
the history of X up to t, and θ designates the model parameters, which correspond to the
weights in the neural network. At each time point t the model uses the current value of state
variables Xt (i.e. the current order book) and the nonlinear representation of all previous
data ht−1, which summarizes relevant features of the history of order flow, to predict the
next price move. In principle, this allows for arbitrary history-dependence: the history of
the state variables (Xs, s ≤ t) may affect the evolution of the system, in particular price
dynamics, at all future times T ≥ t in a nonlinear way. Alternative modeling approaches
typically do not allow the flexibility of blending nonlinearity and history-dependence in this
manner.

A supervised learning approach is used to learn the value of the (high-dimensional) pa-
rameter θ by minimizing a regularized negative log-likelihood objective function using a
stochastic gradient descent algorithm [18]. The parameter θ is assumed to be constant
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across time, so it affects the output at all times in a recursive manner. A stochastic gradient
descent step at time t requires calculating the sensitivity of the output to θ, via a chain rule,
back through the previous times t− 1, t− 2, . . . , t− T (commonly referred to as ‘backpropa-
gation through time’). In theory, backpropagation should occur back to time 0 (i.e., T = t).
However, this is computationally impractical and we truncate the backpropagation at some
lag T . In Section 3.4, we discuss the impact of the past history of the order book and the
‘long memory’ of the market.

The resulting LSTM network involves up to hundreds of thousands of parameters. This is
relatively small compared to networks used for instance in image or speech recognition, but
it is huge compared to econometric models traditionally used in finance. Previous literature
has been almost entirely devoted to linear models or stochastic models with a very small
number of parameters. It is commonly believed that financial data is far too noisy to build
such large models without overfitting; our results show that this is not necessarily true.

Given the size of the data and the large number of network parameters to be learned,
significant computational resources are required both for pre-processing the data and training
the network. Training of deep neural networks can be highly parallelized on GPUs. Each
GPU has thousands of cores, and training is typically 10× faster on a GPU than a standard
CPU. The NASDAQ data was filtered to create training and test sets. This data processing
is parallelized over approximately 500 compute nodes. Training of asset-specific models was
also parallelized, with each stock assigned to a single GPU node. Approximately 500 GPU
nodes are used to train the stock-specific models.

These asset-specific models, trained on the data related to a single stock, were then
compared to a ‘universal model’ trained on the combined data from all the stocks in the
dataset. Data from various stocks were pooled together for this purposes without any specific
normalization.

Due to the large amount of data, we distributed the training of the universal model across
25 GPU nodes using asynchronous stochastic gradient descent (Figure 3). Each node loads a
batch of data (selected at random from all stocks in the dataset), computes gradients of the
model on the GPU, and then updates the model. Updates occur asynchronously, meaning
node j updates the model without waiting for nodes i 6= j to finish their computations.

3 Results

We split the universe of stocks into two groups of roughly 500 stocks; training is done on
transactions and quotes for stocks from the first group. We distinguish:

• stock-specific models, trained using data on all transactions and quotes for a specific
stock.

• the ‘universal model’, trained using data on all transactions and quotes for all stocks
in the training set.

All models are trained for predicting the direction of the next price move. Specifically, if
τ1, τ2, . . . are the times at which the mid-price Pt changes, we estimate P[Pτk+1

−Pτk > 0|Xτ0:k ]
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Figure 3: Asynchronous stochastic gradient descent for training the neural network. The
dataset, which is too large to be held in the nodes’ memories, is stored on the Online Storage
system. Batches of data are randomly selected from all stocks and sent to the GPU nodes.
Gradients are calculated on the GPUs and then the model is asynchronously updated.

and P[Pτk+1
−Pτk < 0|Xτ0:k ] whereXt is the state of the limit order book at time t. The models

therefore predict whether the next price move is up or down. The events are irregularly
spaced in time. The time interval τk+1− τk between price moves can vary considerably from
a fraction of a second to seconds.

We measure the forecast accuracy of a model for a given stock via the proportion of
observations for which it correctly predicts the direction of the next price move. This can
be estimated using the empirical estimator

Ai =
Number of price changes where model correctly predicts price direction for stock i

Total number of price changes
× 100%.

All results are out-of-sample in time. That is, the accuracy is evaluated on time periods
outside of the training set. Model accuracy is reported via the cross-sectional distribution
of the accuracy score Ai across stocks in the testing sample, and models are compared by
comparing their accuracy scores.

In addition, we evaluate the accuracy of the universal model for stocks outside the training
set. Importantly, this means we assess forecast accuracy for stock i using a model which is
trained without any data on stock i. This tests whether the universal model can generalize
to completely new stocks.

Typically, the out-of-sample dataset is a 3-month time period. In the context of high-
frequency data, 3 months corresponds to millions of observations and therefore provides a lot
of scope for testing model performance and estimating model accuracy. In a data set with
no stationary trend (as in the case at such high frequencies), a random forecast (‘coin-flip’)
would yield an expected score of 50%. Given the large size of the data set, even a small
deviation (i.e. 1%) from this 50% benchmark is statistically significant.

The main findings of our data-driven approach may be summarized as follows:
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• Nonlinearity: Data-driven models trained using deep learning substantially outper-
form linear models in terms of forecasting accuracy (Section 3.1).

• Universality: The model uncovers universal features that are common across all
stocks (Section 3.2). These features generalize well: they are also observed to hold for
stocks which are not part of the training sample.

• Stationarity: model performance in terms of price forecasting accuracy is remarkably
stable across time, even a year out of sample. This shows evidence for the existence of
a stationary relationship between order flow and price changes (Section 3.3), which is
stable over long time periods.

• Path-dependence and long-range dependence: inclusion of price and order flow
history is shown to substantially increase the forecast accuracy. This provides evidence
that price dynamics depend not only on the current or recent state of the limit order
book but on its history, possibly over long time scales (Section 3.4).

Our results show that there is far more common structure across data from different
financial instruments than previously thought. Providing a suitably flexible model is used
which allows for nonlinearity and history-dependence, data from various assets may be pooled
together to yield a data set large enough for deep learning.

3.1 Deep Learning versus Linear Models

Linear state space models, such as Vector Autoregressive (VAR) models, have been widely
used in the modeling of high frequency data and in empirical market microstructure research
[19] and provide a natural benchmark for evaluating the performance of a forecast. Linear
models are easy to estimate and capture in a simple way the trends, linear correlations and
autocorrelations in the state variables.

The results in Figure 4 show that the deep learning models substantially outperform
linear models. Given the large sample size, an increase of 1% in accuracy is considered
significant in the context of high-frequency modeling.

The linear (VAR) model may be formulated as follows: at each observation we update a
vector of linear features ht and then use a probit model for the conditional probability of an
upward price move given the state variables:

ht = Aht−1 +BXt,

Yt = P(∆Pt > 0|Xt, ht) = G(CXt +Dht). (3.-1)

where G depends on the distributional assumptions on the innovations in the linear model.
For example, if we use a logistic distribution for the innovations in the linear model, then
the probability distribution of the next price move is given by softmax (logistic) function
applied to a linear function of the current order book and linear features:

P(∆Pt > 0|Xt, ht) = Softmax(CXt +Dht).

We compare the neural network against a linear model for approximately 500 stocks. To
compare models we report the difference in accuracy scores across the same test data set.
Let
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• Li be the accuracy of the stock-specific linear model gθi for asset i estimated on data
only from stock i,

• Âi be the accuracy of the stock-specific deep learning model fθi trained on data only
from stock i, and

• Ai be the accuracy for asset i of the universal deep learning model fθ trained on a
pooled data set of all quotes and transactions for all stocks.

The left plot in Figure 4 reports the cross-sectional distribution for the increase in accuracy
Âi−Li when moving from the stock-specific linear model to the stock-specific deep learning
model. We observe a substantial increase in accuracy, between 5% to 10% for most stocks,
when incorporating nonlinear effects using the neural networks.

The right plot in Figure 4 displays histograms of Ai (red) and Li (blue). We clearly
observe that moving from a stock-specific linear model to the universal nonlinear model
trained on all stocks substantially improves the forecasting accuracy by around 10%.

Figure 4: Comparison of a deep neural network with linear models. Models are trained to
predict the direction {−1,+1} of next mid-price move. Comparison for approximately 500
stocks and out-of-sample results reported for June-August, 2015. Left-hand figure: increase
in accuracy of stock-specific deep neural networks versus stock-specific linear models. Right-
hand figure: accuracy of a universal deep neural network (red) compared to stock-specific
linear models (blue).

The deep neural network outperforms the linear model since it is able to estimate non-
linear relationships between the price dynamics and the order book, which represents the
visible supply and demand for the stock. This is consistent with an abundant empirical and
econometric literature documenting nonlinear effects in financial time series, but the large
amplitude of this improvement can be attributed to the flexibility of the neural network in
representing nonlinearities.

More specifically, sensitivity analysis of our data-driven model uncovers stable nonlinear
relations between state variables and price moves, i.e. nonlinear features which are useful
for forecasting. Figure 5 presents an examples of such a feature: the relation between the
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Figure 5: Left: relation between depth at the bid, depth at the ask and the probability
of a price decrease. The x-axis and y-axis display the quantile level corresponding to the
observed bid and ask depth. Right: Contour plot displaying the influence of levels deeper in
the order book (5 to 10) on the probability of a price decrease.

depth on the bid and ask sides of the order book and the probability of a price decrease.
Such relations have been studied in queueing models of limit order book dynamics [12, 13].
In particular, it was shown in [13] that when the order flow is symmetric then there exists a
‘universal’ relation — not dependent on model parameters — between bid depth, ask depth
and the probability of a price decrease at the next price move. However, the derivations in
these models hinge on many statistical assumptions which may or may not hold, and the
universality of such relations remained to be empirically verified.

Our analysis shows that there is indeed evidence for such a universal relation, across a
wide range of assets and time periods. Figure 5 (left) displays the probability of a price de-
crease as a function of the depth (the number of shares) at the best bid/ask price. The larger
the best ask size, the more likely the next price prove will be downwards. The probability
is approximately constant along the center diagonal where the bid/ask imbalance is zero.
However, as observed in queueing models [12, 13, 15], even under simplifying assumptions,
the relation between this probability and various measures of the bid/ask imbalance is not
linear. Furthermore, such queueing models typically focus on the influence of depth at the
top of the order book and it is more difficult to extract information from deeper levels of the
order book. The right contour plot in Figure 5 displays the influence of limit orders deeper
in the order book (here: total size aggregated across levels 5 to 10) on the probability of a
price decrease. We see that the influence is less than the depth at the top of the book, as
illustrated by the tighter range of predicted probabilities, but still significant.

3.2 Universality across assets

A striking aspect of our results is the stability across stocks of the features uncovered by
the deep learning model, and its ability to extrapolate (‘generalize’) to stocks which it was
not trained on. This may be illustrated by comparing forecasting accuracy of stock-specific
models, trained only on data of a given stock, to a universal model trained on a pooled data
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set of 500 stocks, a much larger but extremely heterogeneous data set. As shown in Figure 6,
which plots Ai− Âi, the universal model consistently outperforms the stock-specific models.
This indicates there are common features, relevant to forecasting, across all stocks. Features
extracted from data on stock A may be relevant to forecasting of price moves for stock B.

Given the heterogeneity of the data, one might imagine that time series from different
stocks should be first normalized (by average daily volume, average price or volatility etc.)
before pooling them. Surprisingly, this appears not to be the case: we have observed that
standard data transformations such as normalizations based on average volume, volatility or
average spread, or partitioning the training data into sectors or categories such as large/small
tick stocks do not improve training results. For example, a deep learning model trained on
small tick stocks does not outperform the universal model in terms of forecasting price moves
for small tick stocks. It appears that the model arrives at its own data-driven normalization
of inputs based on statistical features of the data rather than ad hoc criteria.

Figure 6: Out-of-sample forecasting accuracy of the universal model compared with stock-
specific models. Both are deep neural networks with 3 LSTM layers followed by a ReLU
layer. All layers have 50 units. Models are trained to predict the direction of the next move.
Comparison across 489 stocks, June-August, 2015.

The source of the universal model’s outperformance is well-demonstrated by Figure 7.
The universal model most strongly outperforms the stock-specific models on stocks with less
data. The stock-specific model is more exposed to overfitting due to the smaller dataset
while the universal model is able to generalize by interpolating across the rich scenario space
of the pooled data set and therefore is less exposed to overfitting. So, the existence of these
common features seems to argue for pooling the data from different stocks, notwithstanding
their heterogeneity, leading to a much richer and larger set of training scenarios. Using 1
year of the pooled data set is roughly equivalent to using 500 years (!) of data for training a
single-stock model and the richness of the scenario space is actually enhanced by the diversity
and heterogeneity of behavior across stocks.

Due to the large amount of data, very large universal models can be estimated without
overfitting. Figure 8 shows the increase in accuracy for a universal model with 150 units
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per layer (which amounts to several hundred thousand parameters) versus a universal model
with 50 units per layer.

Figure 7: Increase in out-of-sample forecast accuracy (in %) of the universal model compared
to stock-specific model, as a function of size of training set for stock specific model (normal-
ized by total sample size, N = 24.1 million). Models are trained to predict the direction of
next price move. Comparison across 500 stocks, June-August, 2015.

Figure 8: Comparison of two universal models: a 150 unit per layer model versus 50 unit
per layer model. Models are trained to predict direction {−1,+1} of next mid-price move.
Out-of-sample prediction accuracy for direction of next price move, across approximately
500 stocks (June-August, 2015).

Remarkably, the universal model is even able to generalize to stocks which were not
part of the training sample: if the model is only trained on data from stocks {1, . . . , N}, its
forecast accuracy is similar for stock N+1. This implies that the universal model is capturing
features in the relation between order flow and price variastions which are common to all
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stocks. Table 1 illustrates the forecast accuracy of a universal model trained only on stocks
1−464 (for January 2014-May 2015), and tested on stocks 465−489 (for June-August 2015).
This universal model outperforms stock-specific models for stocks 465 − 489, even though
the universal model has never seen data from these stocks in the training set. The universal
model trained only on stocks 1− 464 performs roughly the same for stocks 465− 489 as the
universal model trained on the entire dataset of stocks 1−489. Results are reported in Table
1.

Figure 10 displays the accuracy of the universal model for 500 completely new stocks,
which are not part of the training sample. The universal model achieves a high accuracy on
these new stocks, demonstrating that it is able to generalize to assets that are not included
in the training data. This is especially relevant for applications, where missing data issues,
stock splits, new listings and corporate events constantly modify the universe of stocks.

Model Comparison Average increase in accuracy

Stock-specific 25/25 1.45%
Universal 4/25 -0.15%

Table 1: Comparison of universal model trained on stocks 1-464 versus (1) stock-specific
models for stocks 465-489 and (2) universal model trained on all stocks 1-489. Models are
trained to predict direction of next mid-price move. Second column shows the fraction of
stocks where the universal model trained only on stocks 1-464 outperforms models (1) and
(2). The third column shows the average increase in accuracy. Comparison for 25 stocks
and out-of-sample results reported for June-August, 2015.

Figure 9: Performance on approximately 500 new stocks which the model has never seen
before. Out-of-sample accuracy reported for June-August, 2015. Universal model trained
during time period January 2014-May 2015.
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3.3 Stationarity

The relationships uncovered by the deep learning model are not only stable across stocks
but also stationary in time. This is illustrated by examining how forecast accuracy behaves
when the training period and test period are separated in time.

Figure 10 shows the accuracy of the universal model on 500 stocks which were not part
of the training sample. The left histogram displays the accuracy in June-August, 2015,
shortly after the training period (January 2014-May 2015), while the right plot displays
the cross-sectional distribution of accuracy for the same model in January-March, 2017, 18
months after the training period. Interestingly, even one year after the training period, the
forecasting accuracy is stable, without any adjustments.

Such stability contrasts with the common practice of ‘recalibrating’ models based on
a moving window of recent data due to perceived non-stationarity. If the data were non-
stationary, accuracy would decrease with the time span separating the training set and the
prediction period and it would be better to train models only on recent periods immediately
before the test set. However, we observe that this is not the case: Table 2 reports forecast
results for models trained over periods extending up to 1, 3, 6, and 19 months before the test
set. Model accuracy consistently increases as the length of the training set is increased. The
message is simple: use all available data, rather than an arbitrarily chosen time window.

Note that these results are not incompatible with the data itself being non-stationary.
The stability we refer to is the stability of the relation between the inputs (order flow and
price history) and outputs (forecasts). If the inputs themselves are non-stationary, the output
will be non-stationary but that does not contradict our point in any way.

Figure 10: Performance on 500 new stocks which the model has never seen before. Left: out-
of-sample accuracy reported for June-August, 2015. Right: out-of-sample accuracy reported
for January-March, 2017. Universal model trained on data from January 2014-May 2015.

3.4 Path-dependence

Statistical modeling of financial time series has been dominated by Markovian models which,
for reasons of analytical tractability, assume that the evolution of the price and other state
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Size of training set % of stocks for which 19-mo. training Average increase in accuracy
outperforms short-term training for 19-month model

1 month 100% 7.2%
3 months 100% 3.7%
6 months 100% 1.6%

Table 2: Out-of-sample forecast accuracy of deep learning models trained on entire training
set (19 months) vs. deep learning models trained for shorter time periods immediately
preceding the test period, across 50 stocks Aug 2015. Models are trained to predict the
direction of next price move. Second column shows the fraction of stocks where the 19-th
month model outperforms models trained on shorter time periods. The third column shows
the average increase in accuracy across all stocks.

variables only depends on their current value and there is no added value to including their
history beyond one lag. There is a trove of empirical evidence going against this hypothesis,
and pointing to long-range dependence in financial time series [3, 21, 22]. Our results are
consistent with these findings: we find that the history of the limit order book contains
significant additional information beyond that contained in its current state.

Figure 11 shows the increase in accuracy when using an LSTM network, which is a
function of the history of the order book, as compared with a feedforward neural network,
which is only a function of the most recent observation (a Markovian model). The LSTM
network, which incorporates temporal dependence, significantly outperforms the Markovian
model.

The accuracy of the forecast also increases when the network is provided with a longer
history as input. Figure 12 displays the accuracy of the LSTM network on a 5, 000-step
sequence minus the accuracy of the LSTM network on a 100-step sequence. Recall that a
step ∆k = τk+1 − τk is on average 1.7 seconds in the dataset so 5000 lags corresponds to
2 hours on average. There is a significant increase in accuracy, indicating that the deep
learning model is able to find relationships between order flow and price change events over
long time periods.

Our results show that there is significant gain in model performance from including many
lagged values of the observations in the input of the neural network, a signature of significant
— and exploitable — temporal dependence in order book dynamics.

4 Discussion

Using a Deep Learning approach applied to a large dataset of billions of orders and trans-
actions for 1000 US stocks, we have uncovered evidence of a universal price formation
mechanism relating history of the order book for a stock to the (next) price variation for
that stock. More importantly, we are able to learn this mechanism through supervised train-
ing of a deep neural network on a high frequency time series of the limit order book. The
resulting model displays several interesting features:
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Figure 11: Comparison of out-of-sample forecast accuracy of a LSTM network with a feed-
forward neural network trained to forecast the direction of next price move based on the
current state of the limit order book. Cross-sectional results for 500 stocks for test period
June-August, 2015.

Figure 12: Out-of-sample increase in accuracy when using a 5000-step sequence versus a
100-step sequence, across 1, 000 stocks. Test period : June-August 2015.

• Universality: the model is stable across stocks and sectors, and the model trained on
all stocks outperforms stock-specific models, even for stocks not in the training sample,
showing that features captured are not stock-specific.

• Stationarity: model performance is stable across time, even a year out of sample.

• Evidence of ‘long memory’ in price formation: including order flow history as input,
even up to several hours, improves prediction performance.

• Generalization: the model extrapolates well to stocks not included in the training
sample. This is especially useful since it demonstrates its applicability to recently
listed instruments or those with incomplete or short data histories.
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Our results illustrate the applicability and usefulness of Deep Learning methods for modeling
of intraday behavior of financial markets. In addition to the fundamental insights they
provide on the nature of price formation in financial markets, these findings have practical
implications for model estimation and design. Training a single universal model is orders
of magnitude less complex and costly than training or estimating thousands of single-asset
models. Since the universal model can generalize to new stocks (without training on their
historical data), it can also be applied to newly issued stocks or stocks with shorter data
histories.

References

[1] T. Andersen, O. Bondarenko, A. Obizhaeva and P. Kyle (2017). Intraday Trading In-
variance in the E-Mini S&P 500 Futures Market, Working Paper.

[2] M. Benzaquen, J. Donier, and J.P. Bouchaud (2016). Unravelling the trading invariance
hypothesis. Market Microstructure and Liquidity.

[3] E. Bacry, A. Kozhemyak, J. Muzy (2008) Continuous cascade models for asset returns,
Journal of Economic Dynamics and Control, 32 (1), 156-199.

[4] Y. Bengio, Y. LeCun, G. Hinton (2015). Deep Learning, Nature 521, 436444.

[5] J. Bouchaud, Y. Gefen, M. Potters, and M. Wyart (2004). Fluctuations and response in
financial markets: the subtle nature of ’random’ price changes. Quantitative Finance,
4(2), 176-190.

[6] Z. Eisler, J. Bouchaud, and J. Kockelkoren (2012). The price impact of order book
events: market orders, limit orders and cancellations. Quantitative Finance, 12(9), 1395-
1419.

[7] H. Buhler, L. Gonon, J.Teichmann, B. Wood (2018). Deep hedging. arXiv:1802.03042

[8] R. Cont (2011). Statistical modeling of high frequency financial data: Facts, models
and challenges, IEEE Signal Processing, 28, 16-25.

[9] R. Cont (2001). Empirical properties of asset returns: stylized facts and statistical
issues, Quantitative Finance, 1(2), 223-236.

[10] R. Cont, A. Kukanov (2017). Optimal order placement in limit order markets, Quanti-
tative Finance, 17(1), 21-39.

[11] R. Cont, A. Kukanov, and S. Stoikov (2014). The price impact of order book events.
Journal of Financial econometrics, 12(1), 47-88.

[12] R. Cont, S. Stoikov, and R. Talreja (2010). A stochastic model for order book dynamics.
Operations Research, 58(3), 549-563.

18

https://www.ssrn.com/abstract=1748022
https://www.ssrn.com/abstract=1748022


[13] R. Cont and A. de Larrard (2013). Price dynamics in a Markovian limit order market.
SIAM Journal of Financial Mathematics, 4(1), 1-25.

[14] M. Dixon. Sequence Classification of the Limit Order Book using Recurrent Neural
Networks. Journal of Computational Science, 2017.

[15] J. Figueroa-Lopez and J. Chavez-Casillas (2017). One-level limit order book model
with memory and variable spread. Stochastic Processes and their Applications, 127,
2447-2481.

[16] Felix A. Gers; Jrgen Schmidhuber; Fred Cummins (2000). Learning to Forget: Continual
Prediction with LSTM. Neural Computation, 12 (10), 24512471.

[17] X. Guo, A. de Larrard, and Z. Ruan (2017). Optimal placement in a limit order book:
an analytical approach. Mathematics and Financial Economics, 11(2), 189-213.

[18] I. Goodfellow, Y. Bengio, and A. Courville (2017). Deep Learning, MIT Press.

[19] J. Hasbrouck (2007). Empirical Market Microstructure: The Institutions, Economics,
and Econometrics of Securities Trading, Oxford University Press.

[20] K. Hornik, M. Stinchcombe, H. White (1989). Multilayer Feedforward Networks are
Universal Approximators. Neural Networks 2(5), 359-366.

[21] F. Lillo and J. Farmer (2004). The long memory of the efficient market. Studies in
nonlinear dynamics and econometrics, 8(3).

[22] B. Mandelbrot, L Calvet & A. Fisher (1997). The multifractal model of asset returns.
Cowles Foundation Discussion, Paper No. 1164.

[23] F. Patzelt and J.P. Bouchaud (2017). Universal scaling and nonlinearity of aggregate
price impact in financial markets, Physical Review E 97 (1), 012304.

[24] R. Huang and T. Polak (2011). LOBSTER: Limit Order Book Reconstruction System,
Technical documentation.

[25] M. Kolanovic et al (2017) Big Data and AI Strategies: Machine Learning and Alter-
native Data Approach to Investing, J.P. Morgan Global Quantitative & Derivatives
Strategy Report.

[26] M. Kearns and Y. Nevmyvaka (2006) Reinforcement learning for optimized trade exe-
cution. 23rd International Conference on Machine Learning.

[27] A. Kyle and A. Obizhaeva (2016). Market microstructure invariance: Empirical hy-
potheses. Econometrica, 84(4), 1345-1404.

[28] J. Sirignano and K. Spiliopoulos (2017). Stochastic Gradient Descent in Continuous
Time. SIAM Journal on Financial Mathematics, 8(1), 933-961.

[29] J. Sirignano (2016). Deep Learning for Limit Order Books. arXiv:1601.01987

19



[30] J. Sirignano, A. Sadhwani, L. Chen, and K. Giesecke (2016). Deep Learning for Mortgage
Risk. arXiv:1607.02470

[31] J. Sirignano and K. Spiliopoulos (2017). DGM: A Deep Learning Algorithm for Solving
Partial Differential Equations. arXiv:1708.07469

[32] D. Taranto, G. Bormetti, and F. Lillo (2014). The adaptive nature of liquidity taking
in limit order books. Journal of Statistical Mechanics: Theory and Experiment, 6(3).

[33] B. Park and B. Van Roy (2015). Adaptive Execution: Exploration and Learning of Price
Impact. Operations Research, 63(5), 1058-1076.

20


	Price formation: how market prices react to supply and demand
	A data-driven model of price formation via Deep Learning
	Results
	Deep Learning versus Linear Models
	Universality across assets 
	Stationarity
	Path-dependence

	Discussion

