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Abstract

Rare events (e.g. major floods, violent conflicts) are
events that have potentially widespread and/or di-
sastrous impact on society. The overall goal is to
build a framework capable to classify, predict and
explain such rare events. To do so, we envisage the
usage of a mixture of sub-symbolic Machine Lear-
ning (ML) and Ontology-based Statistical Relatio-
nal Learning (OSRL) techniques to generate rare
events classifiers and predictors, which additional-
ly may be mapped into natural language to ease
human interpretability of the decision process.

1 Introduction

Rare events are events that occur with low frequency and ha-
ve potentially widespread and/or disastrous impact on socie-
ty [King e Langche, 2001]. Rare events encompass natural
phenomena (major earthquakes, tsunamis, hurricanes, ma-
jor floods, etc.), anthropogenic hazards (warfare and related
forms of violent conflict, acts of terrorism, industrial acciden-
ts, financial and commodity market crashes, etc.), as well as
phenomena for which natural and anthropogenic factors in-
teract in complex ways (spread of epidemic diseases, global
warming-related changes in climate and weather, etc.). Rare
events are discrete occurrences that are statistically ‘impro-
bable’ in the sense that they are very infrequently observed.
Despite being statistically improbable, such events are plau-
sible insofar as historical instances of the event (or a similar
event) have been documented [Morio e Balesdent, 2015].

One can make the distinction between two types of
rareness [ Van der Paal, 2014]:

1. relative rareness, also called unbalanced or imbalanced
events. A set of event classes is said to be imbalanced
when one class, i.e. the minority class or the class of
interest, is much smaller than the other classes.

2. absolute rareness, that is essentially a small sample pro-
blem. Frequentist inference typically breaks down when
sample sizes get too small.

Without going into technical details, let us remark that lear-
ning good classifier models of rare events is a very challen-
ging task due to the relative and absolute rareness phenome-

na: for such cases usual ML techniques fail (see, e.g. [Van der
Paal, 2014] for further insights).

The problem becomes even more challenging in case the
interpretability/explainability dimension is added. That is,
one does not want a classifier acting as a black box, whose
decision process a human operator cannot explain, as typi-
cal in ML [Shalev-Shwartz e Ben-David, 2014], but a model
whose final output can be easily understood by humans.

Notably, there is a growing demand on explainable machi-
ne learning, as pointed out in the more general context of
Explainable Artificial intelligence. '

2 Towards explainable rare event
classification

Our overall objective is to build a framework capable to
classify, predict and explain such rare events. To do so,
we envisage the usage of a mixture of sub-symbolic ML
and (symbolic) OSRL ? techniques [d’Amato et al., 2010;
Lehmann, 2009; Lisi e Straccia, 2013; Rettinger et al., 2012;
Rizzo et al., 2014; Straccia e Mucci, 2015] to generate classi-
fiers and predictors, which additionally may be mapped into
natural language for human interpretability (see Figure 1).
The main ingredients of our approach are:

1. Domain Ontologies (DOs) that include the meaningful
entities of the rare events under consideration.

e Specifically, OWL and/or RDFS DOs are exten-
ded to deal with the inherent fuzziness and uncer-
tainty of rare event terminology and data [Bobil-
lo e Straccia, 2011; Lukasiewicz e Straccia, 2008;
Straccia, 2013; Zimmermann et al., 2012]. Fuz-
7y Logic is used to accommodate vague concepts
such as, heavy rain, major flood, etc., that largely
occur in rare events terminology. > On the other
hand, as statistical analysis is a major player in ra-
re event analysis, and in statistical relational lear-
ning, supporting probabilistic logics is mandatory

"https://en.wikipedia.org/wiki/Explainable_Artificial _
Intelligence

For an overview on Statistical Relational Learning, we refer the
reader e.g. to [Raedt e Kersting, 2017].

3Strictly speaking, the term rare is itself fuzzy.
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Figura 1: Explainable classification of rare events: ingredients.

to take full advantage of sub-symbolic and symbo-
lic state of the art classifier induction methods and
inference.

e Notably, the translation to natural language of a
fuzzy and probabilistic OWL/RDFS statements is
relatively straightforward.

2. Sub-symbolic classifiers [Van der Paal, 2014] to be used
to populate atomic entities (classes and relations) of
the DOs. Incorporating sub-logic classifiers as predi-
cates, i.e. atomic entities, is an emerging approach as
documented by [Manhaeve et al., 2018].

3. Ontology-based classifiers (e.g. [Rettinger er al., 2012;
Straccia e Mucci, 2015]) to be adapted to rare event
classification.

e The integration of both symbolic and sub-symbolic
representations and inference allows us to ex-
ploit the full expressiveness and strengths of both
worlds.

4. Eventually, we consider fuzzy and probabilistic exten-
sions of SPARQL that allows data consumers (users and
applications) to fully access the conceptual, factual and
learned entities of the domain.

3 Conclusione

We envisage the usage of a mixture of sub-symbolic machi-
ne learning and ontology-based statistical relational learning
techniques, possibly combined with online machine learning
methods, # to generate rare events classifiers and predictors,
which additionally may be mapped into natural language for
human interpretability of the decision process. To best of our
knowledge, we are unaware of similar approaches so far.

*https://en.wikipedia.org/wiki/Online_machine_learning
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