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Distributed Model Predictive based Secondary Control for Economic Production and
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Abstract: This work focuses on Distributed Secondary Control (DSC) technique, for frequency regulation and Economic Load
Dispatch (ELD) of Microgrid (MG). The fluctuating nature and large quantity of Distributed Energy Resources (DER) in
autonomous MG result in complex control requirements, demanding fast and robust response. The contemporary DSC
schemes are mostly based on Distributed Averaging Integration technique, owing slow response. The paper proposes,
Distributed Model Predictive based Secondary Control (DMPSC) which effectively comply with the control requirements of
MG. DMPSC requires each DER-node to solve a local optimization problem with the cost function penalizing the deviation
of states from their desired values and difference between the assumed and predicted values. The desired-states for non-
linear dynamics of DER-nodes, are based on local intermediate-optimum values, computed using local and neighbouring
information. Equality based terminal constraints are introduced to ensure the stability, where each node is forced to reach
the desired-state value at the end of prediction horizon. The terminal-consensus of the network affirms convergence of
desired-states to a global optimal point of the network. The asymptotic stability of proposed control is proved by using the
sum of local cost-functions as Lyapunov candidate function. Simulation results validate the effectiveness of the proposed
control scheme.

] The control required to achieve the above-mentioned

1. Introduction control objectives is organized in hierarchical form, with each
Expanding fraction of power generation by Distributed layer serving specific control objective$2]. The Primary

Energy Resources (DER) has given significant researchControl (first layer), uses decentralized droop control
importance to Microgrid (MG) [1]. MG is an accumulation of technique for active and reactive power sharing among the
heterogenous sources (preferably DERS), storage device anidverters. The proportional technique used in primary control
load, beside possess the capability to operate in gridcauses deviation, from nominal values, in frequency and
connected and islanded mode. This flexibility of MG comes voltage. The Secondary Control (SC) (second layer) is used
at the expense of control complexity. Small capacity, to keep the frequency and voltage at their nominal values. The
physically widely-distributed, large number and fluctuating Tertiary Control (third layer) provides the Economic Load
output of DERs has resulted in several control challenges inDispatch (ELD) to minimize the cost of production. However,
MG, particularly related to the stability of the system [2]. the recent research has merged the Tertiary Control within the
Proportional-Integral based control solutions have beenSC, providing the frequency regulation and ELD at the same
proposed in contemporary research to address thdevel (SC level) [5], [6], [7], [8], [13]. The SC can be
requirements of MG. Growing penetration of DERs with centralized 14], [15] as in conventional system,
distinctive fluctuating nature is continuously demanding fast decentralized 6], [17], [18] as well as distributed [5]1P],
and robust control, especially for maintaining frequency (and[20], [21]. However, DSC has gained a lot of interest recently
voltage) stabilization and cost-efficient operation. This providing eased plug and play to expanding number of DERs.
research work proposes a Distributed Model Predictive
Control (DMPC) based solution, effectively complying with
the control demands.

In Centralized Secondary Control the central control unit is
connected with all the generating units through
communication links. Conventionally, centralized control

The power produced by DERs is in the form of DC contains Pl based Automatic Generation Control that makes
(photovoltaic, fuel cells) or variable AC (wind turbine, use of Area Control Error to regulate the frequency and power
microturbine) requiring a DC to AC inverter to inject the flow between different Area2f]. Similarly, at MG level,
power in AC gird. Unlike synchronous generators, theseMicrogrid Central Control (MGCC) is used that makes use of
inverter-interfaced DERs have inadequacy of fundamentallow bandwidth communication channels with DERSsY[
synchronization mechanism due to absence of rotationa[15]. The centralized control architecture, however, is not a
inertial [3], [4]. Itis clear from growing dependence on DERs preferred choice, specifically in the presence of a large
that various control operations are to be achieved throughjuantity of small-scale DER2], also the communication
control of inverters. The control objectives of MG consist of; link failure with DER node/nodes, may intimidate the
balance of power, voltage and frequency regulation, sharingrequency regulation of the system. The Decentralized
of load among the inverters, minimization of cost of Secondary Control uses local control at each DER node [13
production [5], [6], [7], [8] and phase synchronous with wide without any coordination with central control or peers. The
area gird [9], 10], [11]. integral based decentralized control may possess additional
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equilibrium point and may fail to provide the optimum power neighbouring information, each DER node computes an
injection profiles [5] and also, under adverse conditions mayintermediate-optimum phase angle and tracks the local phase
even fail to achieve the frequency regulatidd][ towards that optimum phase direction, in each iteration. The

The DSC on the other hand, offers flexibility of eased plug significant contributions of the paper are highlighted below

and play, requiring only the communication with e A model predictive based SC is proposed in this paper.
neighbouring DER node/nodes. DSC is unaffected by single  The control is implemented in a distributed manner, each
link failure as long as DER nodes form a connected node communicates its information with neighbouring
communication graph. Distributed Averaging Integrator nodes, solves a local optimization problem and achieves
based DSCs have been propose@#, [25], [26], where the the consensus asymptotically.

control input of each node is based on neighbouring i i o

information and local frequency deviation. However, DAl ®  Provides frequency regulation by maintaining the real
based DSC possesses slow convergence, which is often power 'bal'ance in the network and ELD, using identical
compensated with larger gains, resulting in overshoot and ~ COSt criteria [

oscillation problem. In the presence of fluctuating nature ofs  phase synchronization with wide-area is achieved by
DERS, faSt Convergence Of SC iS Cr|t|CaI [6] Other DSC forcing a Sing'e node to fo”ow the reference
schemes include, MPC and Smith Predictor based23[C [ instantaneous phase. This is the foremost attempt to
provides the frequency regulation, but fails to assign optimum  provide the phase synchronization in DSC.

power injections to each node. A mixture of centralized and

distributed control is used in [6] an@3. The author, in[p ~ ® The sufficient condition for convergence of proposed
proposed Power Imbalance Allocation Control (PIAC), uses control is derived and used the total cost of network as a
a Pl based local control for frequency regulation and a  Lyapunov candidate function to prove the Asymptotic
centralized control within the Area to solve the optimization stability of the system.

problem for ELD and Inter-Area power exchange. While, an
integral based centralized control is proposed2g fhat
aggregates the measured frequencies and broadcasts a control
message to individual nodes, which uniquely interprets it
based on local parameters. The rest of the paper is organized as follows; Section 2,
o contains modelling of MG system and the control objects.
. Another control ghallenge of MG, swnqhmg between The Section starts with introduction of notations used in the
|slanded_ af‘d grld—co_nnected_ m_od_e s the phasepaper and graph theory, followed by dynamics of power
syng:hron_lzatlon. MG while operating in |_sland_gd mo_de, mMay hetwork, explanation of control objectives and introduction
deviate in phase angle from the main utility grid. The ¢ pa| control scheme. Section 3, introduces the proposed

prerequisite of MG switching, from islanded to grid- DMPSC algorithm, used as local control at each power-node.

cpnnected mode, is the pha;e synchromzaﬂon. The Ph‘f"S?he stability analysis is presented in Section 4, consisting of
difference between MG and wide area grid should be W'th'nconvergence of desired-states to global optimum and

the acceptable limits at Point of Common Coupling (PCC) convergence of the cost function. Lastly, Section 5, contains

[11]. The phase synchronization issuel has been deaIM TLAB based simulation results and comparison with DAI
separately and has not been addressed in presented contriglnirol

hierarchy.

Effectiveness of proposed control schemes is
demonstrated with the help of MATLAB model and the
results are compared with the DAI based control scheme.

This paper focuses on the implementation of MPC 2. Microgrid Modelling and Control Objectives
technique at SC level. Traditionally, MPC is designed for a 2.1 Notations
single agent system, where optimum control is achieved by |
solving the finite horizon optimal control problem. MPC has Let, the set of all real numbers be representeR 1§
practically been utilized as centralized control, where all therepresents the set of complex numbers @nepresents the
states are known. However, in multiagent systems thenull set.R., denotes the s¢k € R|x > 0}, R,, denotes the
centralized implementation is not suitable because ofset{x € R|x > 0}, R, denotes the sdk € R|x < 0} and
difficulties in collecting the information from physically R_, denotes the sk € R|x < 0}. If S represents a set, then
distributed nodes and computation of large-scale || represents the cardinality of st x == colm(S),x €
Optimization problem. DMPC has been intl’oducedﬂﬁ],[ ]R|S|X1’ represents a column vector of |engﬂh andX =
[29] for multiagent systems, relaxing the requirement of D(x) € RSS!, represents a diagonal matrix containing all
centralized control. Here, each node solves local optimalzeros except the diagonal entries containing,, € R™ 1,
control %roblem br?sed_ on i?f?]rmation fri(()n; its neighbf?urm%denotes a column vector of ones with Ierugtarqld identity

eer nodes, so the size of the network does not affect t o nxn
(F:)omputational efficiency and performance of the control. ;ﬁjqear::)li(eg ?ﬁ? 0;?% Sby” geR;ote$ Ffrsse}fé gnd 521 Sin2
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A Distributed Model Predictive based Secondary Control represents Hadamard product (elementwise multiplication) of
(DMPSC) is introduced in this paper for frequency regulation matrices of same dimensions.
and ELD DMF_’C with its inherent constraint handling 2.2 Graph Theory
capability, provides fast convergence as compared with
integral based SC schemes. DMPSC efficiently provides the Let G, be a static, connected and undirected graph of
frequency regulation while maintaining the optimum power n nodes, represented by the Net {1, ...n}. The nodes of,
injection profile at each node. Based on local and are connected through the edges, represent@ddw x N

2



andA4 € R™" is the associated adjacency matuk= A7) Emulating the behaviour of synchronous generator
with elementsa;; =1, i,j € N, if the nodesi and; are [26], the discretised dynamics of power-node is given in (1).
connected by an edge ang = 0, otherwise. The degree Where, At is the sampling timet represents the

matrix Of“_lt'h is denoted by, = D(dy) € R™™", where  giscrete time,8;(t) and w;(t) represent the phase and
dy;, 1s thei*™ row-sum ofd. The set of neighbouring nodes angular frequency af" inverter.d; € R, is the damping

of i node is represented By := {n;}, such that;; =1,  coefficient,m; € R, is the virtual inertia of inverterl],

LjEN , (dy=|NJ ) Let L,:=Q4—AERV", [17]. wy € Ry, is the desired angular frequency of the

represented the associated Laplacian matri.of system. f; E R is the additional state, represents the
2 3 Power Network integrated control effort, whiler € R,, represents the

inertial lag andu; € R is the control inputp; is the total
Consider a power network consisting of a set of nodes;power production of"* node, contains of power flow to the
N (n = |N|) and represented by gra@h The nodes i, are neighbouring power-nodes and load,
categorized as power-nodes and load-nodes. Power-nod _ . L
havega (renewabil)e) power source and may contain a localize (O = Ljewp, (bP'Uvivj st (gi(t) ¢ (t))) TP, (2)
load as well. While, load-node are the ones that (only) pF denotes the power delivered to the lggidit) =
consume the real power. Both types of nodes are respectiveI}gLL'i +p,;(t), where p,,; represents the local power

represented by, = {1,..np} and N, = {np +1,..1np + consumption of power-node, while, ;(t) represents the
n.}, such tham = np +n, (N= Np UN,). power delivered to load-nodes

The power consumption byit"* load-node is w2

represented by, ;. The power network forms a connected  PrLi =7 —» ! € Np, @)
raph in terms of power lines, that is, there exist a path (of _ . .
goveer—lines) betwgen all possible pairs of nodes irFor PLi(®) = Ljenpy, (bL'”vivj s (Gi(t) B ef(t)))' LE N,
simplicity, the power lines are assumed to be lossless (pure . ) 4)
inductive lines). The sé¥,,;, represents the neighbouring Where, R,,; is the resistance of local load. To
power-nodes, whild/,, ;, represents the neighbouring load- translate the dynamic equations in terms of deviation variable,
nodes, of" node. The matriB, € R"<"?, (with elements; 160 Awi(t) = w;(t) —wq and Ag;(t) = 6,(t) — etd(t) ,
bp,;;) represents the susceptance matrix between the powetvhere 64(t) = kwyAt and discrete varlabk.k =Y/ =
nodes, whileB, € R™>™, (with elementsh, ;;) represents 0,1,2,.... (ort =kAt). For above_translatlomei(t) =
the susceptance matrix between power and load nodes. TH&?;(t) = 6;(t) — 6;(¢), also subtracting), from both side
adjacency matrices correspondingBp is represented by ©Of (1) results inAf;(¢) = f;(¢). So (1) can be rewritten as (5).
A,p, € R™x"P_ The power-nodes also form a connected sub- Let, the states of the system be representeg, by
graph in terms of communication links. The set of [86; Aw; Afi]" €R¥*, and y; =[A6; Aw]" €
neighbouring communication nodes af* node is R denote the output vectdfurther (5) can be compactly
represented by,; with corresponding adjacency matrix represented as,
represented by, € R"Px™P, The degree matrices &, xit+1) = T(Xi(t), A6;(t), ui(t)),
B, , Bl and A, are denoted byQ,p, € R"™" Q€ i € Np,j € Nyp; UN,,
R"x" | Qf, € R™x™  and Q,€ R™<" , (Q,, = ~ ' o
: yi(6) = 0x;(¢), i € Np,

D(B,1,,) andQz, = D(B]1,,)). The instantaneous phase o
angle and voltage magnitude of each power node isthe® andF(.) are defined in (6) and (7)
represented by;, andv;, respectively. For simplicity the
voltage magnitude at each node is considered as 1p.u.

B,(t + 1) = 6,() + w (DAL,

it +1) = w0 + 5 [~di(@i(®) — 0 ~Pi®) + Fi©)], W

filt +1) = fi(®) = T A + Ty (0,

MG, (t+1) = AG,(E) + Aw ()AL,

Aw;(t +1) = Aw(t) + % [—diAwi(t) = Sjenyps (Brajvevy sin (46,(8) — A6;(1) ) - (5)
B jenpse (Brgvivy sin (86,0 - 46;©)) — 2=+ af,(0) |

Bfi(t+1) = Afi(6) = ZAL(); + T (),

10 0] pexs
0=[y 7 o€ (©)
Aw(t) 1
F (:(0,40,(6), () = xi(t) + At |; [~diBw;(£) = pi() + Af,(©)] | 7)
| @ +cwe |



Assumption 1: We relax the condition of identical point is not known exactly, we adopt iterative method and
power and communication neighbouls; = N, p;. Instead, find the desired-stateg$(t)) in each iteration and force the
we assume thai,; N Nyp; # Q,i € Np. statey; (t) to track the desired-state. The desired values are
calculated based on local and neighbouring information and
updated after each iteration, such thdt(t) asymptotically

The objective of secondary control is to regulate the converges tg; ast — «. The desired-states are defined as,
frequency to nominal values and minimize the cost of

2.4 Objectives of Secondary Control

a — d a d
production. For cost minimization, optimum power Xt @) =[A68(t) Awi(t) AfFO]
prde_JCt_ion for eagh node is obtained frqm 'identical cost = E(Xi(t) +06()?z*(t) —Xz(t))). i € Np
criteria introduced in [5]. So, the control objectives are;
_ , Where, 3/ (t) is the local intermediate-optimum point
Awi(t) =0, L€ Np. (8) that satisfies (8) and (9) at every discrete titnex :=
Sjens (i (®) = p; () =0, i€N,. 9) , , 100
{a e RI0 <a <1} is the step size and=[0 0 0],
Where,c; represents the incremental cost of power- 0 0 1

nodes. Frequency regulation, the primary objective of SC isimplying that Awf(t) = 0 (aso Awf(t) = A&;(t) =0).
represented in (8), while (9) represents ELD objective and isNow usingAw; (t) = 0, in (5) results inp;(t) = Af;(t), (and
based on identical marginal cost criteria for all power-nodes.during steady statg; (t) = Af;(t) = u;(t) ). Following the
same approach of (10) and writing (9) using communication

neighbourin set (N,; rovides ien. L api(t) —
The DAI control scheme is based on integration of g g (Ne) ZJEN”( pi(®)

errors in (8) and (9). The control law for Dis represented ijj(t)) = 0. So the value of intermediate-optimum poveer
in discrete form in (10).

2.5 Distributed Averaging Integrator

Ze - Ljengi 6pi®
Where, k,, and k, are the tuning variables. The Aff (@) =pi(0) = T el ¢
frequency deviationAw; (t)) can be locally measured, in fact
its value can be easily extracted from Primary Control of the
inverter. Since, aif* node cannot obtain the valuepft)
from all the nodes in the network, it uses its communication
neighbouring se@Nm-) to form the error in (9). The control
rapidly regulates the frequency to its nominal values but
possesses slow converges to identical cost. Also, increasing Where  5(t) = Yjenyp_,; (bp,ijvivj sin (Agi(t) —
k, to improve ELD, adversely affects the frequency '
regulation, indicating its troublesome tuning.

€N, (12)

Note, that the value\f;"(t) is based entirely on
neighbouring information and represents the intermediate-
optimum power injection of local node. Now, to derive the
value ofAd; (t), we evaluate (5) using (2), (8) and (12), and
using Assumption 1, resulting in (13), (14) and (15).

Aej(t))). The first two terms on right hand side, in (15), can

be measured locally, while the last term is obtained using peer
3. Design of Distributed Model Predictive communication. We use the non-empty sBfp,.;
Secondary Control (Assumption 1) in (15) to find the intermediate phase
equilibrium value.

Let y; =1[46;(t) Awi(t) Afif®t)] , be the
equilibrium point that globally satisfies the control objective
(8) and (9). From (8), the equilibrium point for frequency
deviation is;Aw* = 0. Now, using the nearest neighbor
communication approach of (10(9) can be rewritten in
matrix form as,

LeCP = 0. (11) Without loss of generality, let the reference phase be
Where € =9(c;) e R™*™ | P = colm(p;), € 04(t) = kwyAt (used in (5)). So, from (15)e can obtain the
R">*1 andf, = Q. — A, € R" " js the Laplacian matrix  value ofAél.*(t) as presented in (16).
with rank equal tay, — 1. So, the equilibrium points fax6;
andAf; cannot be obtained using (11). Since the equilibrium

Remark 1: The MG may shift from islanded to gird-
connected mode, requiring a prior phase synchronization
between MG and main grid [9]1(]. For that reason, the
phase of a power-node near PCC (let it be noag)lis made
to follow a reference value, such that phase difference at PCC
is kept within the acceptable limits [12].

u(t +1) = u(t) — ky, (Aw; ()AL = ky Xjen, (i (£) — cus()At, (10)
S jenon (bpijvivy sin (487 (2) = 86,(1))) +pE(®) = AF; (0, (13)
S jenypnes (brajvivy sin (867 (€) = 86;(6))) = = Zjenyp_e, (Brijvevy sin (86,(6) = 46;())) = p () + AF (©), (14)
% jenypne; (braivivy sin (867 (£) = 46;(6) ) ) = =pi(£) = pE(£) + A (©), (15)

) 0, i=1, (16)
0| g (S (02). (-2,



Where,Y;(t) = 3 by v cos (AB: () and Remark 2: Tracking the desired value is actually
(&) = Ljenppnc: bri ViV ( i€ )) tracking the local intermediate-optimum values at any given

$i(6) = Xjenyppe Dpijvivysin (A9j (t)) . From (12) and  (discrete) time instark. The desired value defined in (17) do

(16), not necessarily converge to a global optimum point and
d ~ o . - requires a careful selection of step sizeThe sufficient
X 8 = (;(1d(_)‘x))(i (O +Ealab;(t) A@i() Af; ((12]) condition for selection of is discussed in Section 4.
< A 3.3 DMPC Algorithm
3.1 Local Control of Power-Nodes The DMPSC algorithm consists of the following steps;
The local control of each node is designed to track the I.  Initialization
desired-statey{(t) . The desired-state is calculated for x7(0]0) = x;(0) =
compete length of prediction horizoWy), with the help of Xoir
local measurement and information from neighbouring nodes
(Nc;). The length of prediction horizoV,), is same for all uff(:10) = u, ;s
the individual power-nodes. Followin@§][29], we define Communicate the initial statg; ; to neighbouring nodes

three different types of state trajectories over prediction 5nd construct the initial assumed value8(( |0)),
horizon; x' (k|t), the predicted trajectorieg,” (k|t), the . . .

optimal trajectories andyf(k|t), the assumed trajectories. xi'(k +1]0) = T(Xi (k|0),467(0]0), “i(kw))’
The state trajectorieg’ (k|t) are used in the optimization yit(k|0) = 0x{(kl0), k=01,..,N,—1,
problem,xlf"’(klt) is the optimal state trajectories obtained || pmPSClterations

after solving the local optimization problem, whit(k|t) . _
is obtained from optimal trajectories by shifting one step in 1) Calculate the desired-states phé;sﬁ(. |t))’

time. The assumed state trajectories are communicated 2) Solve the optimization probleify, for optimum

between the neighbouring nodes to form the local control control inputu;” (: |¢),
problem. Similarly,uf(klt) denotes predicted control-input 3) Compute the optimal trajectories,
used in optimization problem while;” (k|t) anduf(k|t) xP(0) = xi(t),

?er: et:ttiaver)ptlmal control and assumed control input, X+ 110 = F(x%P (k|t), Aeﬁ(k|t),uf”(k|t)),
p Y k=01,..,N, -1,
3.2 Optimization Problem F;

The local open-loop optimal control problem {8t
node is given below. The cost function penalizes the deviation " op
of output from desired and assumed value. ul(klt+1) =u; (k+1]t), k=01,..,N, -2,

. “ Skt +1) =Pk +1]t) k=01,.,N,—1,
mingpy Ji(v] Gelo),uf (1), yf (k10 yE G 10)), 2 Cele+1) = 37 + 116 v

4) Assumed values are obtained by one step shifting the
optimum values,

(21)
subj to. 5) The last value of assumed input maintains the desired-
xF(0]t) = x£(0lD), states as shown in (22) while, (23) represents the last
value of assumed states.
U+ 116) = 7 (xF (klt), 67 (k|6), uy (K|D)), )
. R 1) Implement the first value of control law,
y; (klt) = 0x; (klt), x(t+1) = F(x(£), 468 0]), ulP(0]¢)),
up (klt) € U, 2) Increment the time = t + 1,
yF (N,|t) = v (v, |t), (18) 3) Communicate the assumed valug8( |t), power
FP(N,16) = AFE(I, It). (19) inj_ection (Pz(t)) and incremental co§t;(: |¢)) to
. . , . ) neighbouring nodes,
The cost functior; (.) is defined in (2Q)The terminal 4) Go to stepl
constraints (18) and (19), are used to force the state to reach ' o
the desired valug;? (v, |¢), at the end of prediction horizon. Where, x,,; andu,,; represent the initial values of

R € R2:% andS € R2%? represents the symmetric weighting States and input respectively. The state trajectories are forced
matrices. R penalizes the deviation of trajectories fromt0 reach the desired values at the end of prediction horizon.

desired values, whil§ penalizes the deviation between the AlSO, the last values of assumed input in (22) maintains the
assumed and predictive trajectories. desired-state values achieved in (18) and (19). Step No. 6

JiP k1D, uP (K16, yf (el6), Y2 (k16)) = Ty (5P (ko) uf (1), y& (k[0), ¥ (KID)),
= o2 lIyP (ele) =y (kIO + (137 CklE) — yE kIO s, (20)
ul (N, — 1]t + 1) = AN, It), (22)
X, le+1) = F (33 (N, — 1t + 1), 007 (N,, — 1]t),ul (N, — 1]¢ + 1)),
yit(kle +1) = Oy (klt + 1),

(23)



implements the first value of control input to update the actual Remark 4: For a matriX € R™", X1,, contains the
states. In Step No. 1, the desired values are calculated usingw sum ofX. So, the degree matrix &f can be written as
the (local and neighbouring) assumed states trajectories, ove, = D(X1,,).

the complete length of prediction horizoBEquation (17) Now, let B = (A, NAyp) o Bp € R™*™ | with
involves intermediate-optimum state trajector(€s(: |t)), degree matrix of8; Qg = D(B1,,) € R"P*"?. So, (27)
for which Af;"(:|t)is calculated using (32(Afl-*(: |t) = becomes,
Afi*(t)) and AG;(:|t) is obtained using (16) (employing A8*(k|t) = Qg'{BAO*(k|t) + KP(t) — PL(t) — P()} (28)
AHf(Z |t), p.(t) andpf(t) ). Note that the value ok f; (: |t), Now, we represem®(t), P(t) andPL(t) in terms of
p,(t) andp! (t) do not change over prediction horizon. assumed phase deviatighf*). From (2) we have,
— _ L
4. Stability Analysis P@®) = D(Aea(t))BF’ﬂ"P Bpage(t) + P*(1),
P(t) = (Qpp — Bp)AB(t) + PH(1), (29)

This Section discusses the stability of DMPSC ) .
algorithm. The stability is discussed in two portions, first the from (24) and (26) we represeht) as in (30).
convergence of desired-states to global optimum is discussed & _ . =~ s
with the help of terminal constraints, followed by Lyapunov 30 b Now, letB = (4yp — Ac) © Bp andQup = By, SO,
stability of the cost function. (30) becomes,

, , B(t) = (Qup — B)A6%(1), (31)
4.1 Terminal Constraints and Convergence of
Desired-State now,
The value of desired-statg’{) in (17), is based on P"(t) = (QbL - BLQﬁL_lBLT) A6%(t) + B,Qb, 'L+ Py,
intermediate-optimum state value ¥{ ) in (15). For (32)

convergence proof, we linearize (15), assuming that the phasasing (29) (31) and (32) in (28) results in (33).
difference between the nodes in MG scenario is quite small.

DMPSC algorithm employs assumed stat#)(n (17) for the Where, L = colm(p,;) € R™~!  represents the
desired-states, over the complete length of prediction horizonPOWer consumption by load-nodes. The complete derivation
So, (15) can be written as (24). of (32) is available in Appendix I. Note that, (33) is the
linearized-matrixed form of (16), represents the intermediate-
To writing (24), in matrix form, representing the equilibrium point at a given time instant.

complete network, we start with (12) . i o
Now, the following lemma defines the equilibrium

Fi (k|t) = Q-'C™A.CP(D). point of the network in terms of phase deviations.
25
(25) _ _ Lemma 1: For the dynamic system defined in (5), with
Where,F; = colm(Aﬁ-*) € R C=D(g) € control objectives (8) and (9), the following is sufficient
R™*"P andP = colm(p;) € R™*1. Now, (24) in matrix condition for global optimum point in DMPSC algorithm.

form is presented in (26).

i AB%(t + 1) = AG4(t + 1) = AB(t) = AB4(t). (34)
Wel’e, P = colm {ZjENbP—c,i (bp‘ijvivj sin (Agl(k) —

Proof. Considering (17)X34) implies thand®(t) =

Agj(k)))} eR™ Pl =colm(p;) ER™ , V= AB%(t) = AG*(¢) and Aw®(t) = 0 (for all power-nodes).

D(v;) € R™P*"P F = colm(f;) € R"P*1 | AG = Now, following the derivation oAG*(t), it means that all

colm(Af;) € R"P*1, power nodes are injecting optimum power and achieved the
Let, K = Q;1C7'A.C and assuming the voltage at ELD, at nominal frequency, hengé&(t) = x*(t). [

each node to be one per-urit: 1), (26) results in (27). Following lemmas, together with Lemma 1, would be

Remark 3: Hadamard product is used in (27) to divide useful for convergence proof.
the neighbouring sé\,,. Where,(4,, N A,) o Bp represents
the neighbouring nodes with power and communication links
while, P(t) is composed of neighbouring nodes with power
link but no communication(@,, — A;) ° Bp).

Lemma 2: (Gersgorin Disk Criteria) L&t= [x;;] €
R™™ be a matrix, then eigen values)(of X will lie in union
of circles €;) defined by,

C = U?=1{Ui € Clloy — x| < Z?:l,jiixij}-

5 jewpmnes (Beayvevy (887 (kIE) = 867 (k1)) = = jen (Brayvery (860,60) = 867G0) ) - pE®) + 877 (@), (24)
D (80" (K1) {(App N AL) 0 VBRV1,} = (App 0 A) o VBVAGE (kL) + P(£) + PH(t) = Q' C A,CP(L). (26)
D (88" (k1)) {(App N AL © Byl } — {(App 1 Ac) o BYAB®(k|E) = KP(t) — P{t) — P(2), @7)
P(t) = D(A6%(1))(App — AL) © Bplly, — (App — Ac) © BpABA(D), (30)
AG* (k|t) = Q" {BA0°(k|E) + {K (Qup — Bp) + (K = I,) (@1 — BLQE, BT ) — (@ — B)} 26%(0) + (33)

(K = 1p)B @b, 'L+ (K = 1y, )Pus}.



AO* (Nt +2) = A04 (I, |t + 1) = (1 — )AO* (W, |t + 1) +

AG(N, [t +2) = {(1 = @I, + €QFBJAOY (N, [t + 1) + € Q3! {K (Qup — Bp) + (K = ) (Qws, -
B.Q%, "B — (Qor — B)} 46%(t + 1) + a Q@ (K — I,) {B,Qb, 'L + P},

AU (I, |t + 2) = Z,A0%(NV,, |t + 1) + aZ,A0%(t + 1) + Zs,
A4 (I, |t + 2) = Z,A0%(NV,, |t + 1) + aZ,A0%(t + 1) + Zs,

Jie+1) = J; (©) < =1 (3 016), 1 (0]), y2(016), £ (0l8) ) -
Jit+ D) < L(PCIE+ DufGle+ D,y Cle+ D08 G e+ 1),

. Ny—1
Jie+1D <¥2 LyAklt + D, ul k|t + 1),y k|t + 1),y

abg*(N,|t + 1), (36)
(37

(38)

(39)

Seto VP =yells 1€ Np. (42)
(42)

k|t + 1)), 43

Lemma 3: The matrixt = [¢;; € R|¢; <0,j #
i & Y0y jwiltis| = €u], € R, is an altered Laplacian
matrix and X = D(x;) € R™", with x;; € Ry, then + X
is invertible if at least oneg;; > 0.

Proof: The proof of the lemma is similar to the one
used for sum of Laplacian and pinning matrix30][
| |
Theorem 1: IfG satisfies Assumption 1, then terminal
state of problenff; converges asymptotically to equilibrium
state, satisfying the objectives (8) and (9).

Proof: Constrained by (18) and (19), m”e reaches
x2 at the end of prediction horizon. Considering (21), the

assumed value of output can be written as,
yia(Np - 1|t + 1) = yip(Np|t) = y{i(]\f;,|t).

Since, Awd (N, — 1|t + 1) = Awl (N, |t) =0, so
ABF (I, |t + 1) = ABZ (W, |t). Now, the terminal value of
desired phase deviation for next iteration is given by (36).

Using (33) in (36) results ir87).

Let, Z, = aQg! B,€ R"> ™ | 7, = (1 — a)l,, +
7, = Q5" (K(@ur — Bp) + (K -
Inp) (Qor = BL@E'BT) = (Qur — SB)),e R and

Z; = Qg (K — I,) (B.Q#, 'L + P, ), € R"1. So, 67)
becomes38).

(35)

er = ]Rnpxnp

From (16), we havad; (k) = 0, so we replace the first
rows of Z, in (38) with zero. LetZ=2D([011..1]7) €
R"P*"P Now, letZ, = (1 — a)l,, + ZZ,, € R"P*"P | 7, =
ZZ,,€ R " andZ, = ZZ,, € R"*1, So, @8) results in
(39).

Lemma 4: The eigen values, () of Z, lies within the
unit circle for all values o# € (0,1).

Proof. All the diagonal values df; are equal to
(1 — a), while the row sum oZ, is equal tax, except the
first row. So according to lemma 2, all the eigen valueg, of
lies within the union of following diskﬂlu -(1- a)| <
0Juflr,;—AQ-a)| <a}or{l—2a<2,; <1}, fori=
1, .., np.

Now, we prove using contradiction that eigen values
of Z, does not lies on boundary of unit circle. Let, some eigen

values ofZ, lie on boundary of unit circlei{;=1) and letp
be the corresponding eigen vector, then we can write,
Zip = p,
(= &)y, + 2ZQ5' B) p = p,
a(l,, —ZQg' B) p = 0.
Since,a # 0, now it remains to prove that'? =
I, — ZQg' B € R""*™P is positive definite. Since, the top
row of I'™P contains zeros except the first element which is
we can remove the top row and first colummdf without
effecting its determinant. Now, we can represent the
remaining matrix™?~* = (I,,_, — Qg' B) € RrP-1xme~1,
by modified Laplacian matrif € Rp~Dx(p-1),

et =(L,,-Qg'B-¥)+¥=L+V.

Where, £=(I,, — Q3 8- ¥) Y=2D(j) €
ROw-Dx(e=1) j = 2 np andy;; € Ry, are the elements
of r"e Since, G forms a connected graph,
Y cannot be completely zero and from lemma A +W¥is
positive definite, completing the proof of lemma 4. m

The eigen values A,;) of Z, however, may lies
outside the unit circle. With proper selection of step aize
the eigen values can be forced to lie inside the unit circle. Let,
the maximum eigen value &, beA, .., and with a <
Az haxs then eigen values ofZ, will lie within unit circle.

The eigen values &, andaZ, show the asymptotic
converge of (38) to steady state, whereupon satisfies lemma
1, completing the proof of Theorem 1. ]

Remark 5: Smaller values afwill move the eigen
values ofZ, towards the origin. On the other hand, eigen
values ofZ, lies between(l1 —2a) < A; <1. The small
values ofa will push the eigen values @&, towards the
boundary, resulting in slow convergence. So, the optimum
value ofa does not lie near the boundaries of inte@al),
but somewhere in the middle.

4.2 Convergence of Cost Function

Assuming, that the system satisfies Theorem 1 at time
t =t (t € Ryy) then,y? (W, |t) =y (IV,|t), then at any
timet = ¢, a feasible solution of problel is given by 29,

(PCIOUPEID) = (G 1O, ufC 1D). (40)



JiE+1) < 5022 Ly e + 1[0, ulP (k + 110,y (k + 116), y2(k + 1]6)), (45)

Ji(t+1) < S L (P (el 0, ulP (k[8), v (K10, v (K16, (46)
Jie+ 1) =Ji (@ < T2y LT o), ul k[0, y2P (ko) yi (k[6)) —
2L (0 (k1) (k) yE (k1) yE (kD). “7
< 2 (I (k1) = Y (1)l + 11y (k1) = v (kIDs) — 48)
To2o (P kle) = yERIONg + 11y (klt) — yEkIO]s),
< —1; (57016, uP (016), ¥ O16)) = T2y 13 = ¥Els. (49)
J(t+ 1) =@ < = S 1 (57 010, 1 (016), 016, ¥2 (010)) — T 5y 11y = ¥Els, (50)
(40) provides a feasible but not necessarily an optimal Two different types of disturbances; abrupt change in

solution forlF;. Now, the optimum value of the cost function incremental costc{) and load, ;), are introduced to test the
is given by J; (©) = J; (P C 10, w/P G 16), yEC16), yE G 1D)). performance of DMPSC. The simulation ofi¢ 7.5 seconds”
, , is assumed to be the start of peak-hour where, the incremental
Theorem 2: IfG satisfy Assumption 1 and Theorem 1, oqq¢ of four (out of five) nodes is increased abruptly. Then,
the_n _Iocal cost function converges asymptotically and j,¢ean¢ 1oad change is introduced at simulation time of “15
satisfies (41). seconds”, resulting in power and frequency fluctuations. The
Proof: We start by comparing a sub-optimal cost change inincremental costis a planned-disturbance where the
function using (40), with the optimum cost functigi)(at ~ Start of peak hours is known in advance to every node and
timet + 1 > ¢, as shown in (42) and (43). each node communicates its incremental cost in the
prediction horizon, to its neighbouring nodes. However,
Considering, 18), (20) and (40) li(ylfl(]\r}? -1t + sudden load change tinduced at “15 seconds” is an

1), uf(N, — 1|t + 1),y (N, — 1]t + 1), y2 (N, — 1|t + unplanned-disturbance where power-nodes do not have prior
1)) =0. Now, from (21); y®(k|t + 1) = y° (k + 1|t) SO knowledge of the disturbance. Table A2 and Table A3 in
(43) results in 45). ' ' Appendix I, lists the values of incremental costs and load

demands before and after the respective disturbances.
Now, changing the index of summation #b) provides

- « : The simulations are performed at two separate
46), then subtracting; (t) fromJ;(t + 1), results in (47), . . . .
§48)) and (49). 0] Ji€ ) (“47) sampling times, which corresponds to different

communication-bandwidths in physical implementation,
From definiton of cost function (20)  while keeping the rest of the environment identical. First, the

(li(yiOP(Olt), w018, y£(0[), y£ (0]t)) + Zfﬁ;l " = simulation is performed with sampling time equal to 10ms,
. o then sampling time is increased to 100ms, indicating a
i ||s) > 0, satisfying Theorem 2. u reduction in bandwidth. Figure 2 and Figure 3 represent the

simulation results of DMPSC and DAI with sampling time
equal to 10ms, respectively, while Figure 4 and Figure 5
contain the respective results at 100ms sampling time.

Theorem 3: IfG satisfy Assumption 1, Theorem 1&2,
then total cost of network converges asymptotically and
satisfies (50).

— power line

Where]*(t) = Z?’=P1 (). ... communication link Power
N k
Proof: The proof of Theorem 3 is fairly, obvious; by s 4 etwor
summing (49) for all power-nodes gives (50). | d,) @ Piia

5. Performance Validation JTL? —\

To evaluate the performance of proposed DMPSC, a Pus | 1|
MATLAB based experimental setup is established consists of o o éb) D3
five power-nodesN, = {n,, ...ns}, with local-loads;P,; = @5 @5 nz]
{0,0,0,p,,4, 0} and two load-nodd, = {ng,n,}, as shown P17
in Figure 1. The power lines connecting the nodes are purely Nsq Nig. Communication
inductive. The parameters of power-nodes and susceptance AR o : Network

matricesB, and B, are represented in Appendix Il. The
parameters of DMPSC (and DAI), and adjacency malix Y . Y
associated with the communication links are also listed in : .n3
Appendix Il. For comparative analysis, DAl based SC is also : 2

tested for same experimental setup. Keeping in view, the slow nl. % .....
response of DAI, the simulation time is set to “40 seconds”. T eetw
Figure 1: 7-node MG Model.

5.1 Test Case
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5.2 Simulation Results for DMPSC (Sampling Time:
10ms)

The deviation in frequencies in response to the
induced disturbances is illustrated in Figure 2a. The

frequency deviation in response to planned-disturbance at 7.5
seconds, is much smaller as compared to deviation produced
due to unplanned-disturbance at 15 seconds. In case of
planned disturbance, each node starts anticipating the
upcoming change before 7.5 seconds, resulting in relatively
smooth transition. However, in both the cases the frequency

9



is restored back to its nominal value within 0.5 seconds. The The paper proposes distributed model predictive based
Figure 2b represents the convergence of power-nodes tsecondary control for frequency regulation, economic load
identical cost, to achieve the ELD. Both the disturbancesdispatch and phase synchronization of islanded microgrid.
result in increased identical cosy;), first due to increase in  The proposed control benefits from inherent capabilities of
incremental cost, followed by the increase in power demanddistributed model predictive control including, anticipation of
The Figure 2c represents the phase deviation of individualupcoming changes/fluctuations in the system and fast
nodes. The phase of the first node is forced to zero, to keepesponse. The control algorithm is implemented locally at
minimum phase difference between MG and main grid ateach power-node in the network so, the size of the network
PCC. In Figure 2d the power injection profiles of each power-does not affect the computational complexity in the system.
node settle rapidly an optimum value after each disturbance.Due to absence of physical rotational inertia, the control
. . . . provides active frequency regulation. However, unlike
5.3 Simulation Results for DAI (Sampling Time contemporary secondary control schemes, the control
10ms) provides rapid convergence to identical-cost, forcing the
The performance of DAI is presented in Figure 3. The Power-nodes to inject optimum power in the system. The
system fails to converge to identical cost even at simulationcontrol also ensures minimum phase difference between
time of “40 seconds”. The DAI manifests active frequency microgrid and main grid, at point of common coupling. The
regulation, but possesses sustained small-scale oscillations &§0posed control outperforms the DAI in terms of fast
illustrated in Figure 3a. The convergences of DA is achievedconvergence to equilibrium point and ability to operate at low
with gain-valueik,, = 8 x 10* andk, = 6, in control law bandwidth. The paper also presents sufflc_:l_ent condition for
equation (10). The values kf, > 8 x 10%, may reduce the ~convergence and proves asymptotic stability _of the sys_tem
magnitude of oscillations but at the expense of even slowetSINg sum of cost functions as Lyapunov candidate function.

convergence to identical cost. The convergence to identical The future research openings related to the presented
cost is shown in Figure 3b. The slow response in Figure 3bwork contain; using the more generalized network topology
may be attributed to small value lof however, increasing  and mechanism to cater the variations in network topology
k,, drastically affects the frequency regulation. Figure 3c andand parameters. The problems related to communication
Figure 3d represent the frequency regulation and convergencamong the nodes is also an important issued that need to be
to identical cost fork, andk, equal to8x 10* and 7 addressed.

respectively. Figure 3d represents improved convergence rat&qferences

as compared to Figure 3b while on the other hand, Figure 3c

shows divergent behavior in frequency. The Figure shows [1] M. S. Mahmoud, M. S. Rehman, F. M. A. L. Sunni,
increased oscillations in frequency, which increases in “Review of microgrid architecture — a system of
magnitude with time. systems perspective”, IET Renewable Power

. . . Generation, vol. 9, issue 8, 2015.
5.4 Simulation Results DMPSC and DAI (Sampling

Time: 100ms) [2] R. Zamora, A.K. Srivastava, “Multi-Layer
Architecture for Voltage and Frequency Control in
The results of DMPSC in Figure 4 illustrate relatively Networked Microgrids”, |EEE Transactions on
less overshoot but longer convergence time, compared to Smart Grid, wvol: 9, issue 3, 2018
Figure 2. The steady-state is achieved within 2 seconds for doiflO.llOQ/TSG.2016.2606450
both the planned and unplanned disturbances. Figure 4a and I

Figure 4b represents the achievement of control objectives (8)[3] ~ Xiaoqing Lu, N. Chen, Y Wang, Liang Qu,

and (9) respectively. The increased sampling time resulted in “Distributed impulsive  control for islanded

slightly increased convergence time. DAI on the other hand, microgrids with variable communication deldys

failed to attain the stability. Figure 5 shows the results for IET Control Theory & Applications, 2016 doi:

DAl (k,, =8 x 10* andk,, = 6), illustrating divergence in |10-1109/PSC-2016-74628154

frequency. [4] Olve Mo, S. D’Arco, J.A. Suul, “Evaluation of
Virtual Synchronous Machines With Dynamic or

The simulation results affirm that proposed DMPSC
has fast and robust convergence to steady state after X . : .
subjection to planned and unplanned, abrupt changes. Transaction on Industrial Electronics, vol. 64, issue.
Benefiting from inherent capability of MPC to anticipate the 7,2017, do|10.1109/TIE.2016.26388 10
future disturbances, the results illustrate minimal fluctuations [5]  F. Dorfler, J. W. Simpson-PorcE. Bullo, “Breaking

QuasisStationary ~ Machine ~ Models” IEEE

in the power and frequency in response to planned the Hierarchy: Distributed Control & Economic
disturbances. Both DMPSC and DAl demonstrate efficient Optimality in Microgrids” IEEE Transaction on
frequency regulation, the magnitude of frequency deviation is Control of Network System, vol.3, issue. 3, 2016, doi:
negligible in response to significant disturbances in system, |10_1109/TCN5_2015_24593P1

that can be attributed to the absence of physical rotational
inertia in the system. DAI however, requires a significant [6] '
amount of time to achieve ELD as compared to DMPSC. Imbalance Allocation Control of Power Systems-
Lastly, DMPSC also has the capability to operate at much Secondary  Frequency  Control”,  Automatica

smaller bandwidth than DAI. 92(2018), , 72-85, doi:
10.1016/j.automatica.2018.02.019.
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From (2), (3) and linearization of (4), the power
supplied byit"* power node to load nodes is given by,

PLi(t) = Yjen,,; (bL,ijUin (Aeia(t) — A, (ﬂ)) +

i € Np, (a1)

PLLis

Writing (al) for whole network and using value of

Frequency Control for Stability and Economic voltage to bel (pu),

Dispatch in Power Networks”, American Control
Conference, 2015.

PE(t) = D(A0%(1))(B,1,, ) — BLAOD () + Py,
Pl = Q,,A8%(t) — B,AOY)(t) + Py,

(a2)
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Where,A8Y) = colm(A6;) € R™x', j € N, represents the ng 0.0251 0 1
phase deV|at|qn qf load-node. Now, the power absorbed by g 0.0183 0 1
j** load-node is given by,

ne  0.0053 0 1
N .
py(© = 22 (b (2650 - 26,)), jeN,  (a3)
Writing (a3) for complete network, 01 0 1 1
. [1 0 1 0 1]
L =B[A6%(t) —D (AQ(])(t)) (B 1,,), Adjacency MatrixA, =|0 1 0 1 1}
— BTABA(t) — QL 00 [10100J
L = By A6%(t) — Qp 0 (0), 1110 0

69 (t) = Qf,~ BIAG%(H) — Qf, L, (a4)
Using (a4) in (a2)

Local load (pu)P,, ={0 0 0 0.833 0}.
Susceptance Matrices:

PL = @y A0%(t) — B, (@4, BIAO(6) — @b, L) + Pus, 0 —3234 -3076 0  —30.99]
_1 1 —32.34 0 —29.38 0 0o |
Pl = (Qu — BLQb, BT )A0%6) + BQE 'L+ Py, (85) p —|-3076 -2938 0 2585 0 |
A dix Il 0 0 —25.85 0 —27.34
ppendix 3099 0 0 —2734 o0 I
Table A1 Power-nodes parameters [—25.45 0
0 —28.16|
Power-nodes  m(pu) d(pu) B,=| 0 —-1.473 |
0 0
n 5.22 1.60 | 76z o |
n 3.98 1.22
2 DMPSC Parameter® = [100 0 ] S = [1 0], a = 0.8.
ns 4.49 1.38 0 10 01
— 4 —
- 422 1.42 DAl parameterst, = 8 x 10%, k, = 6.
N 5.4 1.30

Table A2 Incremental Cost

Power-nodes Incremental Cost Incremental Cost
(before 1.5 sec), (after 1.5 sec),

(pu) (pu)
ny 3 5
n, 4 5
ns 5 5
ny 6 7
ng 7 9

Table A3 Load-nodes Power

Load-nodes Load (pu) Load (pu)
(Before 3 After 3
seconds) seconds

Ng 4.956 7.352
n, 1.99 2.970
Table A4 Initial States
Power-  Af9,; Aw, ; Afpi = Ug,;
nodes (rad) (rad/sec)
ny 0 0 1
n, 0.0191 0 1
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