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Preface

We started this project in September 1997, soon after finishing our
previous book for the W.E. Upjohn Institute for Employment Research.
At that time we were fairly confident that enterprise zones were one of
those good ideas that could actually work in practice. Our reasons for
this confidence were both theoretical and empirical. Enterprise zone
programs seemed to target those in most need of employment and thus
were likely to raise fewer economic red flags than other place-based
economic-development strategies. Moreover, there was reason to be-
lieve that the major incentive instrument used in enterprise zones, tax
breaks, could be effective. Indeed, the evidence seemed to support the
idea that taxes (and thus tax incentives) could materially alter the geog-
raphy of business investment. And some of the earlier work that looked
directly at enterprise zones indicated that they could be effective in cre-
ating local growth.

As will become clearer later, our empirical results have made us
much more skeptical of the usefulness of enterprise zones, at least to
the extent that zones are primarily a tax incentive program. We find
that their effect on growth is close to minimal, they often encourage the
use of capital rather than labor, their power to influence business deci-
sions has been diminished by the growth in non-targeted incentives,
and they do not alter the wider spatial functioning of urban labor mar-
kets. Of course, all of this does not prove that state and local enterprise
zones cannot work or even that they do not currently work effectively
in a few states. But it certainly does suggest that their implementation
at the state and local level in the United States has not been a success.

More so than any other research we have done, the work on this
book has been information technology intensive. Not only have we
been able to use a wide variety of data sets that are huge but neverthe-
less accessible (compared to the past), but by the end of the project we
were astounded at the amount of software we had found it necessary to
buy, license or, in quite a few cases, create from scratch. Close to a de-
cade of major improvements in computer programming technology
made software development for such a project feasible. At the begin-
ning of the new century it seems needless to add that the Web and

Xi



xii Preface

e-mail were crucial to getting much of the work done. Indeed, it is
quite ironic that so much information technology should go into the
creation of such an ancient and unchanged commodity—a book.

The book relies heavily on the output of our new TAIM® (Tax and
Incentive Model—Enterprise Zones) hypothetical-firm model. Al-
though in concept the model is similar to the TAIM model developed
for our previous book on taxes and incentives, Industrial Incentives
(Fisher and Peters 1998), TAIM® is entirely new and considerably big-
ger. We developed the basic code and many of the associated submod-
els using a series of grants from the lowa Department of Economic De-
velopment (DED). Staff at lowa DED—particularly Phil Dunshee,
Allen Williams, and Harvey Siegleman—uwere crucial in guiding the
development of the overall structure of the software and debugging the
software and the tax models. In all this, the Director of lowa DED,
David Lyons, was a great supporter, as were David Forkenbrock, Di-
rector of the Public Policy Center at the University of lowa, and John
Lewis, Director of the lowa Research Council. A large grant from the
State of Ohio, to investigate the use of economic-development incen-
tives in that state, provided us with an opportunity to apply the new
software in a policy setting. We are grateful to Don lannone, then at
Cleveland State University, who directed this project; to a number of
Ohio officials in the Department of Development, Statehouse and Trea-
sury; and to the legislative committee (chaired by Senator Horn) that
oversaw the research. The Ohio work was particularly important since
it provided us with an opportunity to investigate and then firm up our
ideas on the role of enterprise zones in economic-development policy
(the first report we wrote as part of this project was on the Ohio enter-
prise zone program).

The completion of this book required pulling together a number of
pieces beyond the TAIM® model. Two data sources were particularly
important. The first, the SSEL (Standard Statistical Establishment List)
ZIP-code database required three special runs by the Bureau of the
Census. Melvin E. Cole 111 was our contact person there. He helped us
decide that the SSEL was indeed the data source we needed and then
helped us understand the data. Unfortunately, converting the data we
received from the census into something useful for our analysis was a
huge job. The other major data source, the Census Transportation
Planning Package (CTPP), consisting of a mass of CD-ROMs, is pro-
vided free to researchers by the Bureau of Transportation Statistics.
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The CTPP’s main use is transportation planning at the local level but it
is a wonderful—and little used—resource for commuting research.
The CTPP is set up for use within TransCAD®, a commercial GIS
(Geographic Information Systems) software package, which signifi-
cantly aided ease of analysis.

John Engberg, at Carnegie-Mellon University, who also writes on
enterprise zones, provided us with his valuable list of enterprise zones
in the United States and then helped us think through some of our ini-
tial econometric ideas. His help and support were invaluable. Tim
Bartik, this project’s monitor at the Upjohn Institute for Employment
Research, also provided enormous help and guidance. Indeed, our
biggest scholarly debt is to Tim and we thank him. Johannes Ledolter
furnished invaluable insight and help on our use of cross-sectional pan-
el data. Randy Eberts, Director of the Upjohn Institute, was thankfully
unconvinced by our first round of models on enterprise zones and
growth. His skepticism forced us to reevaluate and better justify our
econometric decisions. Kevin Hollenbeck at Upjohn guided the book
through the editorial process. He provided enormous help, reviewing
the manuscript not only for content but also for its readability and co-
herence. We owe Kevin a special debt. Upjohn then sent the manu-
script out to two anonymous external reviewers; both wrote extensive
and very helpful comments on the original manuscript. All along the
way we endeavored to present our preliminary findings and methods at
various academic and policy conferences. We thank all those who
made comments on early drafts of our work.

Although we delivered the first full manuscript to the Upjohn Insti-
tute 19 months late (in February 2000), we still find it difficult to be-
lieve that we were able to do so much in so little time. We hope the
book does not suffer too gravely from our expeditiousness. Certainly,
we trust the results of our effort will be useful and worthwhile to both
policy and academic audiences. It should be clear from this Preface
that this book could not have been completed without the help, input,
and support of a large number of people. Nevertheless, the errors and
omissions the reader is bound to find are ours alone.

There are a number of other people at the Upjohn Institute to whom
we owe a huge debt. David Nadziejka, the editorial manager, moved
this book from manuscript to finished product. David had a way of
making this transition as painless as possible for us. Elaine Goldberg,
the primary editor for the manuscript, improved our writing and tables.






1
Introduction

Enterprise zones have been part of American urban policy for more
than two decades. Between 1981 and 1991, 38 states and the District of
Columbia passed enterprise zone legislation. As of 1995, 34 of those
programs remained active, and in those states, 2,840 zones had been es-
tablished (Wilder and Rubin 1996).) Two more states—lowa and
Michigan—have initiated enterprise zone programs since that time, and
Pennsylvania has introduced a much more aggressive version of its en-
terprise zone. While thousands of state-sponsored enterprise zones
now exist, there continues to be controversy about what enterprise
zones should be designed to achieve, what incentive instruments are
appropriate to enterprise zone goals, and whether these zones are likely
to be more or less effective than the rest of the state and local econom-
ic-development effort. Moreover, the situation became even more con-
fusing in 1993 with the passage of the Empowerment Zone and Enter-
prise Community Act. With this legislation the federal government
jumped into the enterprise zone arena. The federal program initially
added 11 empowerment zones and 99 enterprise communities to the list
of state zones (Hambleton 1996). It also added a distinctive set of in-
centives and policy goals.

Given the public resources being dedicated to U.S. enterprise zones
by the federal government and by states and cities, and given the small
size of the literature on enterprise zones, we believe it is high time for a
multistate evaluation of the effectiveness of enterprise zones. In this
book we look at state and local zones only, and our sectoral focus is on
manufacturing. We ignore federal zones because they are very differ-
ent from state zones, making summary comparison figures difficult to
construct, and because there are vastly more state zones than federal
zones. We ignore retail and other services because state zones still tend
to concentrate on new manufacturing investment. Erickson and Fried-
man (1990a) found in a study of 357 zones between 1982 and 1987 that
manufacturing accounted for 73 percent of new jobs. In a more recent
study, we found that 74 percent of enterprise zone agreements in Ohio
have been with manufacturing firms (Peters and Fisher 1998). Here we



2 Chapter1

examine seven policy issues that we believe should be the core of any
serious evaluation of enterprise zones.

o What sort of business incentives are provided in state enterprise
zones?

e What is the size of these incentives and what is their relative im-
portance compared to other sorts of state and local business in-
centives?

¢ Do enterprise zone incentives encourage businesses to use more
labor than would otherwise be the case? More generally, what
sort of investment do the incentives favor?

e Do enterprise zones make sound fiscal sense? In other words,
are enterprise zone incentives likely to produce revenue gains or
losses for state and local government?

e How much business turnover is typical in enterprise zones?

o |s there a “causal” relationship between enterprise zone incen-
tives and economic growth in enterprise zones? Do enterprise
zones create growth?

e Do enterprise zones draw their labor from poorer, more de-
pressed parts of metropolitan areas?

ENTERPRISE ZONES AND
ECONOMIC-DEVELOPMENT POLICY

A central problem with almost all economic-development program
evaluation is that, even after decades of research, we lack conclusive
evidence on the effectiveness of policy. The problem is particularly
acute in the case of enterprise zone incentives. Two difficulties bear
special attention: proper measurement of incentives and assessing the
impact of incentives on firm behavior.

At heart, almost all economic-development policy is a trade—gov-
ernment provides incentives that reduce the costs of doing business at a
site; in return, business is meant to change its investment behavior in
some way, by locating at one site rather than another or by employing
more labor at a site than it otherwise would have, and so on. The prob-
lem we face is that, outside of a few geographically and temporally lim-
ited studies,? we do not have good measures of what government is giv-
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ing away in enterprise zones; we don’t know enough about the size of
the public carrot being offered to the private sector. We need to know
by how much zone incentives reduce the tax burden on business—thus
increasing business profitability—since it is precisely this reduction in
burden that is meant to give government its leverage over the firm’s be-
havior.> To our minds, this is the fundamental hole in the enterprise
zone literature. Our first tasks then are to find out what enterprise zone
incentives are worth to business and to compare these to the size of oth-
er non-enterprise zone incentives routinely offered to industry (see
Chapter 3). It turns out that these tasks have the useful side effect of al-
lowing us to measure the true cost of incentives to government and to
draw some conclusions about how incentive instruments could be de-
signed to improve their overall cost-effectiveness (see Chapter 5).

The second issue is a variant on the first. A pressing policy ques-
tion is whether enterprise zones actually work—whether they actually
result in new local growth. Typically, econometric models are built to
investigate whether a particular policy instrument has some “causal”
influence on economic growth.* The problem is methodologically dif-
ficult because so many other factors could influence local growth, and
all of these must be accounted for before the effect of enterprise zones
alone can be properly measured. The existing econometric literature
on enterprise zones reveals little regarding the impact of zone incen-
tives on local economic growth, in part because the literature is so
small and contradictory and in part because zone incentives have been
measured so poorly. Some researchers, for instance, have simply
counted enterprise zone programs to see whether places with more pro-
grams have more growth. This approach misses the fundamental eco-
nomic point. It makes no economic or financial sense to expect a 100
percent property tax abatement over 10 years to have the same impact
on growth as a 33 percent abatement over three years, or either of these
to have the same impact as a sales-tax exemption on all machinery and
equipment bought for use in the zone. Incentives lower the costs of op-
erating at a particular site; the more they lower these costs, the more
effective they are likely to be. If an econometric growth model treats
all incentives as essentially homogenous, it ignores what makes a par-
ticular incentive “work.” Other studies have looked at whether the
geographical area covered by an enterprise zone experienced more eco-
nomic growth after the designation of zone status than before designa-
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tion. Again, what this misses is that designation alone does not alter the
business operating environment; it is the incentives that come with des-
ignation that do that. At best, designation is a crude signaling mecha-
nism to business of incentives to come. Our second major task, then, is
to look at the impact of incentives on firm behavior.

In Chapter 7 we do finally develop econometric models investigat-
ing the relationship between incentives and local growth. Throughout
the book, however, we look at the effect of incentives on firm behavior
in various ways. In Chapter 3, for instance, we look at the size of in-
centives and compare them, using a wage-equivalency technique, to a
factor widely seen as important in investment decisions, labor costs.
This allows us to draw some conclusions about the likely impact of in-
centives on business decisions without having to rely on the results—
and assumptions—of our econometric models. In Chapter 4 we look at
whether zone incentives are likely to result in firms employing more la-
bor than they otherwise would.

In this book, as in our previous book on economic-development
competition, we use the “hypothetical firm” methodology to measure
the value of enterprise zone incentives to business. The idea behind
this method is quite simple. Construct a set of financial statements for
reasonably typical firms, then apply the tax code and incentives to those
firms. The extent to which a particular incentive increases the firm’s re-
turns on investment (calculated either as increased cash flow or an in-
creased internal rate of return) is the measure of the incentive’s worth to
the firm. Underlying this approach are the principles of modern location
theory—firms are profit maximizers and will therefore choose sites that
maximize profits; government can influence firm location decisions by
changing the after-tax profitability of operating at particular sites.

We use a new hypothetical firm model, TAIM® (the Tax and Incen-
tive Model for Enterprise Zones), the building of which started in 1997.
The new model is a direct descendant of the TAIM model that we used
for much of our research in the mid 1990s. The TAIM® model, howev-
er, is larger, more flexible, and capable of tax simulations we were not
able to perform in the original model. In order to encourage openness
and transparency in this area of research, we feel it is imperative to dis-
cuss some of the methodological considerations involved in building
this model before discussing our results. We include a short discussion
of this model in Chapter 3 but leave almost all of the technical informa-
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tion for Appendix A. In Appendix B we also provide a comparison of
results from TAIM® with results from the earlier TAIM model; this
should aid comparability with past research.

The focus of most of the research reported in this book is on the en-
terprise zone programs in place in 13 states. These states were selected
because they are the largest states (in terms of total manufacturing em-
ployment) that had significant enterprise zone programs in place by
1990. We examine the incentive packages available in a sample of 75
zones within those 13 states during the period 1990 through 1994, and
the changes in manufacturing establishments within the zones from
1989 through 1995. A more complete discussion of the sample is pro-
vided later in this chapter.

THE ORGANIZATION AND ARGUMENTS OF THE BOOK

The book is organized into eight substantive chapters. In the first
of these, Chapter 2, we provide the background to the other chapters in
the book; it should be read by all readers. Here we examine the history
of enterprise zones in the United States—in particular, what policy-
makers hoped to achieve with zones—and the arguments for and
against an enterprise zone strategy. In Chapters 3 through 8 we cover
our research results. In the first three of these we use TAIM® to mea-
sure the size and comparative worth of enterprise zone incentives spon-
sored by state and local governments. In these chapters we also look at
the extent to which enterprise zone incentives are biased in favor of
some industrial sectors and capital-intensive sorts of investment, and fi-
nally at the cost to government of these enterprise zone incentives. In
Chapters 6 and 7 we utilize a new, very complete, business establish-
ment database to analyze the growth that has occurred in enterprise
zones. In Chapter 8 we focus on the labor markets that enterprise zones
draw from. And finally, in Chapter 9 we summarize our results and
consider alternative policies.

Needless to say, the organization of this book has posed some chal-
lenges. As we indicated above, our results often depend on fairly com-
plex methodological procedures. The book is aimed at a broad policy
audience, however, and we suspect that most readers will not want to



6 Chapter1

wade through all the supporting methodological material. On the other
hand, many readers will at some point wonder exactly how a particular
number was calculated or conclusion reached. Our solution has been to
segregate, wherever possible, the most technical material into appen-
dices or endnotes. Moreover, by providing guides to our research and
conclusions, both here and at the beginning of each chapter, we hope to
direct readers to those places most appropriate to their individual inter-
ests. What follows is a brief summary of the content of each chapter
and the conclusions we draw.

Chapter 2: Enterprise Zones and Economic-Development Policy

In Chapter 2 we present a history of enterprise zones in the United
States and then critique the various rationales that have been put for-
ward to justify geographically targeted approaches to economic devel-
opment in general and enterprise zones in particular. The most notable
of these rationales is the “spatial mismatch” hypothesis, which claims
that inner-city residents face high rates of joblessness because they are
spatially separated from suburban job opportunities. Enterprise zones
can then be justified as a way of bringing jobs to depressed inner-city
neighborhoods, thereby increasing employment rates of the urban poor.
In this chapter we also review the major theoretical and policy criti-
cisms that have been leveled at the enterprise zone idea. There is rea-
son to be skeptical that spatial mismatch is the main cause of underem-
ployment among inner-city minorities and that job proximity will
necessarily produce higher rates of employment. Even if these claims
were supported, it would be unclear that enterprise zones are the most
cost-effective way to provide employment opportunities to those most
in need of them. The primary conclusion of this chapter is that, even
after decades of program experimentation, there is considerable confu-
sion as to the goals of U.S. enterprise zone policy and the policy tools
appropriate to attaining those goals.

Chapter 3: How Valuable Are Zone Incentives to Firms?

In this chapter we look at the sorts of incentives offered to firms lo-
cating in enterprise zones, estimate the true value of those incentives to
business, and compare enterprise zone incentives to other (nontargeted)
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incentives available to firms. The typical package of incentives avail-
able to firms locating in an enterprise zone consists of an investment
credit and a jobs credit, under the state corporate income tax, and local
property-tax abatements. Looking at the 13 states that had substantial
enterprise zone programs in place by 1990, we find that the average
package among our 75 sampled cities was worth $5,048 per job in
1994, where the value of the package is measured by the increase in the
present value of the 20-year cash flow attributable to investment in a
new plant. Among the 75 cities, half had at least one sector for which
the total incentive package exceeded $10,000 per job, and 14 cities
would have granted at least one sector more than $20,000 per job. In-
centives of this magnitude are equivalent to a gross undiscounted value
in the range of $20,000 to $60,000 per job.

The total incentive-package values reported above included both
incentives available only within enterprise zones in the 13 states and in-
centives available anywhere in the state. We also examined incentives
available in a broader set of 20 of the most industrialized states and
found that the average incentive package increased in value from
$4,061 per job in 1990 to $5,338 per job in 1998. On average among
the 20 states, the enterprise zone incentives per se accounted for 63
percent of the total package in 1990, but only 51 percent by 1998.
Looking just at our 75-city sample, the enterprise zone share fell from
65 percent in 1990 to 57 percent in 1994. General incentives have been
increasing more rapidly than enterprise zone incentives. Still, for the
typical manufacturing firm, the incentive package more than doubles if
the firm chooses an enterprise zone location over a non-zone location in
the same state.

Competition among states and localities for manufacturing invest-
ment has led to reductions in basic state taxes as well as to increases in
state and local incentives. The importance of these tax and incentive
changes can best be measured by their effect on the overall state-local
tax rate on new investment. The overall trend in the 1990s was over-
whelmingly to reduce basic taxes on corporations. Among the 20
states, the median basic tax rate was reduced from 8.5 percent in 1990
to 7.9 percent in 1998. Larger reductions in the median effective tax
rate occurred when general incentives were included (from 7.6 percent
to 6.7 percent) and when targeted incentives were added (from 6.3 per-
cent to 5.2 percent).
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We found that tax rate and incentive competition continued through
the 1990s with no indication that this is producing convergence in ef-
fective tax rates among the states; the process resembles a game of
leapfrog, with no state apparently content to be merely average. The
most striking evidence of this is the prevalence, by 1998, of negative
tax rates on new investment: not only does the construction of a new
plant, and the generation of sales and income from it, fail to generate
additional tax liability to the state in which the plant is located, but the
plant actually reduces the firm’s tax liability to that state in many in-
stances because new-plant credits exceed the entire new-plant tax.

Chapter 4: How Taxes and Incentives Favor One Industry over
Another and Capital over Labor

Knowing how incentives increase business profitability is clearly
key to evaluating enterprise zones, but we also need to have a sense of
the firm’s likely behavioral response to incentives. Do enterprise zone
incentives change the relative prices of capital and labor, and should we
expect to see some substitution of labor for capital, or capital for labor?
This is an important issue. We argue in Chapter 2 that the central justi-
fication of the enterprise zone idea is the creation of employment in tar-
geted areas. If the incentives we use “cause” a firm to locate in our
zone, but at the same time cheapen the cost of capital relative to labor,
the employment-creating effects of the investment may be much small-
er than they otherwise would have been.

We found that 4 of our sample of 13 states provide, at the state lev-
el, a set of incentives to zone firms that clearly lowers the price of labor.
Four other states have a clear capital bias. In the other 5 states, credits
provide no clear reduction in labor or capital prices at the margin.
When local incentives—property-tax abatements, primarily—are
brought into the picture, however, the capital bias becomes much
stronger.

The possible effects of incentives on a firm’s choice of technology,
and the relative use of capital and labor in the production process, de-
pend not on the dollar amount of incentives but on changes in the prices
of capital and labor. The effects of labor incentives on the price of la-
bor are quite small. In only two states does the average price reduction
exceed 1.0 percent, and the maximum price reduction among the 16
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sectors we looked at never exceeds 3.0 percent in any state. Capital in-
centives, on the other hand, have substantial price effects in several of
the states. The average price reduction among sectors exceeds 5.0 per-
cent in 8 of the 13 states, and in 6 states the maximum exceeds 20 per-
cent for at least one sector. Indeed, there is a clear bias of incentive sys-
tems in favor of capital in all but 2 of the 13 states. Given the
significant substitutability between capital and labor in manufacturing
reported in empirical studies, it is likely that this capital bias in incen-
tives will cause firms to adopt at least somewhat more capital-intensive
methods of production, which would partly offset—or possibly more
than offset—the employment gains from the location effects of incen-
tives.

A related concern is the industrial policy implicit in enterprise zone
incentives. Incentives not only change the relative prices of capital and
labor, but also favor particular sorts of industrial firms. For instance,
the exemption of machinery and equipment from the local property tax
will benefit those firms that use relatively more machinery and equip-
ment in their production processes. Sales-tax exemptions on energy
use will benefit those firms that use relatively more energy in their pro-
duction processes, and so on. We find that the industrial-policy effects
of incentives are quite strong within our sample of 75 cities. It is quite
common for the most heavily taxed sector in a particular city to be fac-
ing a state-local tax rate two (or even three) times the rate on the least-
taxed sector. Thus, state and city taxes and incentives effectively dis-
criminate in favor of some sectors and against others. We believe it is
most unlikely that the industrial policy implicit in this pattern of sec-
toral preferences is intended, or even known, by state or local develop-
ment officials or policymakers.

Chapter 5: The Fiscal Effects of Incentives

Even if enterprise zones do manage to encourage both new invest-
ment and new employment, they may still not be fiscally cost-effective
for government. There are a number of reasons for this, the most patent
being that expensive incentives may have a real but nevertheless small
total effect. The aim of this chapter is not to conduct a benefit-cost
analysis—we believe the benefits and costs of most economic-develop-
ment policy still to be too ambiguous to be measured uncontroversial-
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ly—Dbut to analyze the direct fiscal impact of enterprise zone incentives.
The analyses that we perform to look at this issue also permit us to
evaluate the design of incentives and to recommend ways to structure
them to increase the likelihood of generating a fiscal surplus.

Our research indicates that the direct revenue effects of enterprise
zone incentives on state and local government combined are very like-
ly to be negative, and rather strongly so. In the average enterprise zone
city, among our sample of 75, each job that is actually induced by the
zone incentives—in other words, jobs that would not exist there “but
for” the incentives—would generate about $7,200 in net additional rev-
enue to state government (in present-value terms over 20 years) and an-
other $11,000 in local revenue. On the other hand, the state would lose
about $4,600 for every new job that was not attributable to incentives
(because some growth would have occurred anyway and that invest-
ment will receive the same incentive package), and localities would
lose about $3,200 for each noninduced job. The key to determining
whether government gains or loses from incentives is the ratio of in-
duced to noninduced jobs. We find that in the average city, as long as
this percentage of induced to total jobs was more than 30 percent, state
and local government combined come out ahead. The problem is, re-
search (ours and others) suggests that the percentage is likely to be con-
siderably lower than 30 percent, if one defines an induced job as a job
that would not have existed in that state but for the state-local incentive
package. In fact, the current research consensus on the interstate or in-
termetropolitan effects of taxes on growth suggests the inducement per-
centage would be about 9 percent and the net annual state-local revenue
loss would be about $7,130 per induced job in our average city. Total
annual fiscal losses produced by an average-sized zone with an average
incentive package could eventually be $1 to $2 million.

The purely local fiscal effects of a local zone tax incentive, on the
other hand, are more difficult to estimate because of the paucity of in-
trametropolitan research studies, though positive effects are more like-
ly since a move within the metropolitan area, while not representing a
net gain for the state, will nonetheless produce a net gain for the receiv-
ing locale. Higher local inducement percentages are plausible and are
supported by some research.

The work done for this chapter also allowed us to consider the de-
sign of incentive instruments. Contrary to conventional wisdom, we
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find that governments lose more revenue the more they front-load their
incentives; other things being equal, a cost-effective incentive is a
back-loaded one. Moreover, a permanent tax cut is more likely to pro-
duce positive revenues than a temporary cut with the same power to
create jobs (i.e., with the same value to the firm over some decision-
making time horizon).

Chapter 6: Manufacturing Growth and Decline
in Enterprise Zones

In Chapters 3 through 5 we focus on zone incentives. In Chapter 6
we turn our attention to enterprise zones and growth. The analysis in
Chapter 6 is descriptive and relies on special data runs undertaken for
us by the Bureau of the Census. The data consist of establishment
counts by industry and employment-size class. Our focus is on the
composition of economic growth and decline in enterprise zones—the
relative importance of establishment births, deaths, relocations into and
out of zones, and employment expansions and contractions in zones.

When we examine the 13 sample states as a whole, we find that the
six-year period 1989-1995 saw relative stability in the manufacturing
sector, as measured by changes in the number of manufacturing estab-
lishments. The enterprise zones within those states, on the other hand,
experienced a net loss of establishments. The average zone had 111 es-
tablishments in 1989; about 11 establishments were born or moved into
the zone each year, but about 12.4 died or moved out. The net effect
was a decline in establishments at a rate of about 1.2 percent per year,
or a 7 percent net loss for the six-year period. Twenty-four zones expe-
rienced net declines of 15 percent or more over the period, however,
while 11 experienced net growth of over 10 percent.

Establishments exiting the enterprise zones (through deaths or
moves out) were, on average, just slightly larger than those entering.
The percentage loss of manufacturing employment over the six-year
period due to net loss in establishments was therefore likely to be a lit-
tle more than the percentage loss of establishments. Zone employment
was also greatly affected by the job expansions and contractions of
firms that remain in the zone. Overall, of the establishments existing in
these 64 zones at the beginning of a given period, about one in three ex-
panded employment within the two-year period, and about one in three
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reduced employment. Larger establishments were much more likely to
contract than smaller establishments, however, so it is likely that the net
effect of expansions and contractions in these zones was further erosion
in the job base, beyond the more than 9 percent attributable to net loss
of establishments.

When we compared establishment growth and decline in zones
with the states of which they were a part, we found that zones had a
pronounced comparative disadvantage in attracting and retaining the
more capital-intensive sectors of manufacturing. It is also clear that
manufacturing in enterprise zones remains concentrated in “old econo-
my” sectors, particularly printing and publishing and fabricated metal
products. Zones appear to have a comparative disadvantage in elec-
tronic equipment, instruments, and chemicals.

When we examine expansions and contractions by time period we
find a striking trend, however: the percent of establishments that re-
mained in the zone and expanded increased with each two-year period,
while the percentage that remained but reduced employment declined.
Expansion rates exceeded contraction rates by a wide margin in the
most recent period studied, 1993-1995, especially for the two smaller-
size classes. It is quite possible that in the 1993-1995 period there was
net employment growth in existing establishments in these zones suffi-
cient to offset, or more than offset, the job losses due to exits exceeding
entries. We think it likely that this trend persisted as the national eco-
nomic expansion continued through the 1990s.

Chapter 7: Enterprise Zones, Incentives,
and Local Economic Growth

In this chapter we make use of the same data set we employed in
Chapter 6 and look again at the issue of growth, this time from an
econometric point of view. Our aim here is to answer what is probably
the key policy question: do enterprise zone incentives actually “cause”
economic growth? We begin the chapter by looking at the various
econometric models of enterprise zone impacts on growth developed
by other researchers. Then we present results from our own analyses:
one for our near-national sample of enterprise zones and another for en-
terprise zones in Ohio (Ohio has some of the best economic-develop-
ment data in the nation). In essence, we develop models at two spatial
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scales and thus are able to measure both interstate enterprise zone im-
pacts and intrastate impacts.

If zone incentives are to be effective, they must be sizeable enough
to influence geographic investment decisions. We find that the average
incentive packages for each of the sectors for the 13 states are equiva-
lent to a 1.6 percent to 7.1 percent cut in wages. Thus, a relatively
small wage premium would be sufficient in many locations to wipe out
the advantages created by the incentive packages there. With the ex-
ception of some extreme cases, therefore, one would not expect incen-
tives to have noticeably large effects on location decisions. Our statis-
tical models of enterprise zone incentives and growth bear out this
deduction. We find no evidence of a strong positive impact of enter-
prise zone incentives on growth: zones offering larger incentives (or a
lower net tax rate) for firms in a given sector did not attract significant-
ly more births and in-migrations of establishments in that sector than
zones with a less attractive tax and incentive regime. While we do not
claim that our research settles this matter, we do believe our results cast
considerable doubt on the belief, widespread in economic-development
policy circles, that incentives are crucial for growth in targeted areas.
Our conclusions here are in line with much, but not all, of the recent
econometric work on enterprise zones and growth. It is almost certain,
then, that incentives have little impact on employment growth.

Chapter 8: Enterprise Zones and Access to Employment

All this leaves out an important issue: Who are the people who
work in enterprise zones? Enterprise zones “may”’—the results of
Chapter 7 suggest that this is a big “may”—encourage new investment
and employment, but we still need to know whether the zones provide
jobs for residents of neighborhoods with less access to growing subur-
ban labor markets. Merely creating local growth may not, in and of it-
self, be good enough. In Chapter 8 we assemble various data to give
what are only preliminary answers to these questions. They are prelim-
inary because the data we are able to use are both limited and not en-
tirely appropriate to most of the questions we need to answer. We focus
on the extent to which enterprise zones are able to attract more-disad-
vantaged workers and the extent to which they provide special work
opportunities to those living in enterprise zones.
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Tying the provision of business incentives to the requirement that
recipient firms hire targeted workers appears not to have been a suc-
cess. These requirements usually only apply to jobs credits and jobs
credits are typically only a small part of the incentive packages provid-
ed. Moreover, it is possible that firms may avoid using incentives with
strong “tying” provisions.

Improving the access of inner-city minorities and others to buoyant
labor markets by locating zones in targeted areas also seems to be prob-
lematic. Enterprise zones attract workers from far and wide. In most of
the enterprise zones we looked at, the majority of jobs were taken by
commuters from outside the enterprise zone. Moreover, commute time
of those working in enterprise zones appears to be longer than the aver-
age for those working elsewhere in the regions that contain the enter-
prise zones. This suggests that spatial proximity between home and
work does not necessarily improve the accessibility of jobs.

Chapter 9: Conclusions and Policy Recommendations

In the final chapter we summarize our results and provide some
broader thoughts on the role of enterprise zones, targeted incentives,
and economic-development policy. Our overall assessment of enter-
prise zones is negative. There is great variability in what enterprise
zones look like, what they are meant to achieve, and consequently what
incentives are offered. Although our research has focused on those
states in which enterprise zones are targeted at problem areas, enter-
prise zones in some other states look to be little more than delivery
mechanisms for standard state and local economic-development policy.
During the 1990s, in fact, non-spatially targeted incentives grew in im-
portance relative to enterprise zone incentives, thus lessening the po-
tential impact of enterprise zones. The zone incentives offered tend to
favor capital rather than labor and appear to constitute a chaotic and un-
planned industrial policy. Furthermore, these incentives usually cause
losses to the public purse. Although there is a lot of business turnover
in enterprise zones, zone incentives have only a minimal impact on new
investment. Finally, enterprise zones do not seem to improve the spa-
tial accessibility of employment to the disadvantaged. We end by pro-
posing policy alternatives to enterprise zones.

There are many other policy questions about enterprise zones that
need to be answered. For instance, we need to know the relationship
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between housing effects and economic-development effects in residen-
tial enterprise zones, whether zones can encourage minority entrepre-
neurship, and so on. We do not address these issues in this book, al-
though we recognize that they are important to evaluating the overall
effectiveness of the enterprise zone strategy. Because of how little we
know about the basic employment effectiveness of enterprise zones, in
this book we focus on a small set of basic economic questions: What
are the incentives offered in enterprise zones and what are the employ-
ment growth effects of those incentives? Answering even this small set
of questions has taken a huge research effort. We leave the other ques-
tions to other researchers.

STATES, CITIES, AND ENTERPRISE ZONES SAMPLED

The final issue to be dealt with in this chapter concerns our various
state, city, and enterprise zone samples. The sample starts with the 20
states modeled in TAIM®*—the largest industrial states, in terms of
manufacturing employment. For these 20 states, we modeled taxes
from 1990 through 1998. This sample provides us with our broadest
historical view of enterprise zone policy in the United States and is the
basis of the results in Chapter 3 comparing enterprise zone and nontar-
geted tax incentives. From these 20 states, we selected the 13 states
with significant enterprise zone programs in place by 1990. (States
with fewer than five enterprise zones were eliminated.) In each of these
13 states enterprise zone policy was “targeted” at distressed areas.®
Within each state, we identified the enterprise zones located within
cities of 25,000 population or more that were within a metropolitan sta-
tistical area (MSA or PMSA). The population cutoff was employed for
two reasons: to facilitate data collection (since census data are readily
available in much more detail for larger cities and for MSAs) and to
avoid skewing the sample in favor of small cities in those states, such
as Texas and Ohio, that have a very large number of zones in cities of
all sizes. We then randomly selected six zones in each state, if possible
(in a few states, there were only five zones in cities of 25,000 or more).
This left us with a sample of 75 cities (see Table 1.1). It is a stratified
sample, of course, based on states, in order to avoid having a sample
made up largely of zones in the handful of states with 100 or more
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Table 1.1 The 75 Enterprise Zones Sampled

Year City
State and zone name started City population Included®
California
Altadena/Pasadena (EZ) 1992 Pasadena 131,591 X
Los Angeles, NE 1986 Los Angeles 3,485,398 X
Valley/Pacoima
Porterville (EZ) 1986 Porterville 29,563 X
Shasta Metro 1991 Redding 66,462
Redding/Anderson (EZ)
Sacramento: Northgate 1986 Sacramento 369,365
(EIA)
Stockton (EZ) 1993 Stockton 210,943
Connecticut
Hamden 1989 Hamden 52,434 X
Hartford 1982 Hartford 139,739 X
Meriden 1987 Meriden 59,479 X
New Britain 1982 New Britain 75,491 X
Norwalk 1982 Norwalk 78,331 X
Norwich 1987 Norwich 37,391 X
Florida
Clearwater 1986 Clearwater 98,784 X
Fort Lauderdale 1986 Fort Lauderdale 149,377 X
Fort Myers 1986 Fort Myers 45,206
Jacksonville 1986 Jacksonville 635,230 X
Miami Beach 1986 Miami Beach 92,639 X
Tampa 1986 Tampa 280,015 X
Ilinois
Champaign/Champaign 1986 Champaign 63,502 X
County
Kankakee County 1986 Kankakee 27,575 X
(Manteno city)
Maywood 1988 Maywood 27,139 X
Moline/Quad Cities 1988 Moline 43,202 X
Pekin/Tazewell County 1986 Pekin 32,254 X
Riverbend/Alton 1986 Alton 32,905 X
Indiana
Evansville 1984 Evansville 126,272 X

Fort Wayne 1984 Fort Wayne 173,072 X
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Table 1.1 (Continued)

Year City
State and zone name started City population Included®
Indiana (continued)
Hammond 1985 Hammond 84,236 X
Lafayette 1993 Lafayette 43,764 X
Muncie 1989 Muncie 71,035 X
South Bend 1984 South Bend 105,511 X
Kentucky
Covington 1982 Covington 43,264 X
Hopkinsville 1982 Hopkinsville 29,818
Lexington 1982 Lexington 225,366 X
Louisville 1982 Louisville 269,555
Owensboro 1982 Owensboro 53,549 X
Missouri
Joplin Area/Webb City 1985 Joplin 40,961 X
Kansas City Enterprise 1985 Kansas City 435,146 X
Zone
Springfield Enterprise 1984 Springfield 140,494 X
Zone
St. Joseph/Buchanan 1985 St. Joseph 71,852 X
County
St. Louis Mid Town 1983 St. Louis 396,685 X
New York
Auburn 1988 Auburn 31,258 X
New York City 1988 New York City 7,322,564 X
Niagara Falls 1988 Niagara Falls 61,840 X
Syracuse 1987 Syracuse 163,860 X
Troy 1987 Troy 54,269 X
Utica 1988 Utica 68,637 X
Ohio
Canton 1986 Canton 84,161 X
Cincinnati 2 (#154) 1989 Cincinnati 364,040 X
Cleveland (#24) 1985 Cleveland 505,616 X
Elyria 1987 Elyria 56,746 X
Massillon 1986 Miissillon 31,007 X
Warren (#111) 1988 Warren 50,793 X
Pennsylvania
Chester 1983 Chester 41,856 X

Johnstown 1983 Johnstown 28,134
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Table 1.1 (Continued)

Year City
State and zone name started City population Included®

Pennsylvania (continued)

Lancaster 1988 Lancaster 55,551 X
Philadelphia-Hunting Park 1983 Philadelphia 1,585,577 X
West

Pittsburgh: North Side 1983 Pittsburgh 369,879 X
Scranton 1988 Scranton 81,805 X
Texas

Amarillo 1989 Amarillo 157,615 X
El Paso East 1993 El Paso 515,342 X
Fort Worth North 1988 Fort Worth 447,619 X
Pharr 11 1991 Pharr 32,921 X
San Antonio: Eastside & 1988 San Antonio 935,933 X

Westside

Waco Northwest 1991 Waco 103,590
Virginia

Danville 1984 Danville 53,056
Lynchburg 1985 Lynchburg 66,049
Newport News #1 1984 Newport News 170,045 X
Petersburg 1985 Petersburg 38,386 X
Portsmouth 1984 Portsmouth 103,907 X
Richmond #1 (south) 1993 Richmond 203,056
Wisconsin

Beloit 1989 Beloit 35,573 X
Fond Du Lac 1991 Fond Du Lac 37,757 X
Green Bay 1991 Green Bay 96,466 X
Milwaukee 1989 Milwaukee 628,088 X
Racine 1989 Racine 84,298 X

2 x indicates that the zone was included in the final sample for the regression analyses.

zones each. There was no weighting applied; thus the results can be in-
terpreted as comparisons of state enterprise zone policies, since each
state receives approximately the same weighting in the sample. More
detailed data on the sample can be found in Appendix E.

For the descriptive analyses of taxes and incentives in Chapter 3,
we used the entire 75-city sample. The analyses in Chapters 6 and 7, on
the other hand, were performed on a reduced sample of 65 zones, due to
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problems with the additional data required for these analyses, particu-
larly the mapping of zone boundaries (see Appendix E for a discussion
of the boundary issue). For the 13-state, 75-city sample and its deriva-
tives, our concern was with taxes and incentives in 1990, 1992, and
1994.

We also conducted a subsidiary analysis of enterprise zones in the
state of Ohio. Because the state had readily available complete data on
local taxes, including the actual property-tax-abatement schedules em-
ployed, as well as a complete set of computerized enterprise zone
boundaries, it was feasible to do an additional analysis of all 104 Ohio
cities with populations of 15,000 or more, with or without enterprise
zones. Such a data set would be difficult or impossible to assemble for
any of the other states we researched. The Ohio data set has an addi-
tional advantage: a number of new zones were created in these 104
cities during the period of our analysis, 1990-1994. This allows us to
look directly at the impact of zone designation.

Finally, we have a small subsample of cities and zones (drawn from
the original 75) for which we do further commuting analyses—these
are described in Chapter 8. The reason for the reduction in sample size
was that we needed to include a further set of conditions for zone spec-
ification in order to make sure that commuting patterns to and from
zones were being measured appropriately. Thus, cities with fewer than
50 Traffic Analysis Zones (TAZs) were excluded as were cities that
were part of very large, complex commuting regions (in essence, com-
muting regions with multiple, large, central cities). Also excluded were
cities in which there were major changes to enterprise zone boundaries.

Notes

1. Of these zones, 2,083 were in just two states—Arkansas and Louisiana—and an-
other 227 were in Ohio. At the other extreme, seven states had three or fewer
zones. See Wilder and Rubin (1996).

2. See L. Papke (1994), Fisher and Peters (1997a), and Peters and Fisher (1998).

3. This assumes that differing tax burdens are not capitalized into land prices. We re-
turn to this issue in Chapter 2.

4. We put “causal” in quotation marks since econometric models by themselves are
not evidence of truly causal relationships.

5. However, the degree of targeting varied, and some states had stricter targeting cri-
teria than others. In Ohio, there were both targeted and nontargeted zones (see
Table 2.1 in Chapter 2).
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Enterprise Zones and
Economic-Development Policy

Enterprise zones have been on the American urban policy land-
scape for more than two decades. Indeed, there are many thousands of
enterprise zones scattered across the United States. But there is still
confusion as to exactly what enterprise zones are, what they are meant
to achieve, and whether they are likely to be more effective than the
rest of state and local economic-development efforts. The confusion is
registered in the various names that states have given their enterprise
zone programs: Renaissance Zones, Keystone Opportunity Zones, De-
velopment Zones, and Program Areas, for example.

In this chapter we attempt to bring some order to this confusion.
We begin by looking at the early history of, and justification for, enter-
prise zones in the United States. We then focus on some of the more
compelling arguments made in favor of enterprise zones: 1) the idea
that targeting economic development at depressed areas is more effec-
tive and efficient than not so targeting; and 2) the claim that residents,
particularly minority residents, of depressed inner-city neighborhoods
are excluded from buoyant suburban labor markets and thus need tar-
geted economic-development assistance. In the final section of the
chapter we turn to the literature on the effectiveness of enterprise
zones. We should point out that the issues highlighted in this chapter
are important to understanding the arguments we make and conclusions
we draw throughout the rest of the book.

WHAT IS AN ENTERPRISE ZONE?

With the passage of the Empowerment Zone and Enterprise Com-
munity Act in 1993, the federal government jumped into the enterprise
zone arena, which until that time was exclusively a state and local pol-
icy domain in the United States. Between 1981 and 1991, 38 states and
the District of Columbia passed enterprise zone legislation. As of

21



22 Chapter 2

1995, 34 of those programs remained active, and in those states, 2,840
zones had been established (Wilder and Rubin 1996).! Two more
states—lowa and Michigan—have initiated enterprise zone programs
since that time, and Pennsylvania has introduced a much more aggres-
sive version of its enterprise zone. The federal program added 11 em-
powerment zones and 99 enterprise communities to this list in late 1994
(Hambleton 1996). These empowerment zones are located in eight ma-
jor cities, each eligible for about $100 million in federal aid, and three
multicounty rural areas, each eligible for $40 million. The enterprise
communities are smaller cities and rural areas, each eligible for $3 mil-
lion in federal assistance.?

It should not be surprising, then, that zones look different “on the
ground.” They vary widely in size, from sites smaller than 50 acres to
entire counties (Rubin and Richards 1992). Louisiana has many thou-
sands of zones, and more than one-third of Ohio is covered by the
state’s enterprise zones, whereas in many states there is a mere handful
of zones and each zone is geographically small. Erickson and Fried-
man’s (1990a) study of 357 zones found a median population of 4,500
and size of 1.8 square miles. In most states, zones are aimed at tradi-
tional industry (especially manufacturing), but some states encourage
retail and service activity in their zones. Most zones have a residential
component—in fact, many states have seen community and housing re-
development as a crucial part of zone policy—but some do not. Proba-
bly the starkest difference concerns the incentives provided. States dif-
fer in what sorts of things they are prepared to subsidize with their
enterprise zone legislation. Many have felt the need to cheapen the cost
of labor in their zones in an attempt to increase labor demand for zone
residents, but many others have adopted a strategy of cheapening the
costs of capital, usually by utilizing some type of property-tax abate-
ment or some type of tax credit for investment. Presumably, the capi-
tal-cheapening strategy has been pursued in the hope that the resulting
new investment will create jobs.

Before moving on to more complicated questions we need a better
understanding of what an enterprise zone is, or should be. In particular,
we need to know how enterprise zones differ from other economic-
development policy instruments and whether they have a unique set of
goals that distinguishes them from other instruments. The words “en-
terprise,” “empowerment,” “renaissance,” and so on, all point to the de-
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sire to revitalize or re-invigorate or regenerate targeted areas (zones) by
relying on new private investment and entrepreneurship. In many
states the criteria for zone designation suggest that they are antipoverty
strategies as well. The implication—and it is no more than that—is that
the enterprise zone strategy differs from most, but not all, other eco-
nomic-development policy in that it is:

e geographically targeted,

o targeted at economically depressed (and probably older) areas,
or areas in need of regeneration; and

o primarily reliant on investment by the private sector.

This is hardly a comprehensive definition.®> In some states it would be
controversial since it appears to imply that enterprise zones should not
be located in new suburban greenfield locations. Nevertheless, we be-
lieve the definition goes to the crux of the original idea behind the en-
terprise zone movement in the United States and elsewhere. In the next
section of this chapter we will briefly cover the history of enterprise
zones in the United States. This will lead into a broader treatment of
how enterprise zones differ from other economic-development policy
instruments and the ideas behind the enterprise zone concept. In both
these sections we will expand on and attempt to justify this definition
(or understanding) of enterprise zones. This will provide us with some
criteria for evaluating the effectiveness of state-level enterprise zones,
criteria we will return to later in the book.

THE ENTERPRISE ZONE IDEA

In the United States, geographically targeted policy aimed at poor
and economically declining areas has been around at least since the
New Deal. After World War Il the federal government became heavily
involved in supporting the revitalization of older inner-city areas. First
it was urban renewal; then came the various programs that were to be-
come consolidated into the Community Development Block Grant
(CDBG) program, and later Urban Development Action Grants
(UDAGS) and several programs administered by the Economic Devel-
opment Administration (EDA)—all meant to provide federal funding
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for the relief of blight and decay. Very often federal funds came in con-
junction with state and local funding. For instance, Title IX (Special
Adjustment Assistance) funding from the EDA provided flexible plan-
ning and program grants to help localities overcome sudden and severe
job loss. In the case of the UDAGsS, the focus was on leveraging private
investment, usually in older inner-city or downtown areas, using rela-
tively limited amounts of federal funds. Many of the other programs
could be described in similar terms. Moreover, some states had fund-
ing mechanisms similar to the federal government’s that targeted eco-
nomically blighted or depressed areas.

Enterprise zones differ from all these programs in concept. The
idea of the enterprise zone is usually attributed to a few British aca-
demics (particularly Peter Hall) and politicians who had become im-
pressed, in the later 1970s, by the levels of local enterprise and entre-
preneurship found in some east Asian economies, particularly Hong
Kong (Hall 1977, 1982). In 1978, Sir Geoffrey Howe, then a conserva-
tive Member of Parliament and later a minister with various portfolios
in Margaret Thatcher’s Conservative government, coined the term. His
belief was that government should lessen its hold over the more derelict
parts of British cities. In effect, this would mean reducing government
regulation (particularly land-use regulation) and taxation (Butler 1991).
Underlying this proposal was the belief that east Asian economies were
so vibrant precisely because the hand of government there was so light.
The hope then was that a reduction in the burden of government in parts
of British cities would stimulate local enterprise and investment that
would otherwise be smothered.

Twenty years later it is still unclear whether there is a strong rela-
tionship between the burden of government and the level of entrepre-
neurship. Few today would see the earlier success of the Asian tigers as
a result of the small burden of government in those countries. Never-
theless, the enterprise zone idea proved potent both in the United King-
dom—where by 1981 a dozen enterprise zones had been designated—
and in the United States. Stuart Butler, an Anglo-American policy
analyst at The Heritage Foundation, a conservative Washington think
tank, is usually credited with popularizing the idea in U.S. policy cir-
cles.* The idea attracted bipartisan interest, in particular from Jack
Kemp, then a Republican representative from New York, and from
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Robert Garcia, a liberal Democrat from the South Bronx. Together, in
1981, they cosponsored the first U.S. enterprise zone legislation.

Three points need to be made about this legislation. The first is the
wide range of groups who were attracted to the idea. The second is that
the legislation failed, not only because of opposition from both left and
right, but also because of opposition from some cabinet members in the
Reagan administration, even though enterprise zones were part of the
official Reagan administration policy as early as 1981.°> The third is
that the failure of the federal government to enact meaningful enter-
prise zone legislation created room for the states to pass their own en-
terprise zone bills.

Why did the enterprise zone idea attract bipartisan support? On the
Republican side the answer is fairly clear: enterprise zones were differ-
ent from traditional inner-city policy. They did not involve the federal
government spending money on costly programs that seemed, at least
from the Republican perspective, to have failed. They involved a re-
duction in taxes and regulation. They relied primarily on private initia-
tive. Moreover, in 1979 David Birch came out with his very influential
book—The Job Generation Process—which claimed that small firms
were responsible for most job generation in the United States. Soon af-
ter, academics and policymakers began to argue for government poli-
cies to stimulate or facilitate the formation of new businesses. Enter-
prise zones seemed to fit directly with such a goal. It is also true that
there were those on both the right and left who saw enterprise zones as
a way of promoting indigenous inner-city entrepreneurship (locals
creating local businesses employing local labor) instead of the more
traditional way of dealing with urban blight (attracting big firms to de-
pressed neighborhoods using the traditional array of economic-devel-
opment incentives).

Reasons for early liberal Democrat support for enterprise zones are
a little more difficult to discern—after all, enterprise zones involve a re-
duction of taxes and deregulation. Stuart Butler (1991) claimed that
there were two important reasons. First, many inner-city politicians had
come to the conclusion that traditional inner-city policy had failed their
constituents. Most notoriously, urban renewal was widely credited with
actually destroying inner-city neighborhoods. Second, enterprise zones
were the only policy game in town—traditional inner-city programs
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were most unlikely to expand during the early Reagan years. But it is
also true that many liberals supported enterprise zones because, at least
in the U.S. version, they tied economic development to community de-
velopment and they appeared to prefer small firms to large firms. They
were pro big city (when some Democrats still saw this as an important
part of their political base) and pro poor. Moreover, enterprise zones
took an essentially optimistic view of the residents of depressed neigh-
borhoods: given the opportunity, inner-city residents could be as entre-
preneurial and hard working as the rest of Americans.

More than 20 years later, it is clear that many of these reasons for
support were decidedly flimsy, possibly even misguided. The proposed
federal enterprise zones would involve the federal government in very
considerable tax-credit expenditures. It is difficult to maintain there is
any substantive policy distinction between direct spending on program
y to achieve goal x and indirect spending through some tax credit z rev-
enue loss to achieve goal x. The Birch report massively exaggerated
the role of small firms in job generation (Armington and Odle 1982;
Brown, Hamilton, and Medoff 1990). The biggest obstacle to new
business formation is unlikely to be taxes or regulation—most of the
evidence suggests that factors such as access to capital are of much
greater importance in the firm-formation decision.® The jobs provided
by small firms are likely to pay less, have fewer benefits, and be less se-
cure than those provided by big firms. Finally, using individual entre-
preneurship as a way of dealing with individual unemployment is high-
ly risky. New small firms, particularly those with little capital, tend to
fail at an exceptionally high rate.

The early federal enterprise zone legislation failed partly because
of bipartisan concerns over these and other issues,” and partly because
of opposition from other federal departments, particularly the Treasury,
which argued that the federal tax system should be as neutral as possi-
ble. In essence the Treasury view maintained that special tax treat-
ments for targeted industries or places distorted the economy and thus
made the United States poorer than it would otherwise be. The belief
that the tax code was not the place to make industrial-policy or social-
policy decisions won the day, in spite of the fact that the 1981 federal
tax legislation was decidedly non-neutral (Fisher 1985).

State enterprise zones began as a result of federal activity. A few
states passed enterprise zone legislation in the early 1980s in the hope
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that this would increase their chances of being chosen for federal en-
terprise zone status (Beaumont 1991). “Thus the eligibility criteria of
most state measures mirrored those in the federal legislation . . . and
the tax, regulatory and other measures included in the legislation and
programs at the state level, broadly conformed to most people’s best
guess of a package likely to win applause from the federal officials ad-
ministering an enterprise program” (Butler 1991, p. 39). The failure of
the federal legislation changed this; states were now free to experi-
ment—in fact, the states have dominated the enterprise zone debate
from the failure of the early federal legislation to the passing of the
Empowerment Zone/Enterprise Community legislation during the first
Clinton administration. One result of this is that the enterprise zone
idea has become much more nebulous than it was in the late 1970s
and early 1980s. State zones differ on objectives, tools, and, thus, re-
sults. In some instances, enterprise zones are little more than geo-
graphically targeted versions of standard state and local economic-de-
velopment programs.® They are a way of packaging and marketing
traditional economic-development services to mainly suburban indus-
trial parks. In many states, however, they are targeted in accordance
with the original enterprise zone idea, though even here there is confu-
sion as to whether the zone should be merely an industrial or commer-
cial area needing revitalization or a low-income area with people need-
ing jobs.

To what extent are zones targeted at more depressed areas? By de-
sign, all of the 13 states in our sample for this book target their enter-
prise zones at distressed areas, at least to a degree.® The criteria for
zone designation in the 13 states are summarized in Table 2.1; clearly,
there is considerable variation among the states. But does this targeting
show up “on the ground”? In earlier research on state and local eco-
nomic development, we found that enterprise zone incentives, unlike
almost all other incentives, were more likely to be larger in higher-un-
employment cities (Fisher and Peters 1998). This suggests that enter-
prise zone incentives, at least, are indeed targeted. However, probably
the best evidence on this issue comes from Greenbaum (2001), who has
examined zone siting decisions in the District of Columbia and nine
states: California, Florida, Kentucky, Maryland, New Jersey, New
York, Pennsylvania, Tennessee, and Virginia. He finds unequivocal ev-
idence that zones are sited in distressed neighborhoods.



Table 2.1 State Enterprise Zone Eligibility Criteria as of 1992

Poverty, income, or
unemployment criteria

Poverty Unemployment
State Must satisfy one  Not necessary rate Income rate Other criteria  Population ~ Area

California Must meet both 1.5 times 1.5 times UDAG program At least

the income and national national eligibility 4,000

the unemploy- average average (Nolan zones)

ment criteria

(Waters zones)

Connecticut  Any of 3 criteria 25% 2 times state  25% of popula-

Florida

Illinois

Multiple cri-
teria; 2 of 8
relate to in-
come or un-
employment
Any 1 of 5 cri-
teria; 3 relate to
income or
unemploy-
ment

20% 70% of house-
holds less than

80% of city
median income

average tion recipi-
ents of wel-
fare
1.2 times state Population
average decline of 20%
1970-80 or

zone will result
in investment of
$100m. and
1,000 full-time
jobs
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Must meet either
poverty or
unemployment
criterion

Indiana

Kentucky

Must meet both

the income and

the unemploy-
ment criteria

Missouri

Either zone or
county must
meet poverty

and unemploy-

ment standards

New York

Ohio (Distress
Based)?

25% below
80% of
poverty
level
Any 10f 3
criteria; 2 re-
late to income
or unem-
ployment
20% (zone)
13%
(county)
Any 1lor2of6
criteria; 3 relate
to in-
come or un-
employment

70% of house-
holds less than
80% of city
median income

65% of house-
holds less than
80% of state
median income

51% of
residents less
than 80% of city
median income

1.5 times state  General distress

average

1.5 times

2,000to0 0.75t03.0

national average decline of 10%

1.5 times state

average

1.25 times state

average

1.25 times state  Abandoned or

average

8,0000 square
miles
Population
1980-90
UDAG criteria, 4,000 to
or pervasive 32,000
poverty, un-
employment,
and general
distress
Atleast Uptol
2,000 square
mile
At least
demolished 4,000
structures; 10%
popula-
tion loss
1970-90; low
tax capacity

school district
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Table 2.1 (Continued)

Poverty, income, or
unemployment criteria

Poverty Unemployment
State Must satisfy one  Not necessary rate Income rate Other criteria  Population  Area
Pennsylvania City must be Multiple cri-
“financially teria; some
disadvan- relate to in-
taged” come or un-
employment
Texas Must meet the “low 70% of resi- 1.5 times local, 9% population
unemployment income dents less than state or na- loss for
or the pop- poverty 80% of city or  tional average 6-year period or
ulation-loss area” state median 3% for 3 years;
standard, and 1 income UDAG eligible;
other criterion prop-
erty abandon-
ment; tax de-
linquencies;
disaster area
Virginia Any 1 of 3 cri- 25% of resi-  1.5timesstate  Industrial or
teria; 2 relate to dents less than average commercial
income or 80% of city vacancy rate of
unemploy- median income 20% or more

ment
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Wisconsin Must meet 2 of 6 40% of resi- 1.5 times state  UDAG eligible; At least

criteria; 5 relate dents less than average declining 4,000
to income or 80% of state property val-
unemployment median income ues; rate of

welfare recip-
iency 1.5 times
state average;
5% of
workforce
permanently
laid off

SOURCE: U.S. Department of Housing and Urban Development, State Enterprise Zone Update, 1992; enteprise zone materials obtained from

the states of New York, Ohio, Indiana, and Pennsylvania.

2 Ohio also allowed zones to qualify without showing distress, but restricted somewhat the use of incentives in these zones. All 6 Ohio zones in
our 13-state sample are distressed.
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The typical state enterprise zone program includes investment tax
credits (ITCs), job tax credits, sales-tax exemptions or credits, and
property-tax abatements. In our 1998 study of incentives in 24 states in
1992, we found that 22 of those states had enterprise zone programs, 20
of them active (Fisher and Peters 1998). Five of the 24 states provided
statewide ITCs, and 4 of these 5 provided more generous versions with-
in enterprise zones. Another four states provided ITCs only in zones.
Similarly, four of the states provided statewide jobs tax credits, and two
of these provided more generous versions in enterprise zones. Another
14 states provided jobs credits exclusively to firms locating in zones.
Seven states provided a full or partial exemption of income taxes on
profits attributable to zone investment. Thus, state corporate income
tax credits were in general much more prevalent and more generous in
enterprise zones than statewide, and within enterprise zones, jobs cred-
its were employed twice as often as investment credits.

Sales tax exemptions, on the other hand, were generally offered
statewide. Exemptions for sales taxes on manufacturing machinery
and equipment were permitted statewide in 19 of the 24 states; only 2
states restricted such exemptions to enterprise zones. The correspon-
ding figures for fuel and electricity exemptions were 17 and 2. Four
states exempted from sales taxation virtually all personal property pur-
chased for business use in an enterprise zone. Of the 22 states with en-
terprise zone programs in our 1998 study, 19 permitted local property-
tax abatements in the zones, though in 13 of those 19 states abatements
were permitted outside zones as well. Of the 13 states that are the fo-
cus of this book, 4 did not allow abatements at all (or allowed them un-
der such restrictive conditions that they were rarely used), 6 allowed
them anywhere (and they were generally applied throughout a locali-
ty), and 3 permitted them only within an enterprise zone (though in 1
of these, Ohio, zones are so prevalent—there are over 300 in the
state—that abatements cannot really be described as targeted to dis-
tressed areas). Local property-tax abatements, where they are allowed,
are always applied to real property improvements—new buildings, ad-
ditions to buildings, or site improvements such as access roads. They
are not applied to land purchases. In states in which personal proper-
ty such as inventories, vehicles, or machinery and equipment are sub-
ject to the property tax, abatements may apply to one or more cate-
gories of personal property as well. The typical abatement relieves a
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declining percentage of taxes each year for a number of years, usually
5 to 10.

In our 1992 sample of 112 cities, 44 contained enterprise zones.
The total incentive package available in these zones was, on average,
worth two to three times as much as the incentive package available in
the average city without an enterprise zone. Within the zones, enter-
prise zone incentives accounted for 35 percent of the total incentive
package on average, with substantial variation depending on firm char-
acteristics. State incentives represented about two-thirds of the total
enterprise zone package, the remainder consisting of local incentives
(mostly property-tax abatements). It is significant that general incen-
tives (available to non-enterprise zone firms) were two to three times as
generous in the enterprise zone cities as in the non-enterprise zone
cities. In other words, the cities that contained enterprise zones were
providing larger incentives citywide than the average city. The average
city with an enterprise zone had a 27 percent higher unemployment
rate, a 45 percent higher poverty rate, and an 85 percent higher propor-
tion of blacks in the population than the average city without zones.

The average effective state-local tax rate in the 20 states with active
enterprise zones was measured by constructing a representative city for
each state, with a property-tax rate equal to the average or the median
for that state, and a property-tax-abatement program typical of the
cities in our sample for that state.’® The tax rate in these cities averaged
9.1 percent outside enterprise zones, but 7.3 percent within a zone. The
average state enterprise zone program thus reduced the state and local
tax burden on new investment by about 19 percent. Although effective
tax rates differ dramatically depending on firm characteristics, zones
had similar effects (in terms of the percentage reduction in the tax rate)
among firms. There was considerable variation among the 20 cities,
however. Outside enterprise zones, the effective tax rate was 5.6 per-
cent in the lowest-tax city (averaged over the 16 firms we modeled) but
14.7 percent in the highest-tax city. With zone incentives included, the
tax rates among the states ranged from 3.7 percent to 13.2 percent. Tax
rates were lowered by enterprise zones, but the variation among states
remained high. Some states with high average tax rates, such as Cali-
fornia, had very generous enterprise zone incentives, while other high-
tax states, such as Washington, had enterprise zone programs that did
very little to offset these taxes.
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Depending on how one looks at these things, this very brief history
suggests either a certain amount of policy confusion or a certain level
of policy experimentation. Nevertheless, excluding those cases in
which enterprise zones are merely a way of packaging and marketing
standard incentives, we can characterize enterprise zones as targeting
incentives at particular geographical areas, originally as a way of en-
couraging local indigenous enterprise in depressed neighborhoods, but
more recently as a way of encouraging new investment. The need to
target is usually justified in terms of the need to provide better access to
job opportunities for the un- and underemployed, though in many states
defining exactly where access to job opportunities needs to be im-
proved is politically controversial. It is to these issues we now turn.

DOES THE ENTERPRISE ZONE CONCEPT MAKE SENSE?
SOME PRELIMINARY ISSUES

Are enterprise zones a good idea? It appears fairly straightforward
that targeting economic-development policy at the places and people
most in need of help must be the right way to do economic-develop-
ment policy. Indeed, when we embarked on this project, that was our
belief. As we attempted to develop the arguments that would justify
this position, however, we found that the issues are anything but
straightforward.

We begin the discussion of those issues here by placing enterprise
zones in the wider context of economic-development policy, which has
been the target of much criticism over the past two decades. Econom-
ic-development policy has been widely charged with corporate wel-
farism and fiscal irresponsibility, among other things. Moreover, it is
commonly asserted that U.S. economic-development policy, when
evaluated from a national perspective:

e isa zero-sum game (economic-development policy has not gen-
erated net new American investment; it merely moves invest-
ment around), or

e has a negative net impact on the national economy (economic-
development policy distorts the workings of private location de-
cisions),™ or



Enterprise Zones and Economic-Development Policy 35

¢ is fundamentally ineffective (incentives are too small to influ-
ence investment decisions).

Furthermore, many economists are doubtful that state and local de-
velopment policies are effective even from a local perspective and even
if they do influence investment decisions. Economic development
tends to provide mainly place-based subsidies, encouraging investment
in particular localities. Most economists argue, however, that because
of the high level of mobility of U.S. workers, the localized (or place)
effects of policy are lost through in-migration. Creating jobs in a par-
ticular place x, will not necessarily lower the unemployment rate in x,
or even increase the labor-force participation rate there, because almost
all the new jobs will be taken by better qualified in-migrants (Foster,
Forkenbrock, and Pogue 1991; Marston 1985). These sorts of criti-
cisms have been covered extensively in the literature—indeed, we dealt
with many of them in the last book we wrote on economic-develop-
ment policy.*> Thus we will not review the literature here, except to
make a few broad comments that have relevance to the enterprise zone
issue.

Whether tax incentives amount to corporate welfare depends on
how one defines the latter term. If by welfare one means that the firm
receives more in government goods and services than it pays in taxes,
the charge of welfarism is fairly easily dismissed. While there are clear
fiscal differences among states and localities, the evidence suggests
that, on the whole, business pays far more in state and local taxes than
it receives in state and local services (Oakland and Testa 1996). Of
course, the extreme economic-development deals and incentives that
crop up in newspaper headlines fairly frequently may indeed amount to
corporate welfare for particular firms. Furthermore, as we report later
in this book, incentive packages can produce negative income tax rates
on new investment, so that the new plant is clearly being subsidized,
even if the firm as a whole is not.

Corporate welfare can, on the other hand, be defined more broad-
ly—as tax expenditures benefitting business. The argument here is that
a tax credit or exemption is a deviation from the base tax system and is
therefore a tax expenditure, and so should be viewed in the same light
as a direct expenditure program. Just as the homeowner deduction for
mortgage interest can be characterized as one of the nation’s largest
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“welfare” programs, and one disproportionately benefitting the rich
(who nonetheless probably still pay more in taxes than they receive in
benefits from government), so too can an investment tax credit be
viewed as an economic-development subsidy to business, and hence as
corporate welfare, even if corporations still pay more in taxes than they
receive in benefits. The basis for this position is that the basic corpo-
rate income tax is part of the overall tax system based on the principle
of ability to pay and should not be evaluated as a benefit tax in the first
place, as is implied in the first definition of corporate welfare.

The issue of fiscal irresponsibility is more difficult to answer since
it is dependent on the variable managerial abilities of state and local
governments. Estimates we conducted for Ohio—one of the nation’s
better managed states—suggest that fiscal incentives, including enter-
prise zone incentives, nearly always cost states and cities more than
they benefit firms (Peters and Fisher 1999a). In other words, the incen-
tives have a value-to-firm/cost-to-government ratio of less than one.™
Part of the reason for this is the interdependence of state and local tax-
es, on the one hand, and federal taxes on the other. A portion of the val-
ue of a state or local incentive will be captured by the federal Treasury
and usually also by other state (and possibly local) governments. The
much more extensive results we present in Chapter 5 confirm, for a
wider set of states, our Ohio findings—enterprise zones are seldom fis-
cally cost-effective. But value-to-firm/cost-to-government ratios, or
even the considerably more complex fiscal measures we develop in
Chapter 5, do not take into account the full costs and benefits of incen-
tives. It is possible for the value-to-firm/cost-to-government ratio to be
less than one while the full benefit-cost ratio of the incentive is greater
than one. The reason for this is that the benefits included in any bene-
fit-cost calculation will cover more than just the income enhancement
captured by the firm; they will also include the difference between the
wages offered to those employees working in the new plant and the
reservation wages of those workers, increases in the value of local
property as a result of the new investment, and so on.*

Unfortunately, there are few reliable, applied, and broadly applica-
ble benefit-cost estimates of economic-development incentives. With
regard to enterprise zones, the benefit-cost studies that do exist suggest
that zones are cost-efficient. Rubin and Armstrong’s (1989) and Ru-
bin’s (1991) evaluations of New Jersey enterprise zones, Rubin,
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Brooks, and Buxbaum’s (1992) study of Indiana zones, and the more
recent study of the Ohio program all indicated positive fiscal gains and
positive benefit-cost ratios (once certain assumptions are met), al-
though all show considerable variation among individual zones.*
Less-formal estimates of the costliness of zones—attempts to calculate
zone costs-per-job—suggested moderate costs, at least compared to
other economic-development tools, although, again, there is evidence
of wide variability among zones (J. Papke 1988, 1989; Rubin and
Wilder 1989).

Unfortunately, all these studies are open to dispute. The results
rely on questionable estimates of the extent to which the existence of
the enterprise zones influences firm investment behavior. In the case of
Rubin’s (1991) important New Jersey study, Rubin was forced to sur-
vey firms to estimate the percentage of firms that actually responded to
zone incentives. This estimate was then used to prorate the input-out-
put derived-benefit calculation. For reasons that should become clear-
er later in this book, such survey-based estimates should be treated with
some scepticism. Moreover, in all these studies, benefits and costs re-
main local—national consequences of zone incentives are essentially
ignored. Thus it appears to us that, at this point, the most convincing
benefit-cost analyses of economic development are purely hypotheti-
cal; they indicate the likely national benefit-cost situation, given a
number of assumptions about economic-development subsidies.

Given the results of these hypothetical benefit-cost models, it
seems that economic-development policy is neither necessarily cost-ef-
fective nor cost-ineffective. It all depends on how economic-develop-
ment policy is managed. Bartik’s (1991) hypothetical cost-benefit
model has been widely quoted in the literature. If Bartik is correct, then
one of the major determinants of policy effectiveness is the extent to
which policy is targeted. He claims that economic-development policy
is more likely to be cost-effective and efficient when it is pursued in
economically depressed areas (measured by the unemployment rate)
and less likely to be efficient when pursued in economically buoyant
areas. One of the major reasons for this is a reservation wage differen-
tial between depressed and nondepressed areas. Typically the reserva-
tion wage—the lowest wage at which a person is willing to work—will
be lower in more-depressed areas and higher in less-depressed areas.
As a result, moving a $10.00-an-hour job from Omaha (a relatively
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nondepressed low-unemployment area with individuals with a relative-
ly high reservation wage) to Detroit (a relatively depressed high-unem-
ployment area with a relatively low reservation wage), while not creat-
ing a net new job from the national perspective, does result in a net
increase in the benefits that the job provides. This is because the eco-
nomic benefit of the job—$10.00 minus the reservation wage—is
greater in Detroit than it is in Omaha.*® If this is true,

The net national benefits of increasing job growth in one local area
and reducing job growth in other areas thus depends on the rela-
tive unemployment rate of the local area that enjoys increased job
growth . . . from a national perspective, we should applaud eco-
nomic development policies to increase job growth when these
policies are pursued by high-unemployment local areas, and de-
plore economic development policies to increase jobs when they
are pursued by low-unemployment areas. (Bartik 1991, p. 192)

Bartik has made similar points in more recent papers on economic-
development policy. Two inferences are clear. First, economic-devel-
opment policy need not be zero-sum even when no net new jobs are
created. It all depends on what the job-recipient region (the region re-
ceiving the plant) looks like compared to the job-donor region (the re-
gion losing the plant). Second, the targeting of economic-development
policy at depressed regions (regions with high unemployment rates) is
appropriate and, all else being equal, is likely to be beneficial to the na-
tional economy.

We believe Bartik’s strong defense of targeting to be one of the
very best economic arguments in favor of the enterprise zone strategy.
However, this certainly does not mean that an enterprise zone strategy
focused on poor, high-unemployment, inner-city neighborhoods will
necessarily work or will necessarily be efficient economically. The
overall effectiveness and efficiency of a particular enterprise zone strat-
egy will depend on a number of other factors, including such things as
how zones are designated, how many are allowed, the costliness of the
incentives used, the day-to-day management of the development strate-
gy, whether incentives actually promote new investment, and so on.*’
All Bartik’s results allow us to conclude is that targeting may make
economic sense—that a place-based economic-development strategy
may be effective—provided that the right sort of area is targeted.
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Part of the reason that Bartik’s benefit-costs results are positive is
that he is able to rebut that standard labor “mobility” argument. The
traditional economic argument against place-based economic develop-
ment is that the U.S. labor force is highly mobile. According to
Marston (1985), over a typical four-year period, more than 13 percent
of the population moves between metropolitan areas. The new people
moving into an area are likely to swamp whatever new employment is
created in that area. Thus the vast proportion of new jobs created (or
locating) in an area will be taken by in-migrants. What is the effect of
economic-development policies on the original inhabitants of the area
who were unemployed? Not much! In fact, many have argued that
place-based economic development merely provides incentives for
people to move between areas and that it fails to resolve the employ-
ment needs of those who are un- or underemployed. The obvious con-
clusion is that employment-creating economic-development incentives
will have little or no long-term impact on a local area’s unemployment
and labor-force participation rates. Thus, targeting economic-develop-
ment policy at enterprise zones will not work because all it will do is at-
tract labor from elsewhere. Economic-development policy needs to be
people-based—if luring firms into an area will not help the economi-
cally disadvantaged, then the thing to do is directly improve the skills
and mobility of the economically disadvantaged.

There is evidence that mobility rates are not homogenous across all
demographic groups. Older people, people who have stayed in an area
for longer periods of time, minorities, and women all tend to be less
willing to move than the rest of the population and appear to be ready to
forego significant amounts of income in order not to move. Moreover,
the mobility of the rest of the population is anything but instant. People
need time to hear of the opportunities available in other areas, and they
then need to organize their move to those areas (selling their homes or
arranging sublets, arranging for the transportation of household goods,
arranging schooling for their children in the new area, finding a new
home and so on). The result is that if 100 jobs are relocated to city z, it
is most unlikely that all 100 jobs will be taken immediately by new in-
migrants. Indeed, the delays involved in moving to a new labor market
mean that when new jobs are created in city z, city z’s un- and under-
employed enjoy temporary but important labor advantages over poten-
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tial new worker in-migrants. City z’s un- and underemployed are
where the jobs are! Consequently, they are more likely to become em-
ployed. Of course, if this temporary advantage does not translate into a
longer-term labor effect, then the situation would still not be that hope-
ful for city z’s un- and underemployed. If, say, after six or nine months
the now newly employed locals were replaced by better-qualified labor
streaming into city z, then the delays involved in migrating would only
provide a fleeting advantage to the economically disadvantaged locals.

It appears from the empirical evidence that the job benefits con-
ferred on some of the previously unemployed locals are long lasting.
Bartik (1991) hypothesized that the reason for this was that by working,
the newly employed locals increased their skills and human capital,
thereby making themselves more attractive as employees in the fu-
ture.*® Clocking in on time and interacting with other employees and
the public build the basic employment skills that employers believe the
economically disadvantaged do not have. In fact, it appears that em-
ployment demand shocks have positive long-term employment, labor-
force participation, and income effects. If all of this is true, enterprise
zones seem to make a lot of theoretical sense. All else being equal, eco-
nomically disadvantaged locals derive long-term benefits from local
employment growth. The benefits of growth are not entirely taken by
new in-migrants. Moreover, targeting at economically disadvantaged
areas produces national economic benefits.

But why target enterprise zones? Or more specifically, why desig-
nate enterprise zones in older, inner-city neighborhoods? If metropoli-
tan areas serve as single labor markets, why impose on business the ex-
tra costs of location in older inner-city neighborhoods? Why not have
enterprise zones in the suburbs and encourage the economically disad-
vantaged to commute to these suburban employment sites? According
to Dabney (1991), enterprise zones in older inner-city areas will nearly
always be more expensive locations from which to operate than new
greenfield sites. The reasons he offers are quite standard: inner-city lo-
cations have poorer infrastructure, are further removed from the non-
congested parts of the federal highway system and from airports, have
poorer agglomeration economies, have more crime, and are less acces-
sible to suburban labor. If all this is true—and there is every reason to
believe that it is—it may suggest a policy strategy of targeting econom-
ic-development incentives at depressed cities or metropolitan areas, but
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putting the enterprise zones in the most competitive part of those cities,
probably the suburbs. Government could then be seen as having three
separate roles: 1) making sure that these suburban areas are truly com-
petitive for new investment; 2) developing policy instruments that en-
courage the economically disadvantaged to commute to the new jobs in
the suburbs or to move their residences closer to these jobs; and 3) cre-
ating policy instruments that encourage business to employ the eco-
nomically disadvantaged.

In many ways, this sort of criticism takes us full circle. It is to ask
why those with fewer local employment opportunities do not commute
to places with more opportunities. And it is to ask: If there is some hin-
drance to commuting to or hiring at these suburban work sites, why not
deal with these problems directly (by increasing the accessibility of, or
by removing skill or even racial barriers to, employment) rather than
trying to resolve them only indirectly (by attempting to create jobs in
inner cities)?

Unfortunately there are no clear answers to these questions. The
most prominent theory of why un- or underemployed inner-city resi-
dents do not commute to buoyant suburban labor markets is the “spatial
mismatch hypothesis.” First developed by Kain (1968),*° the hypothe-
sis makes some fairly straightforward claims about urban labor and
housing markets. Since the 1910s, but particularly after World War 11,
industry has been moving from inner-city locations to suburban green-
field sites. The reasons for this range from the development of the
truck (making access to ports and railroad sidings less important), to
the use of the modern land-consuming single-story factory, to the build-
ing of the interstate highway system (benefitting suburban sites served
by the highway system), to the decentralization of labor to the suburbs,
to the desire to escape unionized and minority workers (traditionally
located in inner-city areas). Decentralization meant that inner-city ar-
eas lost employment opportunities. Moreover, the middle-class moved
out from these areas, with the result that the inner cities developed con-
centrated populations of economically disadvantaged people, particu-
larly racial minorities. Such individuals found working at suburban
work sites difficult. Public transit was built, in the United States as
elsewhere, on the basis of moving workers downtown. Serving scat-
tered suburban work sites from inner-city origins (so-called reverse
commuting) has proved difficult and costly to implement largely be-
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cause of the low-density nature of suburban work sites. Moreover, the
economically disadvantaged inner-city residents could not easily move
to suburban homes because of the cost of those homes and because of
long-standing racial discrimination in U.S. housing markets. Thus,
economically disadvantaged inner-city residents are effectively cut off
from buoyant suburban job markets. The results are lower levels of la-
bor- force participation and higher levels of unemployment in inner-
city neighborhoods. This suggests that insofar as enterprise zones di-
rect jobs to the economically disadvantaged inner city, they may help
overcome some of the constraints to employment experienced by inner-
city residents. We believe that this sort of argument is the crux of the
justification for traditional enterprise zones.

The problem with this argument is that it is not clear to what extent
the spatial mismatch hypothesis explains the underemployment of mi-
nority inner-city residents. A number of studies have shown that racial
discrimination in job markets and lack of skills (the so-called skills
mismatch) are much more important considerations than accessibili-
ty—that “race not space” is the cause of un- or underemployment of the
inner-city minority population. And even if it can be shown that
space—that is, accessibility—is an important problem, it is still not
clear that creating jobs in inner-city areas is the appropriate policy strat-
egy. Transportation planners have for years been working on ways to
make reverse commuting more efficient. Moreover, the federal govern-
ment has engaged in various experiments involving moving the resi-
dents of some disadvantaged inner-city neighborhoods to the suburbs.
The earliest of these was the so-called Gautreaux experiment in Chica-
go (Rosenbaum et al. 1991; Rosenbaum 1996). Behind this view is the
belief that economic-development policy should be people based not
place based—that it makes little sense to lure businesses to places they
would rather not be, while it makes a lot of sense to expand the eco-
nomic opportunities available to people. If it is indeed possible to pro-
vide the inner-city minority population with full access—whatever this
means—to suburban employment opportunities, then why bother creat-
ing expensive inner-city jobs?

Defenders of enterprise zones have no easy answers to this ques-
tion. Yes, even in those spatial mismatch studies which show that race
and skill level are the predominant causes of inner-city underemploy-
ment, accessibility to employment remains a non-negligible explanato-
ry factor of underemployment. Yes, the Gautreaux experiment has had
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its problems (the children of those who were moved to the suburbs saw
a large improvement in their long-term economic well-being but not
their parents), and, because of political opposition, it has been very dif-
ficult to implement more widely.?® Yes, public transit-based reverse
commuting has not been a success and is likely always to be more ex-
pensive to operate than traditional transit. Yes, emptying out the inner
city of employable adults is likely to worsen the situation of those left
behind and further deprive inner-city neighborhoods of role models of
employed adults actively participating in traditional labor markets.
But it is not hard to think of policy alternatives that address these is-
sues while still not relying on inner-city enterprise zones. With
enough federal input and funding, reverse commuting may become vi-
able. Gautreaux-type programs could be designed so as to overcome
the objections of suburbanites and the reservations of inner-city resi-
dents. And so on. The point to make in favor of enterprise zones is
that these possibilities require thought experiments. Successful peo-
ple-based alternatives to enterprise zones (a place-based policy mech-
anism) do not exist outside of a few experiments. This is not to say
that in the long run people-based strategies would not be better; we be-
lieve that the economics of the case suggest they would. But in the
meantime taking jobs to people is one of the few politically feasible
strategies available.

The upshot is that spatial targeting in the form of enterprise
zones—where the zones are created in depressed inner-city neighbor-
hoods—may be an appropriate economic-development strategy. This
strategy is justified to the extent these two propositions are true: 1) the
spatial mismatch hypothesis explains a fair amount of the underem-
ployment of inner-city residents, and 2) creating jobs locally is a more
viable strategy than expanding the journey-to-work mobility or access
to suburban housing of inner-city residents. Obviously, this is not a
strong defense of the enterprise zone strategy since it recognizes that
many of the arguments made in favor of enterprise zones are partial or
flawed, and that, at best, the enterprise zone strategy should be used to
complement other employment strategies. One final point needs to be
made here. We have been assuming that actual enterprise zones con-
form to this rationale—that they are in depressed neighborhoods in in-
ner cities, in other words, that they are “targeted.” In fact, as we indi-
cated earlier, in this book we focus on those states that do target their
enterprise zones.?
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ENTERPRISE ZONES AND GROWTH:
ARE ZONES EFFECTIVE?

As we argued in Chapter 1, the incentives provided in enterprise
zones are meant to increase the profitability of investing in a zone. This
should tilt the spatial factor surface in favor of enterprise zones—pro-
vided that the incentives offered in the zones are not capitalized into
land prices?>—making them more desirable for investment and thus
more likely to grow. Do enterprise zones actually result in new local
economic growth?

As indicated earlier, a number of reviews of the enterprise zone lit-
erature have been conducted in recent years (Rubin and Richards 1992;
L. Papke 1993; Wilder and Rubin 1996); we will not repeat the details
of that work here. Instead, we will focus our attention on what appear
to be the most important results and on those issues we address in this
book. Studies of the effects of enterprise zones on investment or job
growth fall into three categories. First, there are studies of one or a few
enterprise zones, where measures of total gross or net employment
growth in the zone since zone designation are compared either to
growth rates in the zone area prior to designation or to growth rates dur-
ing the same period of time in the metropolitan area as a whole or in a
comparable, but non-zone, area.

Dabney (1991) looked at the effect of enterprise zone incentives on
business location decisions, employing this growth-rate comparison
approach. He argued that enterprise zone incentives were unlikely to
make up for the significant locational disadvantages presented by in-
ner-city enterprise zones. He argued that on most location factors—
costs of transporting materials, commuting costs, access to airports, in-
frastructure, and building functionality—enterprise zones did poorly.
Dabney then used analysis-of-variance procedures to determine
whether zone designation had an impact on rates of change in the num-
ber of business establishments. The analysis covered eight enterprise
zones in eight different states during three years prior and three years
after zone designation. He found that there was no significant differ-
ence in the rate of growth in the zones versus the rest of the zone city.

Rubin and Wilder (1989) studied the Evansville, Indiana, zone, es-
tablished in 1983. During its first three years, there was a net increase
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in employment of 1,878. Using a shift-share analysis to decompose the
total job growth, Rubin and Wilder estimated that 325 of these jobs
would have occurred if the enterprise zone had grown just at the aver-
age rate of growth for the entire metro area, and another 123 jobs could
be attributed to the fact that the zone’s industrial composition in 1983
would have produced above-average growth. The remaining 1,430
jobs (76 percent of the total) are attributed to the comparative advan-
tage of the zone.

Prior to designation, the Evansville zone area grew more slowly
than the metro area, yet it grew at more than five times the rate of the
metro area in the first three years after designation. This dramatic
change certainly begs for an explanation. Rubin and Wilder’s conclu-
sion that a large part of this shift can be attributed to zone designation is
plausible, but, as they admit, cannot be established with any certainty
using their method. Areas do sometimes reverse their fortunes after an
extended period of decline; economic theory would tell us that capital
may return to an area when that decline finally reduces factor costs
(land and labor) to the point that the area is once again competitive.
The zone may simply have arrived at a fortuitous moment.

The second approach to the study of enterprise zone effects in-
volves the study of either one or a few zones, in which measures of in-
vestment or job growth (gross or net) are supplemented by question-
naires administered to zone firms to determine the extent to which zone
incentives were perceived as important or decisive factors in their in-
vestment decisions. This literature has been extensively reviewed else-
where (Wilder and Rubin 1996; Rubin and Richards 1992), and the
conclusions are not surprising: other factors are consistently rated more
important than zone incentives, but incentives may nonetheless make a
difference at the margin, when other factors, such as access and labor
costs, are equal. This, of course, begs the question that has been pur-
sued by researchers for the past 20 years: just how large is the marginal
effect of a tax or incentive difference?

Finally, there are studies using econometric methods to explain dif-
ferences in zone growth rates, cross-sectionally or over time. Erickson
and Friedman (1990b) studied 357 enterprise zones in 17 states. Aver-
age employment in these zones at time of designation was 4,776, and
subsequent gross job growth averaged 232 jobs (about 5 percent) per
year. These authors conducted a regression analysis to explain varia-
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tion in investment growth rates and job growth rates across a subset of
these zones. In their results, the number of zone incentives was posi-
tively and significantly related to both investment growth and gross job
growth in models that included a variety of policy-related variables. In
more complete regression models that also included other nonpolicy
variables thought to affect zone growth rates, the incentive variable re-
mained positive but was not statistically significant. Unfortunately,
program counting is a very unsatisfactory method of measuring the val-
ue of an incentive package to a firm (Fisher and Peters 1997a). In addi-
tion, as Rubin and Wilder (1989) noted, the job data are imperfect since
they come from zone coordinators (who have an incentive to exagger-
ate) and since the figures do not net out job losses. There are significant
problems, in other words, with both the explanatory and the dependent
variables.

In an interesting variation on the econometric approach, L. Papke
(1994) studied the effects of enterprise zone incentives in Indiana on in-
ventories, machinery and equipment purchases, and unemployment
claims filed. This approach focuses on the presumed ultimate goal of
enterprise zone incentives—the growth in investment and the reduction
in unemployment. Papke found that enterprise zone designation re-
duced unemployment claims filed at the area office by about 19 percent
to 25 percent, depending on the specification of the model. These are
surprisingly large effects which appear to be permanent, as well.

The Indiana incentives consist of a jobs tax credit, the exemption of
inventories from property taxation, and the exemption of profits attrib-
utable to new zone investment from the state income tax. The jobs
credit is typical of credits provided elsewhere; it is equal to 10 percent
of wages, but it has a ceiling of $1,500 per employee.?® The capital in-
centive is peculiar, however. In most other states, enterprise zone capi-
tal incentives are directed at plant and equipment; moreover, most
states exempt inventories from property taxation everywhere, thus ren-
dering an inventory exemption in enterprise zones (as in Indiana) need-
less.?* Thus, Papke’s study provides a good test of the effects of jobs
credits on unemployment,? but does not tell us much about the effects
of more typical capital incentives, most of which clearly lower the price
of capital goods and can be expected to have much larger substitution
effects than an inventory exemption and, hence, to have potentially
negative effects on employment.



Enterprise Zones and Economic-Development Policy 47

In related research, Papke (1993) used census block-group data to
compare the fortunes of zone residents between 1980 and 1990 with the
fortunes of residents of a randomly selected set of non-zone urban cen-
sus tracts in Indiana during the same period. Here she was able to iden-
tify the rates of unemployment of the actual zone population (or at least
a close approximation) rather than for an entire unemployment claims
office. Unemployment rates of zone residents did fall during the 1980s
more than unemployment rates of non-zone areas did, but the differ-
ence was small. This suggests that new zone employment produces la-
bor market benefits—measured by the reduction in areawide unem-
ployment rates—but that much of the benefit accrues to non-zone
residents, directly or indirectly. Population in zone areas declined more
than in non-zones, and per capita incomes declined in zone areas but
rose in non-zone areas. Papke concludes that enterprise zones appar-
ently have not made zone residents appreciably better off.

Unfortunately, Boarnet and Bogart (1996), using methods similar
to Papke’s, found no evidence that the New Jersey enterprise zone pro-
gram had a positive effect on local employment, employment in vari-
ous sectors, or property values. They concluded that the New Jersey
program was ineffective at improving the economic conditions around
the zones. As the authors noted, their findings may have had as much to
do with the nature of the New Jersey program compared to the Indiana
program as with the reproducibility of Papke’s findings.?® Moreover,
Greenbaum (1998), in a methodologically and empirically careful
study, examined the impact of state enterprise zones on both business
and housing market outcomes in six major states. The analysis was un-
dertaken at the ZIP-code level, in part using the same SSEL data source
(though not the same data) we use later in this book. Greenbaum found
that while enterprise zones may create new business activity, these
gains tend to be offset by shrinking business establishments in zones.
The result is that overall zones have little impact on business outcomes.
He found that zones have no impact on overall employment growth
(but some impact on employment growth among new establishments).
Two other recent papers are important to mention. Engberg and Green-
baum (1999) found no positive impact on housing market, income, or
employment outcomes in six states. Bondonio and Engberg (2000)—
using estimates of the monetary value of incentives as well as specific
program features—found that neither the value of incentives nor pro-
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gram features matter, and that the zero impact on employment growth
was robust to a wide range of sensitivity analyses.

In Chapter 7 we deal with some technical aspects of the economet-
ric literature in greater detail. Here, however, all we feel able to con-
clude is that—aside from the last few studies mentioned*”—there has
been very little in the way of rigorous examination of the relationship
between enterprise zones and growth. And while there is a large vol-
ume of work on the more general issues of the impact of state and local
taxes and incentives on growth, even that research is not conclusive.
Indeed, we still do not know if—even less, to what extent—state and
local taxes in general affect growth. The problem with enterprise zones
is much worse, in part because the methodological problems of mea-
surement are much greater and data are much more difficult to come by.
Given the paucity of enterprise zone studies, it seems highly unlikely
that a broad research consensus on the impact of enterprise zones on
growth will be possible for some time to come. The conclusions of the
extant literature do point in quite contrary directions; however, the vast
majority of the recent literature suggest that enterprise zones have little
or no positive impact on growth.

CONCLUSIONS

Although there have been promoters of enterprise zones in both the
Congress and the administration since the idea first took off, real feder-
al involvement came late. This provided room for states to experiment
with zones, resulting in considerable variation among states. Thus, we
should expect some zones to work better than others. While many of
the arguments initially used to justify enterprise zones—in particular,
that they would become centers of entrepreneurship—seem decidedly
flawed a quarter of a century later, a consensus has developed that tar-
geting economic-development policy at depressed, high-unemploy-
ment neighborhoods is an “appropriate” and “good” state strategy.”®
Underlying this consensus are a number of theories about job search
and commuting behavior and the geography of new investment, many
of which we have discussed in this chapter. Probably the most impor-
tant of the theories is the spatial mismatch hypothesis—the claim that,
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particularly minority, inner-city residents are spatially separated from
suburban job opportunities. Enterprise zones geographically located in
depressed inner-city neighborhoods can then be justified as a way of
overcoming the spatial mismatch for the underemployed urban poor.

As we indicated earlier in this chapter, there is reason to be skeptical
that spatial mismatch is the (main) cause of underemployment among
inner-city minorities. And even if it were, it is unclear that enterprise
zones are the best policy strategy. We return to these issues in Chap-
ters 8 and 9. It is also unclear whether enterprise zones work—whether
they have any discernible influence on business location decisions and
thus on local employment. We return to this topic in Chapter 7. Howev-
er, before we can deal with these broader issues we need a better under-
standing of the size and importance of enterprise zone incentives, the
likelihood that zone incentives will encourage the use of labor, and the
cost to government of zone incentives. It is to the first of these issues
that the next chapter turns.

Notes

1. Of these zones, 2,083 were in just two states—Arkansas and Louisiana—and an-
other 227 were in Ohio. At the other extreme, seven states had three or fewer
zones. See Wilder and Rubin (1996).

2. There are also four “enhanced enterprise communities” in large cities, each eligi-
ble for $25 million in aid.

3. It leaves out many of the other goals of enterprise zones already mentioned, such
as neighborhood revitalization and community development.

4. See, for instance, his Enterprise Zones: Greenlining the Inner Cities, 1981.

5. In fact, meaningful enterprise zone legislation passed only during the Clinton ad-
ministration, even though Jack Kemp had been Secretary of the Department of
Housing and Urban Development (HUD) during the Bush presidency.

6. Early versions of the federal enterprise zone legislation would have provided tax
credits to investors who supplied capital to enterprise zone firms, which should
have had the effect of lowering the cost of capital for entrepreneurs. Moreover, a
jobs tax credit would have reduced the cost of labor, an important operating ex-
pense for start-ups.

7. Wilder and Rubin (1996) argued that there were five main academic or policy ob-
jections to enterprise zones. These arguments included 1) that incentives had lit-
tle or no influence on business investment and location decisions; 2) that the in-
centives offered in enterprise zones would tend to benefit larger capital-intensive
firms and not the smaller labor-intensive firms which are more likely to create
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new employment; 3) that zones would result in a worrying increase in the tax bur-
den on non-zone businesses and residents; 4) that enterprise zones would result in
capital shifts into zones but not in new capital formation; and 5) that enterprise
zones would draw resources away from more direct ways of helping to solve ur-
ban problems. See variously Birdsong (1989), Clarke (1982), Estes and Ham-
mond (1992), Glickman (1984), Goldsmith (1982), Hawkins (1984), Humberger
(1981), Jacobs and Wasylenko (1981), Ladd (1994), Levitan and Miller (1992),
Massey (1982), Mier (1982), Mounts (1981), Pierce, Hagstrom, and Steinbach
(1979), Rubin and Zorn (1985), Vaughn (1979), and Walton (1982). To these crit-
icisms we would add those of the American Planning Association, which argued
that since land-use regulation did not cause blight, the relaxation of land-use con-
trols was unlikely to remove blight. It should be clear that many of these objec-
tions are contradictory to one another.

It is worth noting here that some researchers place considerable importance on the
community-development component of zones, asserting that the more successful
zones are those that are better managed and that involve close ties between the
public and private sectors (Rubin and Richards 1992).

In Ohio, only a portion of state zones are truly targeted. We included only target-
ed zones in our national analysis—that is, zones that qualified due to economic
distress.

Here the effective tax rate (sometimes we call this the “tax burden”) is defined as
the difference between the present value of the cash flow from a new plant invest-
ment after all federal, state, and local income, sales, and property taxes, and the
present value of new plant cash flow in the absence of any taxes levied by the
state and locality in which the plant is located, divided by the present value of be-
fore-tax income attributable to the new plant. The calculation of tax rates is dis-
cussed in detail in Chapter 3.

Economic-development policy is potentially negative-sum since it induces busi-
nesses to locate in places where they would otherwise not want to locate. Gov-
ernment interference in location decisions (through the tax code and incentives)
results in firms” making location decisions which are inefficient from the view-
point of the national economy.

See Fisher and Peters (1998). Bartik (1991) covered these issues in some detail.

This refers to the average value-to-firm/cost-to-government value for a particular
tax incentive. However, at the margin (in other words, for a particular unit modi-
fication or extension of a tax credit program) it is quite possible to generate a pos-
itive value-to-firm/cost-to-government ratio.

It is also true that costs in the benefit-cost calculation will be broader than in the
value-to-firm/cost-to-government calculation and will include the other costs of
servicing the new plant and its employees.

See lannone (1999) for the Ohio study. Both the New Jersey and Indiana studies
relied on estimates from state input-output models for the benefit-cost calcula-
tions.

The evidence for these claims is fairly limited. See Fisher and Peters (1998).
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Indirectly, Bartik’s benefit-cost model does take these into account. See Wilder
and Rubin (1996) for a review of the literature on what makes enterprise zones ef-
fective. Also see Elling and Sheldon (1991).

This is sometimes referred to as the hysteresis hypothesis. For a more complete
treatment see Phelps (1972), but see Bartik (1991, pp. 76-78) for a treatment in
this context.

See also a more recent restatement and evaluation by Kain (1992).

See, for instance, Briggs (1997) and Moberg (1995).

Where states have both targeted and essentially untargeted zones, we focus on
those zones which are targeted.

In theory, locational advantages should be capitalized into the prices of immobile
resources, which obviously means land prices. In central cities with a partly cap-
tive labor force, however, they should also be capitalized into wages to some ex-
tent. Industrial buildings are often not very mobile or adaptable either. Under-
stood this way, the spatial mismatch hypothesis is the thesis that the locational
disadvantages of central cities are “capitalized” into lower wages because labor is
not perfectly mobile. Furthermore, there is an implied argument that wages can-
not sink low enough to restore competitiveness, so inner cities remain in a dise-
quilibrium depression. To conclude that capitalization will occur fully and will
result in incentives having no effect seems to us erroneous, however. This would
be true only if the effects were equal for all potential land uses, if markets were
close to being perfectly competitive, and if all participants had nearly perfect in-
formation. None of these conditions is likely to hold. Our results (Fisher and Pe-
ters 1998 and Chapter 3 in this book) show widely varying tax rates and incentive
values by industry in any given zone. Which of the tax rates is capitalized into
land prices, assuming that buyers and sellers even know with much accuracy
what those rates are? If it is the highest incentive rate or lowest tax rate, because
land goes to the highest bidder, does this mean that other industries will no longer
find it profitable to locate there because the sectoral bias of taxes and incentives
has rendered land prices too high for any but the one favored sector? If this does
not occur (and the wide range of sectors still moving into zones suggests that it
does not), then even if land prices rise by some increment as a result of incentives,
some sectors will still experience a net gain.

Fisher and Peters (1998) found that the Indiana jobs credit was worth a little less
than the average jobs credit among 15 states with such credits; thus the size of the
employment effects found by Papke cannot be attributed to an unusually generous
jobs credit.

Among the 24 most industrialized states, only two fully tax inventories. Another
four tax inventories in part or at a lower rate. The remaining 18 exempt invento-
ries.

Given the way the data were gathered, though, we do not know how much of the
reduction in unemployment occurred among zone residents rather than persons
elsewhere in the labor market. Papke also found important effects on zone inven-
tories, but again it is possible her results are a consequence of the way in which
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inventory data were gathered. Firms may have an incentive to underestimate
their inventories before—but not after—the provision of an inventory exemption.
But Papke (2000) has tried to reproduce her earlier results, using a more histori-
cally complete data set.

Sheldon and Elling (1989), which we have not reviewed in this section, should
probably also be included in this group. In addition, we ignore analytical work
using alternative, nonstandard approaches such as shift-share analysis—for ex-
ample, Rubin and Wilder (1989) and Dowall, Beyeler, and Wong (1994)—since
the methodology used there precludes analysis of the “causal” relationship be-
tween zones and growth.

See Anderson and Wassmer (2000) for a recent statement of this position.
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How Valuable Are Zone
Incentives to Firms?

Any attempt to estimate the influence of economic-development
incentives on firms’ behavior must begin with an assessment of the val-
ue of those incentives to the firms. In this study we employ a computer
simulation model, TAIM®, to measure how the actual incentives in
place in each of the enterprise zones in our study would improve a
firm’s rate of return on an investment in a new manufacturing facility in
that zone. We begin the chapter with a brief description of how that
model works; a more technical discussion is presented in Appendix A.

By measuring the effect of taxes and incentives on a firm’s bottom
line, we are able to assess quantitatively the trends in economic-devel-
opment policy in the 1990s and the differences among states and cities.
Did incentive competition, which became a significant part of econom-
ic-development policy at the state and local level in the 1970s, continue
through the 1990s? The answer is yes; among the 20 prominent manu-
facturing states that are included in TAIM®, the trend in the period
1990-1998 was overwhelmingly to reduce basic taxes on corporations
and to enact or expand both general and targeted incentives for new
business investment.

In the second section of this chapter we describe this trend in some
detail, comparing the value of general incentives to target incentives,
such as those available only within enterprise zones. While targeted in-
centives became more common during this period, there has been a
weakening of the targeting effect in many of the states.

In the third section of this chapter we focus on the value of incen-
tives in the 75 enterprise zone cities that are the major focus of this
study. The trends in these cities during the period 1990-1994 mirrored
the trends discussed above to a large extent: incentives became more
generous, and nontargeted incentives grew more rapidly than targeted
(enterprise zone) incentives, so that the competitive advantage of zones
was weakened slightly. To put the magnitude of these incentives in per-
spective, we calculated the wage cut that would provide benefits to the
firm’s bottom line equivalent in value to the tax incentives available.

53
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We found that the incentive packages were equivalent to a 1.6 percent
to 7.1 percent cut in wages. One would probably not expect cost dif-
ferentials of this magnitude to have large effects on location decisions.

In addition to the sample of 75 zones in 13 states, we also examine
incentives available in all Ohio cities with populations of 15,000 or
more, with and without enterprise zones. In the fourth section of this
chapter describes the value of general state incentives and enterprise
zone incentives in these Ohio cities.

HOW DOES ONE ACCURATELY MEASURE THE WORTH
OF ENTERPRISE ZONE INCENTIVES?

The TAIM®?* computer model is an implementation of the hypothet-
ical-firm method. This approach to measuring the effect of taxes on a
firm’s profitability was pioneered by Williams (1967) and the Wiscon-
sin Department of Revenue (1973). The method was extended and sub-
stantially improved by Papke and Papke (1984), KPMG Peat Marwick
(1994), and Fisher and Peters (1998), among others. The approach has
been used fairly widely in the past decade’s research on taxes, tax in-
centives, and even non-tax economic-development incentives.*

In essence, the hypothetical-firm method for measuring the value
of a state’s or city’s taxes or fiscal incentives is based on the process by
which firms make investment decisions. According to traditional loca-
tion theory, a firm will evaluate alternative sites for new investment on
the basis of the profitability of the marginal investment in each loca-
tion. Our measure of this effect is the internal rate of return (IRR) or,
alternatively, the long-term increment to cash flow, deriving from the
investment.

The TAIM® model calculates the effective state-local tax rate on
the income generated by new plant investment for a new plant in each
of 16 manufacturing sectors in each of 20 states and in each of the cities
within those states for which local tax data have been collected. We
have modeled the tax systems for these 20 states. The effective tax rate
in a particular state, say Indiana, is calculated by running the TAIM®
model twice. The first run computes the net present value (NPV) of the
incremental after-tax cash flow to the firm as a result of building a new
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plant in Indiana, but assuming that there are no state or local taxes on
the new plant in Indiana. The hypothetical firm has existing operations
in other states and pays state and federal income taxes on the income
generated by the new plant.> The second run applies the Indiana state
and local tax system to the new plant, including local income, sales,
and property tax rates. The reduction in cash flow produced by Indiana
taxes represents the tax bite. This amount divided by the before-tax in-
come generated by the new plant represents the effective tax rate.

Note that this rate includes the effects of deductibility: the addi-
tional Indiana taxes are deductible against federal income and so are
partly offset by lower federal income taxes. Furthermore, Indiana is
one of a few states that allow a firm to deduct income taxes paid to oth-
er states, so the model’s calculation of income taxes paid to other states
is deducted from Indiana taxable income. Local property taxes, which
are also deductible against Indiana income, further reduce Indiana in-
come taxes.

The second run can include or exclude the various investment in-
centives offered in each state and property-tax abatements offered in lo-
calities in that state. State income tax incentives typically consist of in-
vestment tax credits (a percentage of the cost of buildings or machinery
and equipment or both), jobs credits (a dollar amount per new job),
training credits (a percentage of job-training expenses for new posi-
tions), or wage or payroll tax credits (a percentage of wages, or of pay-
roll taxes withheld, for new positions). Tax incentives can also include
income exclusions, where some portion of the income generated by a
new facility in an enterprise zone is excluded from taxable income. Re-
funds of sales taxes on machinery and equipment or of local property
taxes also exist. Where states permit localities to abate a portion of the
property taxes on new manufacturing facilities or machinery, a typical
abatement schedule for that state (or the typical abatement schedule
employed in a particular city) is included in the model.

The value to the firm of a state and local incentive package, then, is
the amount the package adds to the profitability of a new investment in
that locality. The effect of the incentive package, as indeed the tax
regime more generally, depends on the characteristics of the firm.
Thus, it is important to construct various hypothetical firms, represent-
ing the characteristics of a typical firm in various manufacturing indus-
tries. Differences in the value of a given incentive are due to differ-
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ences among firms in profitability, in the relative importance of certain
kinds of assets, or in the ratios of jobs to assets. All else being equal,
one would expect machinery-intensive firms to respond more vigorous-
ly to property-tax exemptions or abatements for machinery and equip-
ment, profitable firms to reductions in the rate of income taxation, ener-
gy-intensive firms to exemptions of sales tax on fuel and electricity, and
so on. The characteristics of the 16 manufacturing sectors included in
our model are described in Appendix A.

A multiyear analysis is essential. Taxes and incentives affect the
profitability of new investment not just in the initial investment year,
but for many years thereafter. Credits sometimes must be used in the
first year, but in other instances can be carried forward for up to 20
years. Property-tax abatements often provide the largest benefit the
first year, but may continue at some level for 10 years or more.
TAIM®* employs a 20-year horizon, which is probably sufficient to
capture all the significant differences in state policy. We assume, in
other words, that the firm, in making a decision regarding investment
in a new plant, evaluates the project over a 20-year period. This may
in fact be longer than the typical firm actually employs. However,
with a 10 percent discount rate, the project returns in later years are
heavily discounted.

INCENTIVE COMPETITION IN THE 1990s

While this study focuses on incentive competition among enter-
prise zones during the period 1990-1994, this competition occurred
within a broader context of state competition that has been going on for
at least two decades and that continues unabated. Before examining the
value of enterprise zone incentives in the 75 cities sampled for this
study, we consider trends in the nature and magnitude of business tax
incentives of all kinds. We have used the TAIM® model to measure the
value of incentives and the effective tax rates on income from new
plant investment in 20 states from 1990 to 1998. These 20 states in-
clude the 13 states that are the main focus of this study; all are among
the 26 most industrialized states (in terms of manufacturing employ-
ment), including the top nine. These 20 states together accounted for
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75 percent of the manufacturing employment in the United States in
1995 (U.S. Bureau of the Census 1997).

Table 3.1 shows the kinds of incentives available in each of the 20
states as of 1998. Twelve of the states had investment tax credits (ITCs)
available statewide by 1998; another five offered ITCs only within en-
terprise zones or the equivalent. Investment tax credits typically allow
firms to deduct from their state corporate income tax liability a credit
equal to some percentage of the cost of new manufacturing facilities
and machinery. Nine states offered a jobs credit statewide; another five
offered jobs credits only in enterprise zones. The jobs credits also al-
low a credit against income taxes, equal to a dollar amount per new job
created. Five states offered a credit for job-training expenses, and Six
allowed a credit for a percentage of wages paid, or payroll or income
taxes withheld, for new jobs. Credits for sales taxes paid on goods pur-
chased for the new plant, or for local property taxes paid on the new
plant, were available in five states, and five states excluded all or a por-
tion of income generated within a zone from corporate taxable income.

Many of these credits became effective after mid 1990, and many
states also reduced corporate taxes across the board between 1990 and
1998. Table 3.2 shows the changes in basic tax systems and incentive
programs that occurred during that eight-year period. Fifteen of the 20
states reduced basic taxes between 1990 and 1998. Most common was
a movement toward greater reliance on the sales factor in state income
tax apportionment formulas; this tends to reduce, often very substan-
tially, the income taxes paid by firms exporting out-of-state. Five states
moved from what was once the standard equal-weighted three-factor
formula to double-weighted sales (50 percent sales, 25 percent each
payroll and property), and—Dby increasing the sales fraction to 67 per-
cent, 90 percent, or 100 percent—another three states moved closer to
the single-factor formula that has made the income tax system in lowa
S0 attractive to manufacturing and other exporting firms. A firm with
substantial facilities and employees in lowa (a state with a 100 percent
sales fraction), for example, could end up paying no lowa corporate in-
come taxes if all sales were destined for places outside the state, since
profits would be apportioned to lowa based on a sales factor equal to
zero.

Fourteen states adopted new general incentive programs or made
existing programs more attractive; eight states adopted new targeted
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Table 3.1 Tax Incentives Available in 20 States, 1998

State State incentives? Local incentives

California ITC, EZ jobs credit, EZ sales-tax Abatements not
credit allowed

Connecticut ITC; training credit; EZ income Abatements allowed
exemption

Florida ITC; EZ jobs and property-tax Abatements little used
credits

llinois 2 ITCs; EZ ITC; EZ jobs credit Abatements allowed

but little used
outside of EZs

Indiana Credit for up to 3.1% of new Abatements allowed
employee payroll; EZ jobs credit in Economic Revi-
talization Areas
lowa ITC; jobs credit; EZ ITC Abatements allowed
Kentucky ITC; jobs credit; payroll credit; Property-tax rate

training credit; EZ jobs credit; EZ reduction allowed
sales-tax exemption for M&E
Massachusetts 1TC; Econ. Opportunity Area ITC Abatements not

allowed
Michigan Credits for corporate & personal Abatements allowed
income taxes attributable to new
jobs; EZ exemption for all income
and property taxes
Minnesota Sales-tax exemption for M&E; very  Abatements not
limited EZ credits allowed
Missouri ITC & jobs credit; EZ income Abatements allowed
exemption; EZ ITC, training &
jobs credits
New York ITC; EZ ITC and wage tax credit Abatements allowed
North Carolina 2 ITCs; jobs credit; training credit Abatements not
allowed
Ohio ITC; jobs credit; EZ income Abatements allowed
exemption, training credit, and in EZs

jobs credit
Pennsylvania  Jobs credit; wages credit; EZ ITC Abatements allowed
South Carolina Jobs credits; withholding tax credit; ~ Abatements allowed
Economic Impact Zone ITC
Tennessee ITC; jobs credit Abatements not
allowed
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Table 3.1 (Continued)

State State incentives® Local incentives
Texas EZ property-tax refund; EZ sales-tax Abatements allowed
refund; EZ property deduction
Virginia Jobs credit; EZ income exemption;  Very limited
2 EZ ITCs; EZ jobs credit abatements allowed
Wisconsin EZ ITC, jobs credit, & sales-tax Abatements not
credit allowed

# EZ = enterprise zone or equivalent; ITC = investment tax credit; M&E = machinery
and equipment.

programs (enterprise zones in lowa and Michigan) or made existing
programs more generous. Only six states increased any basic tax rates
and in three of these the increases were offset by other tax reductions.
Only three states tightened or scaled back general incentive programs;
another three discontinued their incentive programs but replaced them
with others, typically more generous. Thus, the overall trend has been
overwhelmingly to reduce basic taxes on corporations and to enact or
expand both general and targeted incentives for new business invest-
ment.

The importance of these tax changes can best be measured by their
effect on the overall state-local tax rate on new investment. Since en-
terprise zones are the focus of this study, we have calculated effective
tax rates in each state for two different kinds of locations: one in which
only the general statewide incentives are available, and one in which
the firm qualifies for enterprise zone or other geographically targeted
incentives.

Note that differences in state-local tax rates between 1990 and
1998 do not reflect differences in the average property-tax rate in each
state because of the difficulty of identifying such statewide averages for
1990. Instead, we used the same property-tax rate for each year; this
rate represents our best estimate of the average property-tax rate facing
industry in that state in the most recent year for which data were avail-
able, which was generally 1996, 1997, or 1998.3

Table 3.3 shows the effective state-local tax rates on income from a
new manufacturing facility in each of the 20 states in 1990 and 1998.
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Table 3.2 Major Tax and Incentive Changes in 20 States, 1990-1998*

State

Changes®

California
Connecticut
Florida
Illinois

Indiana
lowa

Kentucky

Massachusetts

Michigan

Minnesota

Missouri

New York
North Carolina

Ohio
Pennsylvania

South Carolina

Tennessee

Sales-tax rate increased; apportionment increased to 50%
sales; jobs credit abolished; ITC enacted; sales-tax
exemption for manufacturing M&E

Surcharge on income tax eliminated; tax rate lowered; old
training credit and income exemption replaced with two
ITCs and new training credit

EZ credits reduced; sales-tax exemption for electricity
enacted

Apportionment increased from 50% to 67% sales

Payroll credit enacted; apportionment increased to 50% sales

ITC and jobs credit enacted; enterprise zone program
initiated; manufacturing M&E exempted from property tax

Sales-tax rate increased; ITC enacted and then expanded,;
payroll credit enacted and then reduced; EZ jobs credit
enacted; training credit enacted

ITC credit expanded; Economic Opportunity Area ITC
enacted; apportionment changed to move from 50% to
100% sales over five years

Sales-tax rate increased from 4% to 6%; apportionment
increased to 50% sales and later to 90% sales, with
throwback eliminated; statewide credits for corporate and
personal income taxes, and renaissance zones (EZs)
instituted

Sales tax on replacement manufacturing M&E reduced

Sales-tax rate reduced; ITC and jobs credits tightened;
training credit eliminated; income tax rate increased;
deduction for federal taxes reduced from 100% to 50%

Tax rate lowered; surcharge phased out; ITC reduced

Surtax eliminated; tax rate lowered; jobs credit expanded to
statewide and benefits increased; ITCs and training credit
enacted

Property-tax credit ended; jobs credit and ITC enacted

Apportionment increased to 50% sales; capital stock tax rate
increased and deductions increased; jobs credit enacted

Apportionment increased to 50% sales; jobs credit increased;
withholding tax credit enacted; Economic Impact Zone
ITC enacted

Apportionment increased to 50% sales; jobs credit enacted
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Table 3.2 (Continued)

State Changes®

Texas Sales-tax rate increased from 6% to 6.25% but tax on
manufacturing M&E eliminated; tax rate on capital
reduced, tax on income instituted; EZ property tax-refund

enacted

Virginia EZ income exemption increased; jobs credit enacted; EZ
ITCs enacted; EZ jobs credit enacted; EZ sales-tax refund
ended

Wisconsin Tax surcharge imposed; EZ program expanded

& Changes effective after June 1990 and before July 1998.
b EZ = enterprise zone or equivalent; ITC = investment tax credit; M&E = machinery
and equipment.

Tax rates are shown with only the basic tax system included (no invest-
ment or jobs incentives), with the tax system plus general incentives
only, and with all incentives available within an enterprise zone or the
like. We also show the percentage reduction in taxes accomplished by
the general incentives, and the further percentage reduction brought
about by enterprise zone incentives (compared to the situation with
general incentives only). All of the tax rates are weighted averages of
the tax rates calculated for each of the 16 manufacturing sectors, where
the weights are the sector shares of 1995 U.S. manufacturing employ-
ment.

There is striking variation in state and local tax rates among states,
and striking variation in the magnitude of various kinds of incentives,
as measured by the percentage reduction in tax rate accomplished by
the incentive. In 1990, 8 of the 20 states offered statewide tax incen-
tives that reduced the total state-local tax rate by more than 10 percent.
By 1998, this number had increased to 13 states, with reductions of 20
percent or more in 9 of the 13. Targeted incentives were offered by 14
states in 1990 (and in 11 of the 14 these incentives further reduced tax
rates by more than 10 percent); all but 1 offered such incentives by
1998, and in 11 states targeted incentives provided further reductions of
20 percent or more. The median basic tax rate was reduced from 8.5
percent in 1990 to 7.9 percent in 1998; larger reductions in the median



Table 3.3 Effective State-Local Tax Rate on Income from a New Manufacturing Plant in 20 States, 1990 and 1998*

1990 1998 ) )
% change in effective
Effective tax rate (%) % reduction in rate Effective tax rate (%) % reduction in rate tax rate 1990-1998
With With With

After  With  general & Dueto Dueto After  With  general & Dueto Dueto After  With  general &
basic general targeted general targeted basic general targeted general targeted basic general targeted
State taxes incentives incentives incentives incentives taxes incentives incentives incentives incentives taxes incentives incentives

Calif. 9.3 9.3 8.7 0.3 6.8 9.0 8.0 7.1 111 10.9 -40 -145 -18.2
Conn. 9.5 9.5 6.1 0.0 36.3 8.1 7.2 45 11.0 379 151 244 -26.4
Fla. 8.0 8.0 6.4 0.0 19.8 7.6 7.6 6.1 0.0 19.4 5.7 5.7 5.2
lowa 53 4.0 4.0 24.2 0.0 2.9 2.0 2.0 28.6 20 464 495 -50.5
Ml 59 55 44 6.5 20.0 55 5.1 4.0 6.9 21.4 —6.2 —6.6 -8.3
Ind. 13.8 13.8 8.9 0.0 35.6 13.6 10.8 5.9 20.0 455 -20 -216 -33.7
Ky. 7.7 6.7 -3.0 124 144.8 8.0 45 0.3 44.0 93.2 36 337 nmP°
Mass. 7.8 7.4 7.4 6.2 0.0 7.1 6.0 52 14.6 131 -101 -18.2 -28.8
Mich. 10.0 8.0 8.0 20.8 0.0 7.5 54 0.6 28.0 884 -254 -321 921
Minn. 9.2 7.9 7.9 14.2 0.0 8.1 7.6 7.6 5.7 00 -12.0 -34 -34
Miss. 8.8 6.0 53 32.6 11.2 9.3 6.5 54 30.3 175 5.8 9.3 15
N.C. 7.1 6.0 5.9 15.3 18 7.0 5.9 5.8 15.3 11 2.2 2.1 -1.3
N.Y. 6.3 3.8 3.4 39.6 9.5 6.1 34 2.6 44.8 221 -24 -10.8 -23.3
Ohio 10.6 10.5 7.6 0.9 27.8 10.0 7.8 5.1 22.3 33.7 55 -259 -31.9
Pa. 8.9 8.2 6.5 7.8 20.3 9.3 7.3 6.3 21.0 14.5 42 -10.7 —4.2
S.C. 8.9 55 55 37.7 0.0 8.4 0.8 0.1 90.3 83.9 58 853 —97.6

Tenn. 8.1 7.9 7.9 2.7 0.0 7.8 7.1 7.1 9.0 0.6 -4.0 -10.2 -10.7



Tex. 11.4 10.6 8.9 6.9 16.3 10.4 9.6 7.7 7.3 20.1 -8.7 -9.1 -13.2

Va. 7.1 7.1 6.2 0.0 12.1 7.1 7.0 4.5 1.6 35.6 0.0 -1.6 -27.9
Wis. 6.0 6.0 4.0 0.0 32.5 6.1 6.1 4.0 0.0 33.5 1.6 1.6° -0.0°
Median 8.5 7.6 6.3 6.7 11.6 7.9 6.7 5.2 14.9 20.8 -48 -10.8 -18.2

@ Effective tax rate is the reduction in the net present value (NPV) of the cash flow from a new plant due to state and local income, sales, and proper-
ty taxes in the new plant state, divided by the NPV of the pre-tax income generated by the plant. Pre-tax income is measured before all federal,
state, and local taxes; NPV is measured over 20 years. The reduction in cash flow is calculated by comparing project cash flow after actual taxes
and incentives in the new plant state and after federal and other state taxes, with cash flow assuming the same plant location but with only federal
taxes and taxes in other states. The tax rates shown are weighted averages of the tax rates calculated for firms representative of 16 two-digit SIC
code sectors, where the weights are the sector shares of 1995 U.S. manufacturing employment.

® nm = not meaningful (because earlier tax rate was negative).

¢ Significant at the 5% level.
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effective tax rate occurred when general incentives were included
(from 7.6 percent to 6.7 percent) and when targeted incentives were
added (from 6.3 percent to 5.2 percent). Both of the latter reductions
are significant at the 5 percent level.

Has there been any convergence among these 20 states in terms of
their tax rates on new investment, and what role have incentives played
in reducing or increasing variability among states? In 1990, both gen-
eral and targeted incentives actually increased the variability in tax
rates among these 20 states, as measured by the variance in rates. In
other words—and contrary to the claims of others (Eisinger 1988)—in-
centives were not by and large offsetting unusually high basic tax rates
but were in fact reducing tax rates that were already below average. By
1998, the variability in basic tax rates among states had increased (al-
though this increase was not statistically significant), but incentives no
longer increased this variability. Thus, tax rate and incentive competi-
tion continued through the 1990s with no indication that this was pro-
ducing convergence; the process resembled a game of leapfrog, with no
state apparently content to be merely average.

Another way of examining the value of incentives to firms is to cal-
culate the dollar value per job created. This is typically the way incen-
tive package deals are reported in the press. This measure makes com-
parisons among industrial sectors more meaningful, since our assumed
plant sizes vary across sectors. TAIM®* calculates the present value of
the increased cash flow produced by a given set of incentives over a 20-
year period; this incentive value can then be divided by the number of
employees in the new facility.

Table 3.4 shows the value of incentive packages per new job, aver-
aged across the 16 industrial sectors as before. In half the states, gener-
al incentives were significantly increased (by $468 or more per job) be-
tween 1990 and 1998. In another eight states, general incentives were
unchanged or changed only slightly (less than $100 per job in either di-
rection). In only two states do we show a substantial reduction in in-
centives; and in both cases this is deceptive, being a matter of a tax re-
bate becoming less valuable because the underlying tax was reduced or
eliminated.*

In 8 of the 20 states, targeted incentives were expanded between
1990 and 1998 by $440 per job or more, measured as the additional cash
flow generated by targeted incentives, over and above the value of the
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generally available incentives. This was led by Michigan’s extremely
generous Renaissance Zone program, Massachusetts’s new Economic
Opportunity Area ITC, significant expansions of several zone credits in
Virginia, and South Carolina’s Economic Impact Zone ITC.> In another
six states, there were very modest expansions ($113 per job or less) or no
change at all.® In four states, there was a substantial reduction in the val-
ue of targeted incentives, and in another two, modest reductions.

The reductions in targeted incentives were most notable in Ken-
tucky, where the very generous rural job credit was cut by about one-
third and where the additional value of this rural targeted program was
diminished by enactment of an urban counterpart (which we model as a
general incentive because it applies in every county that does not qual-
ify for the special rural tax break). Connecticut, Pennsylvania, and
Ohio did not reduce enterprise zone incentives but did institute signifi-
cant statewide investment and training credits. When states leave tar-
geted programs unchanged but enact or expand general statewide in-
centives, they diminish the competitive advantage of enterprise zones,
rural counties, or the like. This is because incentives are not usually
strictly additive; the new statewide incentive may simply be a less gen-
erous version of the targeted one (so that a 10 percent EZ ITC, for ex-
ample, then operates like a 6 percent add-on to a 4 percent statewide
ITC) or because total credits cannot exceed state tax liability, so that the
firm is unable to fully use the targeted credits on top of the new
statewide credits. Our measure of the value of targeted incentives in
Table 3.4, it must be remembered, measures the additional advantage
the state has conferred on certain geographic areas.

What appear to have occurred in these 20 states in the 1990s are
two contradictory trends: 1) some states have embarked on new enter-
prise zone programs, or increased the competitive advantage of exist-
ing zones or other targeted areas;’ 2) other states have weakened the
advantage of geographically targeted areas by reducing targeted incen-
tives or, more commonly, by expanding nontargeted incentives. Per-
haps more importantly, the trend in many states with long-standing en-
terprise zone programs (or the equivalent) has been to increase the
maximum number of such zones allowed. This further weakens the tar-
geting effect of zone programs, as a larger and larger portion of the
state falls under the “targeted” program. Among 14 major manufactur-
ing states with enterprise zone programs as of 1992, zone proliferation



Table 3.4 The Value per Job of Incentives to Manufacturing Firms in 20 States, 1990 and 1998 (in dollars)

Value of incentives per job, 1990

Value of incentives per job, 1998

Change in value 1990-1998

Additional General  Additional General  Additional
General plus value of plus value of plus value of
General targeted targeted General targeted targeted General targeted targeted

State incentives incentives incentives incentives incentives incentives incentives incentives incentives
Calif. 37 1,393 1,356 1,731 3,528 1,797 1,694 2,135 441
Conn. 0 5,785 5,785 1,479 6,027 4,549 1,479 242 -1,237
Fla. 0 2,294 2,294 0 2,188 2,188 0 -106 -106
lowa 2,055 2,055 0 1,284 1,319 36 772 -736 36
1. 661 2,461 1,800 659 2,459 1,801 -2 -2 1
Ind. 0 8,872 8,872 3,485 12,413 8,928 3,485 3,541 56
Ky. 1,654 15,580 13,926 5,640 11,575 5,936 3,986 4,004 —-7,990
Mass. 842 842 0 1,725 3,110 1,385 882 2,268 1,385
Mich. 3,566 3,566 0 3,582 10,553 6,971 16 6,987 6,971
Minn. 2,249 2,249 0 799 799 0 -1,450 -1,450 0
Mo. 4,760 5,998 1,238 4,683 6,748 2,065 =77 750 827
N.C. 1,910 2,069 159 1,897 1,940 43 -13 -129 -116
N.Y. 4,148 4,533 384 4,616 5,632 1,015 468 1,099 631
Ohio 164 5,361 5,197 3,417 8,103 4,686 3,253 2,742 -510
Pa. 1,059 3,990 2,931 3,117 5,092 1,975 2,058 1,103 —956
S.C. 5,571 5,571 0 11,487 12,391 904 5,915 6,820 904
Tenn. 378 378 0 1,166 1,281 115 789 903 115

¢ Jaldeyd 99



Tex. 1,350 4,026 2,676 1,292 4,538 3,246 —59 511 570

Va. 0 1,045 1,045 98 3,809 3,710 98 2,763 2,665
Wis. 0 3,151 3,151 0 3,263 3,263 0 113 113
Median 951 3,358 1,297 1,728 4,173 2,020 283 827 84
Mean 1,520 4,061 2,541 2,608 5,338 2,731 1,087 1,278 190

NOTE: Figures represent the present value of the increased cash flow over 20 years accruing to the firm because of the package of tax in-
centives available in that state for a new manufacturing facility. All figures are weighted averages of the values for the 16 manufacturing
sectors modeled. The table shows how 1992 manufacturing firms would have fared under 1990 versus 1998 tax law. For a discussion of
how these numbers should be interpreted in light of inflation between 1990 and 1998, see Appendix A.
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had occurred to some extent by the time of this study in 9: Connecticut
(6 zones originally authorized in 1982, but the number had expanded to
20 by 1996), Indiana (expanded from 15 to 20 zones between 1992 and
1996), Missouri (33 authorized in the original 1982 legislation, but the
limit was expanded to 62 in 1989-1991), New Jersey (number of zones
expanded from 10 to 27 between 1992 and 1997), New York (from 19
in 1992 to 40 by 1997), Ohio (from 227 in 1992 to 317 by 1997), Penn-
sylvania (from 45 to 57 between 1992 and 1995), Texas (from 103 to
208 between 1992 and 1997), and Virginia (6 zones allowed in 1982
law, but authorization increased to 19 by 1989, and to 46 by 1997 ).
The number of zones was constant, or nearly so, during the 1990s in
California, Florida, Illinois, Kentucky, and Wisconsin.

If we focus only on state corporate income taxes, we find another
trend in the 1990s: it became increasingly possible for new investment
to face negative income tax rates. Negative taxes can be produced in
three ways. First, the state may allow new plant investment or jobs
credits to be applied to a firm’s total state income tax liability, not just
the additional liability generated by the new plant. If the firm has a tax
nexus and a tax liability in the state prior to building a new plant there,
then credits that exceed the additional taxes caused by the plant can be
applied to the firm’s taxes on existing operations, so that the firm’s total
state tax bill is below what it would have been in the absence of the
plant. The tax rate on new plant income is thus negative. Fourteen of
the 20 states studied here had general credits with total state tax liabili-
ty as the ceiling (usually with carryforward of unused credits); only 4
had credits where the ceiling was the tax attributable to the new facili-
ty. Ten of the 20 states had targeted incentives with a ceiling equal to
the total state tax; 8 had targeted incentives limited by the state tax at-
tributable to enterprise zone operations.’

Second, negative corporate rates can occur when the state corpo-
rate tax credits are based in part on the state personal income taxes paid
by new employees, and these credits are refundable. This is the case
with Ohio’s Job Creation Tax Credit, Indiana’s EDGE program, Michi-
gan’s certified credit under the Michigan Economic Growth Authority
(MEGA) program, and South Carolina’s Withholding Tax Credit. The
firm can receive a payment from the state instead of a tax liability.
Negative rates occur because we assume that employees pay 100 per-
cent of their individual income taxes, so that when the firm receives a
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credit for the individual taxes paid by new employees, the credit offsets
corporate income taxes.

Third, exporting firms in states with single-factor apportionment,
or with apportionment formulas that approach 100 percent of sales, can
experience negative tax rates on new investment. This is because the
construction of a new plant may have very little effect on the firm’s
gross income tax liability since the additional in-state payroll and prop-
erty do not affect the apportionment formula, and in-state sales may be
unchanged. So a very low sales factor (we are assuming a firm that ex-
ports to national markets) would be applied to a somewhat larger total
firm taxable income as a result of the new plant, producing a very mod-
est increase in state tax, but the state’s incentives for the new plant
could easily exceed the additional tax.

In 1990, negative income tax rates were easily produced in lowa
(all 16 sectors) and Texas (12 sectors)—in both cases due to single-fac-
tor apportionment—and in Kentucky (16 sectors), due to generous
credits combined with a statewide tax ceiling. They were less likely to
occur in Florida, New York, and Wisconsin, and rarely or never in any
of the other states (see Table 3.5). By 1998, negative tax rates were
produced in 4 or more sectors in 11 of the 20 states. In addition to lowa
and Kentucky, negative taxes on new plant income occurred frequently
(in at least 13 of the sectors) in Michigan, Ohio, and South Carolina,
due to refundable withholding tax credits. In 6 states, 4 to 9 of the 16
sectors experienced negative tax rates, generally due to credits with
statewide tax ceilings. If these trends continue, the corporate income
tax, at least as it applies to new investment, is in danger of disappearing
as a significant revenue source.

TAXES AND INCENTIVES IN 75 CITIES, 1990-1994

We turn our attention now to the 75 cities with enterprise zones, lo-
cated in 13 states, that are the focus of this study. We computed the ef-
fective state-local tax rate on the income from a new plant for each
zone and each of the 16 sectors in TAIM®. The model computes the
before-tax cash flow generated by the new plant, and then measures the
after-tax cash flow, both over 20 years. The tax rate is the state-local
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Table 3.5 Negative State Corporate Income Tax Rates on New
Plant Investment®

1990 1998
Number Average Number Average
of sectors rate in of sectors rate in
with negative these with negative these
State tax rate® sectors (%) tax rate sectors (%)
Conn. 0 NA 2 -0.2
Fla. 7 -1.2 5 -0.9
lowa 16 -0.3 16 -0.5
Ind. 0 NA 4 -1.0
Ky. 16 -8.7 15 -4.7
Mass. 0 NA 1 -0.1
Mich. 0 NA 16 -8.0
Mo. 1 -0.1 1 -0.1
N.Y. 5 -1.4 6 -2.8
Ohio 0 NA 13 -2.1
S.C. 0 NA 16 -5.0
Tex. 12 -0.9 9 -2.0
Va. 0 NA 5 -2.6
Wis. 3 -0.8 4 -0.6

NOTE: NA = not applicable.

2 State average local property-tax rates and abatement terms were assumed. For each
state we used the most generous combination of incentives available. Negative tax
rates did not occur for any sector in either year for the six other states in the study:
Calif., 1ll., Minn., N.C., Tenn., and Pa.

® The number of sectors is out of 16 possible.

tax bite as a percent of before-tax cash flow. In order to present an
overall picture of tax rates and incentives in these cities, we calculated
the weighted average tax rate among the 16 manufacturing sectors for
each city. We then calculated a simple average of the city tax rates for
each of the 13 states. (There were 6 cities in 10 of the states, 5 in the
other 3 states.) The average effective state-local tax rate on new manu-
facturing investment for each state, with and without incentives, is
shown for 1990 and 1994 in Table 3.6. The table also shows the high-
est and lowest rates among the 75 individual cities.
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In 1990, the highest tax rate was about four to seven times the low-
est tax rate among these cities (depending on which incentives were in-
cluded). General incentives actually widened the gap between high and
low and increased the variance among the 75 cities; enterprise zone in-
centives, on the other hand, reduced the disparity among cities. In
1994, the variance among cities had increased, either with basic taxes
only or with general incentives included. However, zone incentives
had an even larger effect in reducing disparities.

In 11 of the 13 states in 1990, zone incentives produced larger re-
ductions in tax rates than did the general incentives available in those
states. In 6 states, general incentives were trivial or non-existent; in
only 4 did they provide more than a 10 percent reduction in taxes.
Zone incentives, on the other hand, produced larger than 10 percent re-
ductions in all but 2 of these states. By 1994, however, general incen-
tives had become much more generous. Zone incentives had increased
as well, but by then only 8 states provided larger percentage tax breaks
with their zone incentives than with their general incentives. The zone
advantage weakened somewhat on average.

In the 75-city analysis actual local property-tax rates are modeled
for three years—1990, 1992, and 1994. These comparisons thus reflect
changes in the total state-local tax burden, whereas our 20-state com-
parisons held average local property-tax rates constant and thus fo-
cused on changes in state policy. What we find in the city analysis is
that the expanded state tax incentives were in part compensating for ris-
ing property taxes. Effective state-local tax rates without incentives in-
creased, on average, in 11 of the 13 states between 1990 and 1994.
With general incentives included, increases were produced in only 8 of
the 13, and this number is further reduced to 6 when enterprise zone in-
centives are added. The average city saw about a 6.5 percent increase
in basic taxes, no real change in taxes after general incentives, and a 3.6
percent reduction in tax rates with zone incentives included.

The pattern of increases in incentives can be seen more clearly in
Table 3.7, where we show the dollar value of incentive packages per
job created. The increases in just the four-year period 1990 to 1994 are
very sizeable. The average general incentive package among the 75
cities rose from $1,276 to $2,199, a 72 percent increase. The addition-
al value of zone incentives increased on average from $2,352 to $2,849,
a 21 percent increase. General incentive packages increased measura-



Table 3.6 Effective Tax Rates on New Manufacturing Investment in 75 Cities (Weighted Average for 16
Manufacturing Sectors)?

1990 1994 Percent change, 1990-94
Effective tax rate® % reduction in rate Effective tax rate % reduction in rate Effective tax rate
With Due Due With Due Due With
After  With general to to After  With general to to After  With general
basic general & zone  general zone basic general & zone  general zone basic general & zone

taxes incentives incentives incentives incentives taxes incentives incentives incentives incentives taxes incentives incentives

Average by state®

Calif. 9.2 9.2 8.9 0.3 3.4 8.9 7.4 6.8 17.3 7.7 -32 -19.7 -23.2
Conn. 7.6 6.1 4.8 20.1 21.9 8.9 6.8 5.7 235 16.6 17.5 12.4 20.1
Fla. 8.1 8.1 6.5 0.0 19.8 8.3 8.3 6.7 0.0 19.3 2.8 2.8 3.4
M. 6.1 5.7 4.7 6.3 18.1 6.2 5.8 4.7 6.2 17.9 0.9 1.0 1.2
Ind. 135 135 9.8 0.0 27.2 15.2 12.5 7.4 17.9 40.8 12.6 —7.6 -24.8
Ky. 7.7 6.5 55 151 16.1 8.1 51 4.0 37.6 19.9 52 227 —-26.2
Mo. 9.7 7.0 5.9 27.8 16.1 10.4 7.7 6.1 26.2 20.8 7.8 10.1 3.9
N.Y. 7.6 4.3 3.9 431 8.4 6.9 3.6 2.8 48.2 20.9 -84 -16.7 -28.1
Ohio 9.7 9.6 6.5 0.8 32.7 9.8 8.8 5.6 10.1 36.2 11 -8.3 -13.1
Pa. 9.0 8.5 6.8 55 19.6 10.6 10.1 8.2 4.8 18.8 18.0 18.8 20.0
Tex. 9.3 8.8 7.6 54 12.9 111 10.5 9.0 5.6 14.0 19.6 19.4 17.9
Va. 6.9 6.9 6.2 0.0 10.4 7.0 7.0 6.1 0.0 12.3 1.4 1.4 0.7

Wis. 6.9 6.9 5.7 0.0 16.9 7.3 7.3 53 0.0 27.8 6.2 6.2 -7.8



Among the 75 cities

Highest 19.9 19.9 11.1 57.3 45.7 22.8 20.1 11.7 62.3 52.8 54.8 56.0 70.2
Mean 8.6 7.8 6.4 9.5 17.3 9.1 7.8 6.1 15.2 21.2 6.5 0.0 -3.6
Lowest 5.2 2.9 25 0.0 0.0 5.2 2.1 14 0.0 7.6 -15.8 -26.0 -50.5
Variance 0.05 0.07 0.04 0.08 0.07 0.04

& Effective tax rate is the reduction in the net present value (NPV) of the cash flow from a new plant due to state and local income, sales, and property
taxes in the new plant state, divided by the NPV of the pre-tax income generated by the plant. Pre-tax income is measured before all federal, state, and
local taxes; NPV is measured over 20 years. The reduction in cash flow is calculated by comparing project cash flow after actual taxes and incentives
in the new plant state and after federal and other state taxes, with cash flow assuming the same plant location but with only federal taxes and taxes in

other states.
b The tax rates shown are weighted averages of the tax rates calculated for firms representative of 16 two-digit SIC code sectors, where the weights are

the sector shares of 1995 U.S. manufacturing employment.
¢ There are either five or six cities in each state. The statistics for the 75 cities show the city with the effective tax rate averaged across the 16 sectors

and the like, not the single sector with the highest rate.



Table 3.7 The Value of Incentives per Job Created to Manufacturing Firms in 75 Cities, 1990 and 1994 (in dollars)?

Value of incentives per job, 1990

Value of incentives per job, 1994

Change in value 1990-94

Additional Additional Additional
General value of General value of General value of

General  plus zone zone General  plus zone zone General  plus zone zone

incentives incentives incentives incentives incentives incentives incentives incentives incentives

Average by state®

Calif. 37 709 672 2,682 3,634 952 2,645 2,925 280
Conn. 2,644 4,787 2,143 3,547 5,370 1,822 903 583 -320
Fla. 0 2,297 2,297 0 2,301 2,301 0 4 4
1. 660 2,348 1,687 661 2,347 1,686 1 -1 -1
Ind. 0 6,681 6,681 3,485 12,769 9,284 3,485 6,088 2,603
Ky. 1,975 3,652 1,677 5,462 7,143 1,681 3,486 3,491 5
Mo. 4,562 6,445 1,883 4,635 7,346 2,710 73 900 827
N.Y. 5,419 5,803 384 5,597 6,615 1,017 178 811 633
Ohio 136 5,590 5,454 1,268 6,800 5,533 1,132 1,211 79
Pa. 744 3,674 2,929 782 4,019 3,238 37 345 308
Tex. 856 2,619 1,763 1,055 3,432 2,377 199 812 613
Va. 0 871 871 0 1,045 1,045 0 174 174
Wis. 0 1,867 1,867 0 3,237 3,237 0 1,370 1,370

¢ laldeyd v/



Among the 75 cities®
Highest 7,285 15,930 15,930 7,359 22,678 19,193 3,576 10,758 7,273
Mean 1,276 3,628 2,352 2,199 5,048 2,849 924 1,420 497
Lowest 0 0 0 0 1,045 720 -278 -255 -461

 Figures represent the present value of the increased cash flow over 20 years accruing to the firm because of the package of tax incentives
available in that state for a new manufacturing facility. All figures are weighted averages of the values for the 16 manufacturing sectors
modeled.

® There are either five or six cities in each state.

¢ The statistics for the 75 cities show the city with the effective tax rate averaged across the 16 sectors and the like, not the single sector with
the highest rate.
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bly in 9 of the 13 states, as did zone incentives (though they were a dif-
ferent 9 states).

These average incentive values do not seem that large when com-
pared to the incentive packages reported in the press. The average total
package was just $3,628 per job in 1990 and $5,048 in 1994, though the
highest award had risen to $22,678 per job by 1994. It is not uncom-
mon to find reports of special deals for auto firms in excess of $100,000
per job (often including discretionary, non-tax incentives, which are not
included in the TAIM® estimates). Such comparisons are not valid,
however. Our figures represent the present value of an incentive pack-
age’s effect on the firm’s after-tax cash flow. Local incentives increase
both state and federal income tax liability, and state incentives increase
federal taxes. The combined effect is that the net value of a tax reduc-
tion in any one year is only around 60 percent of the gross value; it is
invariably the gross value (the cost in lost revenues to state and local
governments) that is reported in the press. Furthermore, the press re-
ports the undiscounted sum of lost revenues over some period of years,
whereas we discount future benefits at 10 percent. Both state tax cred-
its and local property-tax abatements are spread over a number of
years, sometimes up to 20 years, so that discounting has a large effect
on the measured value of incentives.

If one-time incentive packages were put into an appropriate ac-
counting framework, such as the TAIM® model, the value per job
would be considerably less than what is reported. To illustrate these ef-
fects, we show in Table 3.8 the value of two incentive packages: one for
an instruments plant in Hartford, Connecticut, the other for a chemicals
plant in Utica, New York. We show the two major components, state
income tax credits and local property-tax abatements, in three ways: 1)
as a simple undiscounted sum of the gross incentive amounts for each
of 20 years, 2) as a net present value (the gross amounts discounted at
10 percent), and 3) as the net discounted value to the firm, taking into
account state and federal income tax effects. The real value of the in-
centive package to the firm was only 45 percent of the gross undis-
counted sum in Hartford and only 33 percent in Utica.

Among the 75 cities, half had at least one sector for which the total
incentive package exceeded $10,000 per job, and 14 cities would have
granted at least one sector more than $20,000 per job. Incentives of this
magnitude are equivalent to a gross undiscounted value in the range of
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Table 3.8 Gross Cost of Incentives Versus Value to the Firm

Hartford, Conn. Utica, N.Y.
Instruments plant Chemicals plant
Measure (100 employees) (75 employees)
Dollars (000)
State income tax credits
Undiscounted sum 975.5 2,296.9
Gross NPV? 636.2 1,028.6
Value to firm 439.6 710.7
Property-tax abatements
Undiscounted sum 704.4 437.4
Gross NPV 523.2 311.9
Value to firm 315.6 189.4
Total
Undiscounted sum 1,679.9 2,734.3
Gross NPV 1,159.4 1,340.5
Value to firm 755.1 900.1
Percent of undiscounted sum
State income tax credits
Gross NPV 65 45
Value to firm 45 31
Property tax abatements
Gross NPV 74 71
Value to firm 45 43
Total
Gross NPV 69 49
Value to firm 45 33

# NPV = net present value.

$20,000 to $60,000 per job, which is not trivial in comparison to the re-
ported packages offered to some firms in the past 10 years.

Another way of getting at the question of incentive size and impor-
tance is to consider the size of the wage premium that a given incentive
package would just offset. Wages are a much larger component of
costs than are taxes (about 14 times as large, on average), and wage
rates can vary substantially from one place to another. Wages might be
only slightly higher in a particular locale, but a large percentage reduc-
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tion in taxes would be required to offset the wage disadvantage. To put
it another way, if wage differentials of $1.00 an hour or more are com-
mon when manufacturers compare sites, then an incentive package that
provides the equivalent of a 10-cent wage reduction is unlikely to exert
a significant influence on location decisions; tax differences will be
swamped by wage differences.

Again using TAIM®, we calculated the hourly wage differential at
a new plant location that would provide the firm with the same present
value of cost savings over 20 years as the incentives available at that lo-
cation. These equivalent wage reductions were, for the most part, in
the range of $0.10 to $1.50 per hour, with considerable variation both
by state and by sector, as can be seen in Table 3.9. If we look at the av-
erage of all the 13 states for each of the sectors, we find that the incen-
tive packages were equivalent to a 1.6 percent to 7.1 percent cut in
wages. A relatively small wage premium would be sufficient in many
locations to wipe out the advantages created by the incentive packages
there. As a result we do not think it likely that incentives have much
impact on the location of new business investment; other spatially vari-
able factors, like labor and transportation costs, will tend to dominate
location decisions. Indeed, our econometric analyses of this issue, pre-
sented in Chapter 7, confirm that enterprise zone incentives have little
impact on the location of business investment.

TAXES AND INCENTIVES IN OHIO CITIES, 1990-1994

In addition to the analysis of five or six enterprise zones in each of
13 states, we have also analyzed incentives in all 104 cities in Ohio
with a population of 15,000 or more. In the early 1990s, the state of
Ohio was quite liberal in its rules permitting establishment of enter-
prise zones. As a result, many cities with little or no economic distress
established zones, thereby being allowed to grant tax abatements to
new industrial plants. These nondistressed zones increased substan-
tially in number up until July of 1994, when new ones were no longer
allowed. Between 1990 and 1994, 15 more cities (among the 104 to-
tal) created enterprise zones, but only one qualified under the distress
criteria.



Table 3.9 Wage Equivalent of General and Zone Tax Incentives, 1994, Averaged by State for 75 Cities (The Hourly Wage
Reduction That Is Equivalent in Value to the Total State-Local Incentive Package over 20 Years)

Apparel Rubber Stone, Fabri- Transpor-
&  Wood Furni- Chemi- & clay & Primary cated Indust. Elect. tation  Instru-
Food textiles prod. ture Paper Printing cals plastic Leather glass metals metals mach. equip. equip. ments
SIC 20 SIC23 SIC24 SIC25 SIC26 SIC27 SIC28 SIC30 SIC31 SIC32 SIC33 SIC34 SIC35SIC36 SIC37 SIC38

Hourly wage ($)
1089 6.69 959 932 1519 11.60 16.80 1086 749 1282 1596 1259 1385 11.73 1822 13.65
Average wage reduction equivalent ($)
Calif. 019 014 0.08 011 054 011 0.45 0.54 018 0.31 0.58 039 040 0.61 0.26 0.46
Conn. 028 027 028 024 0.62 0.19 0.89 0.65 0.33 0.49 0.65 0.58 0.60 0.91 0.33 0.87
Fla. 0.12 013 0219 017 032 0.14 0.32 0.32 0.22 0.32 0.16 0.31 0.24 0.23 0.08 0.24
M. 015 009 0.07 011 031 007 0.33 0.31 0.08 0.18 0.31 026 021 0.36 0.13 0.34
Ind. 0.68 064 047 052 125 0.52 1.23 1.32 0.65 0.84 1.74 1.36 153 225 1.02 1.81
Ky. 032 031 022 024 09 0.22 1.07 0.93 0.34 0.59 0.96 0.69 080 1.35 0.44 1.14
Mo. 037 027 028 029 0.99 0.23 111 0.97 0.32 0.64 0.98 0.77 0.72 1.22 0.40 1.03
N.Y. 031 031 051 03 0.9 0.25 157 0.75 0.37 0.70 0.72 0.66 0.62 1.00 0.35 0.99
Ohio 042 038 024 030 086 0.25 0.85 0.88 038 057 1.01 071 074 111 0.48 1.00
Pa. 022 020 019 021 050 013 0.67 0.51 018 0.35 0.52 050 0.40 0.67 0.24 0.69
Tex. 023 015 0.09 014 041 o011 0.39 0.45 015 0.29 0.49 035 036 0.52 0.19 0.47
Va. 0.0 007 010 010 010 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.05 0.10
Wis. 020 015 012 016 044 0.14 0.46 0.48 0.14 0.29 0.44 0.30 0.31 048 0.20 0.45
Mean 028 024 022 023 0.63 0.19 0.73 0.63 0.26 0.44 0.67 0.54 054 0.83 0.32 0.74
Percent* 2.5 3.6 2.3 24 4.1 1.6 4.3 5.8 35 34 4.2 4.3 3.9 7.1 1.8 5.4

@ Mean wage reduction as a percent of hourly wage.
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Table 3.10 Tax Rates and Incentive Value in 104 Ohio Cities,

1990 and 1994

City (population 15,000 or more) having

No Non-
enterprise distressed Distressed ~ All
Variable zone zone zone cities
1990
Number of cities 54 32 18 104
Average city characteristics
Population 29,474 29,370 146,360 49,672
Property-tax rate (real 5.8 4.9 5.2 5.4
property)? (%)
Local sales tax rate (%) 1.2 1.0 0.7 11
Local income tax rate (%) 15 1.6 1.8 1.6
Effective tax rate (%)
Basic taxes only 10.68 9.54 9.85 10.19
With general state incentives ~ 10.59 9.46 9.77 10.10
With all incentives 10.59 6.82 7.01 8.81
Value of incentive package per
job (%)
General state incentives 163 135 140 150
Local zone abatements 0 4,601 4,809 2,248
Total incentive package 163 4,737 4,949 2,399
1994
Number of cities 39 46 19 104
Average city characteristics
Population 26,326 27,863 150,395 49,672
Qualify for 13.5% ITC 4 11 13 28
Property-tax rate (real 5.9 5.4 5.6 5.6
property)? (%)
Local sales tax rate (%) 1.3 1.1 0.9 11
Local income tax rate (%) 1.7 1.6 1.9 1.7
Effective tax rate (%)
Basic taxes only 10.59 9.90 9.96 10.17
With general state incentives 9.54 8.91 8.97 9.16
9.54 6.06 6.20 7.39

With all incentives
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Table 3.10 (Continued)

City (population 15,000 or more) having

No Non-
enterprise distressed Distressed ~ All
Variable zone zone zone cities
Value of incentive package per
job (%)
General state incentives 1,336 1,268 1,268 1,293
Local zone abatements 0 4,963 4,824 3,076
Total incentive package 1,336 6,230 6,092 4,370

2 Net tax rate (after various tax reduction factors are applied) as a percent of assessed
value for commercial and industrial real property. Since assessment ratio is 35% for
real property in Ohio, the effective rate as a percent of market value would be 35% of
this rate.

Table 3.10 shows the incentives available in Ohio cities of 15,000
or more in 1990 and 1994 by three categories: cities without an enter-
prise zone, cities with a zone that did not meet distress criteria, and
cities with zones established under the state’s criteria for economic dis-
tress. The distressed-zone cities are much larger on average than the
cities in the other two categories, but surprisingly the non-zone cities
have the highest local tax rates (before and after incentives are taken
into account). This is true considering both the simple local property,
sales, and income tax rates, themselves, and the effective state-local tax
rates calculated by our model. Tax rates in the distressed-zone cities
were just slightly higher than tax rates in the nondistressed cities.
Abatements had a dramatic effect in lowering effective overall tax rates
in the enterprise zone cities.

The state of Ohio enacted much more generous state incentive pro-
grams after 1990, but these were available throughout the state rather
than targeted at enterprise zones. (The state of Ohio does allow corpo-
rate income tax credits for enterprise zone firms, but these are so rarely
used that we did not include them in our TAIM®* simulations.) Because
of the new statewide incentives, net effective tax rates in all categories
of cities declined significantly between 1990 and 1994, despite slight
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increases in property-tax and local income tax rates overall. If one
were to characterize Ohio’s tax incentive strategy based on these num-
bers, it would be to use state tax relief to lower business taxes through-
out the state and let localities, whether distressed or not, compete
against one another using local property-tax abatements, which in fact
are worth more than five times as much as the state tax credits.

CONCLUSIONS

Incentive competition within the sample of enterprise zone cities
that are the focus of most of this book is part of a broader and continu-
ing trend toward increased use of tax incentives by state and local gov-
ernments. Among 20 prominent manufacturing states, the trend in the
period 1990-1998 was overwhelmingly to reduce basic taxes on corpo-
rations and to enact or expand both general and targeted incentives for
new business investment. In 1990, 8 of the 20 states offered statewide
tax incentives that reduced the total state-local tax rate by more than 10
percent. By 1998, this number had increased to 13 states, with reduc-
tions of 20 percent or more in 9 of the 13. Fourteen states offered some
kind of targeted incentives in 1990; 19 of the 20 offered such incentives
by 1998, and in 11 states targeted incentives provided further reduc-
tions of 20 percent or more. The increasing generosity of incentives
has led to the possibility of negative tax rates on new investment in a
number of states. Furthermore, there is no indication that this tax and
incentive competition is producing convergence in net tax rates; the
process resembles a game of leapfrog, with no state apparently content
to be merely average.

Two contradictory trends appear to have occurred in these 20 states
in the 1990s: 1) some states have embarked on new enterprise zone
programs, or increased the competitive advantage of existing zones or
other targeted areas; 2) other states have weakened the advantage of
geographically targeted areas by reducing targeted incentives or, more
commonly, by expanding nontargeted incentives. Perhaps more impor-
tantly, the trend in many states with long-standing enterprise zone pro-
grams (or the equivalent) has been to increase the maximum number of
such zones allowed. This further weakens the targeting effect of zone
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programs, as a larger and larger portion of the state falls under the tar-
geted program. Among 14 major manufacturing states with enterprise
zone programs as of 1992, zone proliferation has occurred to some ex-
tent in 9.

The 75 cities that were the focus of much of this book were located
in 13 states from among the 20. The trends in these states during the
period 1990-1994 mirrored the trends discussed above to a large ex-
tent: incentives became more generous, and nontargeted incentives
grew more rapidly than targeted (enterprise zone) incentives, so that the
competitive advantage of zones was weakened slightly. The average
general incentive package among the 75 cities rose from $1,276 to
$2,199 per job, a 72 percent increase. The additional value of zone in-
centives increased on average from $2,352 to $2,849 per job, a 21 per-
cent increase. The expanded state tax incentives were in part compen-
sating for rising property taxes. Effective state-local tax rates without
incentives increased, on average, in 11 of the 13 states between 1990
and 1994.

Another way of putting the magnitude of these general and enter-
prise zone incentives into perspective is to calculate the hourly wage
differential at a new plant location that would provide the firm with the
same present value of cost savings over 20 years as the incentives
available at that location. If we look at the average across the 13 states
for each of the sectors, we find that the incentive packages were equiv-
alent to a 1.6 percent to 7.1 percent cut in wages. A relatively small
wage premium would be sufficient, in many locations, to wipe out the
advantages created by the incentive packages there. Thus it is unlikely
that incentives have much impact on the location of new business
investment.

Notes

1. See, for instance, L. Papke (1987) and J. Papke (1988), both using the AFTAX
model; Brooks et al. (1986); Laughlin (1993); Tannenwald (1996); and Peters and
Fisher (1999a). For new applications of the method, also see Tannenwald,
O’Leary, and Huang (1999).

2. In this instance, payments of taxes to other states are represented as payments to
the “median state.” See Appendix A and Chapter 3 of Fisher and Peters (1998).

3. Local tax rates for each enterprise zone city for 1990, 1992, and 1994 were ob-
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tained, in many cases directly from each city; it was the statewide average rate that
was difficult to determine several years after the fact since most states do not cal-
culate such a rate.

4. The only general incentive in 1990 in lowa was property-tax abatement, a large
portion of which was for property taxes on machinery and equipment (M&E). By
1998, M&E had been exempted from property taxes altogether (which we consid-
ered a change in the basic tax system since it is not tied to new investment or job
creation) so that the value of abatements was reduced, there being much less to
abate. In Minnesota, a significant general incentive is the complete exemption of
manufacturing M&E from sales tax when it is associated with new investment; but
when the sales-tax rate on manufacturing M&E, including replacement equipment,
was reduced from 6.5 percent to 2.0 percent, the value of the exemption was less-
ened because there was much less sales tax to exempt. An examination of Table
3.3 reveals that there was actually only one state, Missouri, where the effective tax
rate after general incentives increased due to a tightening of incentive programs.

5. Table 3.4 shows a sizeable increase in the value of targeted incentive programs in
Missouri. This occurred not because the parameters of the enterprise zone program
were changed, but because basic income taxes were increased, so that the income
exemption was more valuable and the credits were more likely to be fully used
since the ceiling (Missouri income taxes) was raised.

6. lowa’s new enterprise zone program appears in our analyses to be of little value on
average because it simply relaxes eligibility criteria for existing incentives for a
firm locating in a zone; the principal effect is that small plants, and those with low-
er-paying jobs, are eligible only within zones. Most of our representative firms al-
ready qualified.

7. It should be noted that Pennsylvania has enacted the new Keystone Opportunity
Zone Program, with very generous incentives, but that took effect in 1999, too late
to be reflected in our 1998 effective tax rate comparisons.

8. These figures are from the U.S. Department of Housing and Urban Development
1992; database developed by John Engberg; and the Virginia and Texas state Web
sites.

9. Three states appear on both lists since they have multiple credits with different
ceilings.
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How Taxes and Incentives Favor

One Industry over Another and
Capital over Labor

Enterprise zone incentives are invariably touted as a device to stim-
ulate the creation of jobs, usually without regard to the industry provid-
ing those jobs. While localities do sometimes attempt to recruit plants
in particular sectors, the incentives themselves are typically applied
equally to all industrial facilities (certainly to all manufacturing plants,
and perhaps to wholesale trade and other sectors as well). Implicit in
those incentives, however, is an industrial policy of sorts. Tax systems
and incentive programs always advantage some kinds of firms and dis-
advantage others. Economic-development professionals at the state or
local level are probably unaware of biases embedded in state and local
tax systems and in zone incentives in favor of certain industries. Fur-
thermore, tax incentives may lower the cost of capital or of labor or of
both or of neither. As a result, they may not provide strong incentives
to expand employment, despite the stated program goals, but instead
may encourage the substitution of capital for labor.

In this chapter we first explore how the zone incentive programs in
the 75-city sample favor certain manufacturing industries. If localities
are going to continue to offer tax incentives in the belief that they have
a significant effect on firm decisions, they should do so in ways that are
more likely to further their stated policy objectives. If the state tax sys-
tem and local property taxes tend to discourage investment by firms in
certain industries, that should be known so that the incentive system
can be designed to counteract those effects, if that is appropriate. Over-
all, we found that the average city in our study imposed a tax rate on its
most favored industry that was only 38 percent of the tax rate on its
least favored industry. In many cities, the difference was extreme.

In the second section of this chapter we examine how enterprise
zone incentives encourage the use of labor or of capital. If the goal of
the enterprise zone program is to stimulate employment, incentives
should unambiguously encourage firms to employ more, not fewer,
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workers. What we find, however, is quite the opposite: there is a strong
bias in favor of capital built into the incentive systems in most, but not
all, states.

FAVORED INDUSTRIES

When we looked at the 75 enterprise zone cities in our sample, we
found considerable variation in terms of the industrial sectors that were
taxed most lightly and most heavily. It is quite common, in fact, for the
most heavily taxed sector in a given city to be facing a state-local tax
rate two or three times the tax rate on the least-taxed sector within that
city. Furthermore, one does not find the same industries always being
taxed more lightly or more heavily in different cities. In Illinois cities,
for example, the paper industry tends to be taxed most lightly and the
leather products industry most heavily. In California cities, on the oth-
er hand, rubber and plastics firms tend to face the lowest tax rates,
while printing and publishing firms face the highest. It is doubtful that
these differences are a desired outcome—the result of deliberate poli-
cy—in those two states.

The variation in effective tax rates is due primarily to differences
among industries in terms of profitability, asset composition, and the
relative importance of capital and labor, and to differences among lo-
calities in terms of the relative importance of income, sales, and prop-
erty taxes, the makeup of the property-tax base, and the nature of tax in-
centives. More profitable firms are at more of a disadvantage in cities
in which state (and occasionally local) taxes on corporate profits pre-
dominate. The relative importance of inventory, plant, and equipment
in the firms asset structure can be very important; firms with a high pro-
portion of real property (buildings and land) are disadvantaged in
places with high property-tax rates or no tax abatements, while firms
with substantial inventory are disadvantaged by states that subject in-
ventories to the property tax. More-capital-intensive industries are ad-
vantaged by incentives tied to capital investment, while more-labor-in-
tensive industries are advantaged by incentives tied to job creation.

To assess the magnitude of the variation in tax rates by industry
within cities, we simply determined the state-local tax rate (after incen-
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Table 4.1 Variation in Tax Rates within Cities in 13 States

Tax rate for the Tax rate for the
highest taxed lowest taxed Lowest rate as
sector (average sector (average a percent age
State among cities) among cities) of highest rate
California 9.7 4.8 50
Connecticut 8.7 35 40
Florida 11.4 2.7 24
llinois 6.9 3.4 49
Indiana 12.2 3.4 28
Kentucky 6.1 2.9 47
Missouri 11.0 3.2 29
New York 5.2 -0.9 nm?
Ohio 8.0 3.7 46
Pennsylvania 10.6 6.8 64
Texas 13.1 5.9 45
Virginia 10.7 3.4 32
Wisconsin 7.9 3.7 47
Overall average 9.3 3.6 38

4 nm = not meaningful.

tives) for each of the 16 industries for each city, and compared the high-
est rate with the lowest rate within each city. Table 4.1 shows the ex-
tent to which tax rates vary by industry within the same city; shown
here are the average rates on the highest-taxed sector and the average
rates on the lowest-taxed sector, averaged among the cities in each
state. Overall, the average city imposed a tax rate of 3.6 percent on its
most-favored industry, which was only two-fifths of the tax rate of 9.3
percent imposed on its least-favored industry. (Results for each of the
75 cities are shown in Appendix Table F.3.)

If tax rates do affect location decisions, then what determines the
competitiveness of a particular city for a particular industry is not the
absolute tax rate, but that city’s tax rate compared to tax rates on that
industry in other cities. A city could impose its lightest tax burden on
the food industry but still have a high tax rate compared to how other
cities tax food manufacturers. To examine the competitiveness issue,
we ranked the 75 cities by tax rate for each of the 16 sectors. Then we
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identified, for each city, the sector that was most competitive (in other
words, the one with the best ranking among the 75 cities by tax rate)
and the sector that was least competitive (worst ranking). For example,
in Fort Wayne, Indiana, printing and publishing firms faced a tax rate of
1.0 percent, which was low enough to rank that city 4™; only 3 cities
among the 75 taxed that industry more lightly. Rubber and plastic
products manufacturers, on the other hand, faced a tax rate of 6.7 per-
cent in Fort Wayne (almost 7 times the rate on printing firms), which re-
sulted in a ranking of 46™; approximately 60 percent of the 75 cities
taxed rubber and plastics firms at a lower rate. The tax rates for the re-
maining 14 sectors resulted in Fort Wayne being ranked somewhere be-
tween 4™ and 46™. Thus, a blanket assertion that a particular city is
“very competitive in terms of taxes” may not mean much; it may be
quite competitive for some sectors and out of the running for others.

The results of these ranking calculations are summarized by state in
Table 4.2. In some states (Florida and Illinois, for example), the state
tax system appears to dominate, there being little variation among the
cities within the state in terms of the best- or worst-ranked sectors or in
terms of city rankings. (This can also be due to similarity in local tax
burdens, of course.) In most states, however, variation in local tax rates
and property-tax abatement policies is substantial and plays a signifi-
cant role in determining which sectors are taxed more or less heavily.
We simply present the average of the cities in each state (Table 4.2); re-
sults for each of the 75 cities can be found in Appendix Table F.3.

There is sufficient variation within cities in most states that any city
can be fairly competitive for at least one or a few sectors. As Appendix
Table F.3 shows, in all states but California and Texas, there was at
least one of our sample cities with a sector ranked in the top 20 percent
(1-15). Altogether, 38 of the 75 cities had a sector ranked 15 or better,
and 53 of the 75 had at least one sector ranked in the top 40 percent (30
or better). On the other hand, there were 11 cities (mostly in Pennsyl-
vania and Texas) with all sectors ranked in the bottom 40 percent.
Cities in those states simply do not have enough leverage on the overall
state-local tax rate to overcome a disadvantageous state tax system.
Property taxes are fairly high and cities are constrained in what they
can do as far as abatements are concerned. All California cities have a
best sector in the middle 20 percent; there is little variation in property-
tax rates and no allowance for local abatements.
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Given the implicit and probably unintended industrial policy im-
plied by these varying tax rates, a state and city’s average tax rate (for
all sectors) may not be a particularly useful indicator of the citys tax cli-
mate for a specific industrial sector. A city might derive most of its
growth from a small number of sectors, and it is possible that a city’s
growth is explained by the tax rates for the sectors in which that city
has the greatest comparative advantage (at least in terms of ranking by
taxes) rather than an overall average rate. For this reason, some of our
analyses of the effects of tax rates on zone growth in Chapter 7 are con-
ducted by sector—we investigate whether sectoral tax rates explain
sectoral growth.

INCENTIVES TO EXPAND LABOR VERSUS CAPITAL

Much of the discussion of enterprise zones seems to assume that all
incentives can be expected to stimulate the creation of jobs. As L. Pap-
ke (1993) points out, however, this is not the case. Incentives may af-
fect factor prices, and incentives that lower the price of capital goods
have both an output effect (whereby production and employment in-
crease because costs are lowered) and a substitution effect (whereby
capital is substituted for labor). If the substitution effect is stronger, a
capital incentive could reduce employment.

To determine whether a particular incentive lowers the price of la-
bor or of capital it is not enough to determine whether the incentive is
nominally tied to one factor or the other. For example, a credit equal to
$1,000 per job may or may not lower the price of labor, and a credit for
investment in machinery may or may not lower the price of capital. In
order to understand how this could be, we will start by categorizing tax
incentives for business firms in the same way that one categorizes in-
tergovernmental grants—that is, distinguishing lump-sum from match-
ing grants. Tax incentives are, after all, functionally equivalent to
grants to firms; they operate through the tax system instead of the ex-
penditure system.

First, there are capital credits or abatements that operate as matching
grants—incentives that lower the price of capital goods—such as sales-
tax exemptions for the purchase of machinery and equipment, invest-



Table 4.2 Favored Industries

¥ Je1deyd 06

Most-competitive sectors Least-competitive sectors
Average Average
State Sectors Cities rank Sectors Cities rank

California Rubber and plastics 3 41 Printing and publishing 6 61
Primary metals 3 37

Connecticut Apparel 5 15 Printing and publishing 2 37

Leather 1 31 Four others 4 45

Florida Leather 6 11 Primary metals 6 61

Illinois Paper 6 10 Leather 4 40

Apparel 2 50

Indiana Printing and publishing 6 27 Rubber and plastics 3 65

Three others 3 65

Kentucky Fabricated metals 2 10 Leather 2 22

Electric equipment 2 10 Apparel 2 53

Transportation equip. 1 1 Primary metals 1 19

Missouri Leather 4 24 Paper 3 46

Fabricated metals 1 2 Two others 2 60

New York Lumber & wood 4 5 Food 4 9

Food 1 1 Leather 1 59

Apparel 1 2 Transportation equip. 1 2

Ohio Food 5 17 Leather 4 58

Transportation equip. 1 41 Apparel 2 57



Pennsylvania Paper 3 51 Lumber and wood 2 73
Primary metals 2 39 Leather 2 53
Food 1 7 Two others 2 75
Texas Chemicals 6 58 Apparel 2 72
Primary metals 2 73
Two others 2 70
Virginia Apparel 4 22 Paper 4 50
Leather 1 29 Stone, clay, and glass 2 59
Food 1 5
Wisconsin Rubber and plastics 2 15 Lumber and wood 5 46
Paper 2 21
Primary metals 1 25

NOTE: For each state, table shows the number of cities for which the given sector was their most competitive sector, and
the average rank for that sector among those cities. Cities were ranked within each sector based on the state-local tax rate
after all incentives. A rank of 1 indicates the most competitive city for that sector (the lowest tax rate among the 75
cities).

13Y10UY JaA0 A1ISNpU| BUQ J0ABS SBAIUSOU| PUe Saxe] MOH

16



92 Chapter 4

ment tax credits, and property-tax abatements. Since the incentive is a
percentage of the cost of capital, the larger the capital expenditure, the
larger the total incentive. The public sector matches private capital
spending—albeit through a “tax expenditure” rather than an outright
grant. Second, there are jobs credits that operate as labor matching
grants—incentives that lower the price of labor—such as corporate in-
come tax credits equal to a dollar amount per job or a percentage of
wages, and job-training programs that underwrite a portion of the initial
cost of labor. Third, there are general incentives that also function as
matching grants—incentives that simply reduce taxes and raise profits
and therefore effectively reduce all factor prices proportionately—such
as exemptions of all or a portion of the profits from operations in an en-
terprise zone from income taxation. Fourth, there are other incentives
that are like lump-sum grants because they do not vary with plant size or
employment levels or profits. Free access roads would be an example.

Table 4.3 shows the relative importance of the first three kinds of
state and local tax incentives in our sample of 75 cities in 13 states as of
1994, State jobs and capital credits are credits against the firms state
corporate income tax. Jobs credits are labor-matching grants (a percent
of wages or dollar amount per job that increases with the number of
jobs, or a share of job-training costs). State capital credits are typically
an investment tax credit or a credit for sales or property taxes paid on
purchases of machinery and equipment associated with new plant in-
vestment. Local property-tax abatements reduce the price of buildings
and machinery. The state capital credits and local abatements together
constitute the capital-matching grants. The category “other state incen-
tives” consists of those that function as general matching grants—ex-
emption of all or a portion of the income from a new plant from corpo-
rate income tax, for example.

California and Virginia are the exceptions among these 13 states in
that 100 percent of their incentive packages in 1994 consisted of jobs
credits. In the other 11 states, jobs credits represented less than one-
third of the total package; in 10 of the 11, total capital credits made up
at least two-thirds of the package. (Connecticut’s largest incentive con-
sisted of enterprise zone income exemptions; it was the only state with
the majority of its package in the “other” category.) Thus, even within
enterprise zones, where job creation is ostensibly the primary program
objective, capital incentives dominate.



Table 4.3 State and Local Tax Incentives in 75 Cities, Averaged by State, 1994

Gross value to the firm of incentives, per job? ($) Distribution of incentive package (%)

State  State Total Other Total State  State Total Other

jobs  capital Local capital state  incentive jobs capital Local capital state
State credits credits abatements incentives incentives package credits credits abatements incentives incentives
Calif. 1,376 0 0 0 0 1,376  100.0 0.0 0.0 0.0 0.0
Conn. 574 0 2,988 2,988 4,581 8,143 7.4 0.0 33.6 33.6 59.0
Fla. 73 3,278 0 3,278 0 3,350 22 978 0.0 97.8 0.0
Ml 113 1,559 1,969 3,529 0 3,641 35 4738 48.7 96.5 0.0
Ind. 5,453 0 13,490 13,490 0 18,942 325 0.0 67.5 67.5 0.0
Ky. 157 4,548 566 5,114 424 5,694 28 821 9.3 91.3 5.9
Mo. 489 1,690 3,775 5,465 1,741 7,694 6.7 232 46.1 69.3 23.9
N.Y. 2,981 3,820 3,091 6,911 62 9,955 30.7 393 29.4 68.7 0.6
Ohio 1,852 0 9,122 9,122 0 10,974 17.6 0.0 82.4 82.4 0.0
Pa. 317 4,686 940 5,626 0 5,942 54 80.2 14.3 94.6 0.0
Tex. 0 2,126 1,702 3,827 0 3,827 0.0 629 37.1 100.0 0.0
Va. 1,513 0 0 0 0 1,513  100.0 0.0 0.0 0.0 0.0
Wis. 602 3,223 0 3,223 872 4,696 128 68.6 0.0 68.6 18.6

& Weighted average for 16 manufacturing sectors. Values are calculated including all tax incentives, available generally and only with-
in enterprise zones. Gross value is the net present value of the credit or abatement without taking into account the effect on federal in-
come taxes or other state income taxes.
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This is not the end of the story, however. Many of the capital and
labor matching grants are closed-ended. That is, they have a statutory
ceiling on the total allowable credit. Firms bumping against that ceil-
ing in effect receive a lump-sum grant rather than a matching grant be-
cause further increases in investment or employment produce no in-
crease in the credit; there is no factor price effect at the margin.
Typically, the credits are one-time credits taken in the year the new in-
vestment is placed in service; they are not refundable (though they may
be carried forward) and the ceiling is therefore the firms tax liability be-
fore credits (or, in some instances, 50 percent of its tax liability).

This is not a trivial category. Table 4.4 shows the instances in
which one of our representative firms was constrained by a job or capi-
tal credit ceiling. Here we distinguish between credits allowed general-
ly and those available only for firms locating in an enterprise zone. We
consider cities averaged by state and not as individual cities since we
are dealing only with state income tax credits. A zero under “value of
credits” indicates that a credit was available on paper, but the firm re-
ceived no benefit from it either because the credit was substitutive
rather than additive with another (more generous) credit or because an-
other credit had consumed the entire sum available under the ceiling. A
blank under “value of credits” indicates that no such credit existed in
that state in 1994. When the average percent of credits used is less than
100 percent, then for at least some sectors, jobs credits there operate as
lump-sum grants because wages are not reduced at the margin.

Among these 13 states, there were 17 job credit programs in opera-
tion in 1994. In 7 of the 13 states, there was at least one jobs credit
program that operated as a true matching grant for all 16 firms. In 4 of
the 7, these were enterprise zone, not general, incentive programs (Illi-
nois, New York, Virginia, and Wisconsin). In 4 states (Connecticut,
Florida, Kentucky, and Missouri), the jobs credits usually operated as
lump-sum grants (in at least 11 of the 16 sectors). Texas had no job
credit program, whereas Californias enterprise zone jobs credits were
fully utilized in 10 of the 16 sectors. Clearly, it cannot be assumed that
the mere existence of jobs tax credits implies employment-inducing ef-
fects. Among the 17 programs, 4 provided no benefits and another 5
operated as lump-sum grants for all or some of the sectors modeled.

Only 4 of the 13 states had true capital matching grants (Wisconsin,
Illinois, Pennsylvania, and Texas). In all four cases, they were for en-



Table 4.4 Utilization of Capital and Labor Credits in 75 Cities: Firms Locating in an Enterprise Zone, Averaged
by State, 1994

Value of credits per job® Percent of credits used® Number of sectors with unused credits

Labor credits Capital credits Labor credits ~ Capital credits Labor credits Capital credits

State General Zone General Zone General Zone General Zone General Zone General Zone

Calif. 0 1376 — 0 0.0 84.1 — 0.0 16 6 — 16
Conn. 574 — — — 95.6 — — — 11 — — —
Fla. — 73 — 3,278 — 6.4 — 44.0 — 14 — 15
1. — 113 965 595 — 100.0 98.2 100.0 — 0 2 0
Ind. 5,044 409 — — 100.0 100.0 — — 0 0 — —
Ky. 0 157 4,548 — 0.0 40.2  48.2 — 16 11 13 —
Mo. 0 489 0 1,69 0.0 12.8 0.0 12.8 16 16 16 16
N.Y. — 2,981 141 3,680 — 100.0 7.9 48.6 — 0 15 14
Ohio 1,852 0 — — 100.0 0.0 — — 0 16 — —
Pa. 317 — — 4,686 100.0 — — 96.1 0 — — 1
Tex. — — — 2,126 — — — 100.0 — — — 0
Va. — 1,513 — — — 100.0 — — — 0 — —
Wis. — 602 — 3,223 — 100.0 — 100.0 — 0 — 0

NOTE: For these simulations, all available credits, inside and outside of enterprise zones, were applied.

& Weighted averages across 16 manufacturing sectors. A blank cell indicates that the incentive was not available; a zero indicates the
credit was available but could not be used, either because other credits took precedence and used all of the credit available up to the
ceiling (the gross tax before credits) or because the firm had to choose between credits and so took only the more generous one.
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terprise zone firms only. Four states (Connecticut, Indiana, Ohio, and
Virginia) offered no capital credit program, and a fifth (California) of-
fered a program that could not be used by our firms. The remaining
four states (Florida, Kentucky, Missouri, and New York) provided cred-
its that operated as lump-sum grants for capital for at least 13 of the 16
sectors modeled.

In summary, 4 of the 13 states provide, at the state level, a set of in-
centives that clearly lowers the price of labor without an offsetting cap-
ital-matching grant: Indiana, New York, Ohio, and Virginia. In these
four states, there is an open-ended labor matching grant worth $1,500
per job or more on average, and no capital grants (or, in the case of New
York, only closed-ended capital grants). Three other states have a clear
capital bias: Illinois, Pennsylvania, and Texas. In these states there is
one or more capital grants that is open-ended for virtually all sectors
and that provides $1,500 or more per job; the labor incentives are non-
existent or inconsequential (averaging $100 to $300 per job). Wiscon-
sin has both labor and capital matching grants, but the latter are worth
about five times as much per job. In the other 5 states, grants are lump-
sum in form for many or all sectors, providing no clear reduction in la-
bor or capital prices at the margin.

When local incentives are brought into the picture, the capital bias
becomes clear, as we saw in Table 4.3. Property-tax abatements are not
limited by a firms income tax liability and operate always as capital
price-reducing grants. They are also very substantial in amount. In Illi-
nois, Pennsylvania, and Texas they reinforce the capital bias; they neu-
tralize or overwhelm the pro-labor state incentives in Indiana, New
York, and Ohio; and they introduce a strong capital bias to the other-
wise ambiguous incentive systems in Connecticut and Missouri. Thus,
even within enterprise zones, the system of state and local incentives is
more likely to favor the substitution of capital for labor than vice versa.
Outside of zones, only two states (Ohio and Indiana) provide incentive
systems favoring labor (both states reserve property-tax abatements for
enterprise zones or urban revitalization areas). Connecticut, Illinois,
Kentucky, Missouri, New York, and Texas provide capital incentives
exclusively or predominantly.

The possible effects of incentives on a firms choice of technology,
and the relative use of capital and labor in the production process, de-
pend not on the dollar amount of incentives but on changes in the prices
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of capital and labor. We can estimate these price changes for each of
the 16 manufacturing sectors and each of our 75 enterprise zone cities
using the TAIM®* model. To calculate the reduction in the price of cap-
ital, we first calculate the total cost of capital (plant and equipment) to
the firm in the absence of incentives. We define this as the sum of the
annual depreciation and interest expense associated with the new plant
capital investment, plus property taxes paid on plant and equipment.
We then take the present value of these capital expenses over the 20-
year time horizon assumed in our model.*

Total capital expense is equal to the price of capital times the quan-
tity of capital. The net present value of capital incentives represents a
potential reduction in capital expense over 20 years. With quantity of
capital held constant, the percentage reduction in capital expense is also
the percentage reduction in the price of capital. Thus we need not mea-
sure price or quantity directly. Similarly, the total cost of labor is de-
fined as the present value of annual new plant payroll. The percentage
reduction in the price of labor is calculated by dividing the net present
value of labor incentives by the net present value of total labor expense.

The results of these calculations are shown in Table 4.5. Since
most of the variation is due to differences among states and sectors, we
show the results averaged by state. That is, for each state we calculated
the average price reduction for each sector among the five or six cities
in that state. Table 4.5 shows the results in two ways: the weighted av-
erage for the 16 sectors, and the range of results—the sector with the
smallest percentage reduction and the sector with the largest percentage
reduction. Since all the incentives reduce the price of labor or capital,
we show the percentages as positive numbers, representing the size of
the reduction. In making these calculations, we included only those in-
centives that were fully utilized and that therefore lowered factor prices
at the margin. That is, for each sector and city, if the firm could not use
100 percent of a given incentive, we in effect defined the incentive as a
lump-sum grant instead of a labor or capital incentive.

The effects of labor incentives on the price of labor are quite small.
In only 2 states does the average price reduction exceed 1.0 percent,
and the maximum price reduction among the 16 sectors never exceeds
3.0 percent in any state. Capital incentives, on the other hand, have
very substantial price effects in several of the states. The average price
reduction among sectors exceeds 5.0 percent in 8 of the 13 states, and
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Table 4.5 The Effect of Incentives on the Prices of Capital and
Labor, 1994 (Averages by State for 75 Enterprise

Zone Cities)
Reduction in price (%)

Average in 16 sectors Range for 16 sectors
State Capital® Labor® Capital® Labor®
Calif. 0.0 0.5 0.0-0.0 0.0-14
Conn. 45 0.1 2.9-6.7 0.0-0.3
Fla. 1.0 0.1 0.0-21.2 0.0-1.1
M. 5.7 0.1 3.9-8.9 0.0-0.1
Ind. 18.0 2.6 9.5-345 2.6-2.8
Ky. 3.2 0.0 0.4-21.7 0.0-04
Mo. 55 0.0 3.6-8.6 0.0-0.0
N.Y. 7.2 15 3.0-36.1 0.9-2.3
Ohio 13.4 0.9 8.5-29.5 0.9-0.9
Pa. 9.8 0.2 2.0-20.9 0.1-0.3
Tex. 55 0.0 3.6-10.1 0.0-0.0
Va. 0.0 0.8 0.0-0.0 0.3-1.3
Wis. 5.1 0.3 0.7-6.5 0.2-0.6

2 Net present value (NPV) of fully utilized capital credits divided by NPV
of the total cost of capital (annual depreciation, interest, and property tax-
es), all net of state, local, and federal income tax effects.

® NPV of fully utilized jobs credits divided by NPV of payroll, net of state,
local, and federal income tax effects.

the maximum exceeds 20 percent for at least 1 sector in 6 states. The
maximum exceeds 5.0 percent in all of the states except the 2—Cali-
fornia and Virginia—where there are no capital incentives.

Empirical studies of manufacturing have generally shown a high
degree of substitutability between capital and labor (for example,
Berndt and Christensen 1973; Huang 1991). As the price of capital
goods falls relative to wages, firms do indeed adopt more capital-inten-
sive methods of production, substituting capital for labor. The effect of
incentives, as we have shown, is precisely to lower the relative price of
capital (in 11 of the 13 states studied). The output effect of cheaper
capital (due to a lowering of costs and hence a lowering of product
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prices and increasing product demand) may be substantial, with the in-
creased output leading to increased use of both capital and labor. The
size of this effect will depend on the elasticity of demand—how much
a price reduction increases sales. However, since the substitution ef-
fects are also likely to be substantial, the net effect of capital subsidies
may be to reduce the demand for labor rather than increase it. Indeed,
a study of the very large capital subsidies provided for manufacturers in
Northern Ireland from 1955 to 1983 concluded that the substitution ef-
fect was larger than the output effect; capital subsidies led to higher in-
vestment but lower employment levels than would have existed in their
absence (Harris 1991).

Why is this important? Surely if incentives do cause an increase in
investment in zones, there will in fact be an increase in jobs there—per-
haps not as large an increase as there would have been with incentives
that clearly favored labor, but an increase nonetheless. The problem
with this argument is that it ignores the fact that incentives go to firms
that would have located or expanded in the zone even without incen-
tives—noninduced investment—as well as to firms for whom the in-
centives were decisive. The substitution effect of incentives will oper-
ate on all firms; furthermore, as will be discussed in subsequent
chapters, it is likely that incentives are not decisive for most firms.
Thus even small job reductions in each noninduced firm through capi-
tal substitution could offset, or more than offset, the employment gains
for the zone from those few firms induced to change location to the
zone, because the noninduced firms are likely to be much more numer-
ous.?

CONCLUSIONS

Among the 75 enterprise zone cities in our sample, we found con-
siderable variation in terms of the industrial sectors that were taxed
most lightly and most heavily. Overall, the average city imposed a tax
rate on its most favored industry that was only 38 percent of the tax rate
on its least favored industry. Furthermore, there is sufficient variation
within cities in most states that any city can be fairly competitive for at
least one or a few sectors. In all states but California and Texas, there
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was at least 1 of our sample cities with a sector ranked in the top 20 per-
cent (1-15). On the other hand, there were 11 cities (mostly in Califor-
nia, Pennsylvania, and Texas) with all sectors ranked in the bottom 40
percent. Cities in those states simply do not have enough leverage on
the overall state-local tax rate to overcome a disadvantageous state tax
system.

All this amounts to implicit industrial policies, with states and
cities providing favored tax treatment to a few industrial sectors. Our
major concern here is that it is very likely that little or no thought has
gone into the industrial policy consequences of most states’ and cities’
tax systems. Industrial policy has developed almost by default, as a by-
product of decisions taken about other state and local policy issues.
This is not to argue, however, that state and local tax policy can ever be
entirely sector-neutral; it is hard to imagine how any change to a state
or city’s tax code would not favor some specific firms and disfavor oth-
ers. But we doubt that it is wise for government—federal, state or lo-
cal—to be in the business of picking industrial winners and losers “in
the dark.”

The tax incentives in place in the enterprise zones in our sample of
75 cities have a clear bias in favor of capital in all but 2 of the 13 states.
The effects of labor incentives on the price of labor are quite small. In
only 2 states does the average labor price reduction exceed 1.0 percent,
and the maximum price reduction among the 16 sectors never exceeds
3.0 percent in any state. Capital incentives, on the other hand, have
very substantial price effects in several of the states. The average capi-
tal price reduction among sectors exceeds 5.0 percent in 8 of the 13
states, and the maximum exceeds 20 percent for at least 1 sector in 6
states.

Given the significant substitutability between capital and labor in
manufacturing reported in empirical studies, it is likely that this capital
bias in incentives would cause firms to adopt more capital-intensive
methods of production. This substitution of capital for labor would oc-
cur in all firms benefitting from the subsidies, including those for which
location decisions were unaffected. If this substitution effect were
large enough, it is possible that the net effect of zone incentives would
be to lower employment rather than to increase it. Furthermore, labor
incentives are usually expressed in terms of a fixed dollar amount per
new job or as a percentage of wages up to a ceiling. The ceiling is gen-
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erally below typical manufacturing wage rates so that the incentive is
equivalent to a lump sum per job. Thus, the employment incentives
that do exist do not encourage the creation of more-skilled or better-
paid jobs. They encourage quantity rather than quality. The credit as a
percent of payroll is maximized when employees are hired near the bot-
tom of the wage scale.

If the principal objective of enterprise zone policy is to stimulate
job creation, capital incentives should be replaced with pure labor
“matching grants” that simply provide firms a percentage reduction in
the wage rate. Any ceiling on wages eligible for such a credit should be
high enough to retain incentives to hire more higher-wage skilled
workers (where that is appropriate, given the targeted labor pool). Of
course, part of the appeal of capital incentives may be that local gov-
ernment officials equate capital growth with an expansion of the local
property-tax base. Whether capital incentives, or incentives generally,
do in fact produce a net gain in local revenues is the focus of the next
chapter.

Notes

1. We calculate capital costs as the present value of annual expenses rather than as the
acquisition cost of plant and equipment because we want to compute after-tax
costs, and it is these annual expenses for depreciation, interest, and property taxes
that are dedicated for state and federal income tax purposes. Annual expenses also
take into account the cost of replacement machinery and equipment during the 20-
year horizon and permit a consistent treatment of labor and capital costs in terms of
the time period, given the varying lives of different kinds of capital. That is, de-
preciation measures the capital actually “used up” during the period, if we assume
that tax depreciation rates approximate economic depreciation.

2. One is tempted to ask: How could a capital subsidy be too small to affect a location
decision but large enough to change the choice of technology? The answer is that
capital costs are one among many factors that vary substantially by location and
thus may be swamped by these other factors when firms make location decision.
The choice between more or less capital-intensive technologies, on the other hand,
is generally thought by economists to be made simply on the basis of the relative
prices of capital and labor.






5
The Fiscal Effects of Incentives

Although the primary public justifications for business incentives
generally, and enterprise zone incentives as well, are the attraction of
capital investment and the creation of jobs, expansion of the property-
tax base is an important secondary objective. The Ohio enterprise zone
program, for example, specifies three separate objectives: 1) to expand
employment in the state, 2) to increase business investment in the state,
and 3) to increase the state and local tax base. As long as policymakers
believe that incentive programs have positive effects, however small,
on all three objectives, there is little reason for them to question
whether such programs should continue. The programs appear to have
no cost. Positive fiscal effects are routinely documented by develop-
ment officials who assume (and for the most part honestly believe or at
least prefer not to doubt) that all jobs benefitting from incentives would
not have existed in the state but for those incentives. If the fiscal effects
are negative, however, as some research suggests (Bartik 1994),! then
policy analysts should assess whether or not the tax costs per job are
outweighed by the benefits of increased employment.

In this chapter we investigate whether tax cuts—in the form of in-
centives tied to new investment—are likely to generate fiscal gains.
We conclude that, in the majority of states that we modeled, it is un-
likely that state and local governments will gain tax revenues from the
incentive programs that they offer within enterprise zones. In some
states, however, zone incentives consist entirely of state income tax
credits; while these credits probably produce a revenue loss for the
state, if they have any effect at all on job creation within enterprise
zones, then local governments will gain tax base and revenue. At the
other extreme are states in which the major zone incentives consist of
local property-tax abatements; here the net fiscal effect is likely to be
that local governments forego substantial revenue, though in so doing
they may increase state corporate income tax receipts slightly.

We also examine the structure of incentives; many, but not all,
places “front-load” their incentives, providing most of the benefits in
the first few years after a new plant is built or an existing one is ex-
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panded. Is this a smart approach, or would back-loading generate more
revenue? The answer, it turns out, is counterintuitive: a constant, per-
manent reduction in taxes on new zone establishments makes more fis-
cal and economic sense than larger initial tax breaks that are phased out
over several years.

THE FISCAL EFFECTS OF TAX CUTS GENERALLY

Whether the fiscal effects of business tax cuts are positive or nega-
tive depends on how economic growth is affected by differences in
state and local taxes. Economists measure the sensitivity of growth to
tax changes by a ratio called the “elasticity,” which is simply the per-
centage change in business activity (investment, employment) divided
by the percentage change in taxes. The more business activity responds
to differences in taxes, the larger will be the elasticity. Some re-
searchers have concluded that the elasticity of investment with respect
to interstate or intermetropolitan differences in taxation is between —0.2
and —-0.4; in other words, the percentage change in business activity
will be 20 percent to 40 percent of the percentage change in taxes.? A
tax cut in one state or metropolitan region will not cause very much
economic activity to shift to that state or region. Bartik (1994) takes
the middle of this range, —0.3 , which implies that a 20 percent tax cut,
for example, would produce a 6 percent increase in investment and jobs
(6% / —20% = —0.3). He then notes that the revenue effect of a tax cut
can be estimated from the following equation:

R
Revenue change = n 1+ 1/E),

where E is the elasticity of economic activity with respect to taxes and
R/J is average revenue per job prior to the tax cut. (See Appendix C for
a derivation of this formula.) With a national average business tax rev-
enue per job of $1,620 and an elasticity of —0.3, a new job would gen-
erate on average about $3,780 in revenue losses as a result of tax cuts.
What would it take for localities to break even? The answer, from
the above equation, is an elasticity of business activity with respect to
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tax cuts equal to 1. The right-hand side of the equation then becomes
zero: there is no change in revenue, which means the incentive is fiscal-
ly neutral. If E is less than 1, the revenue change will be negative; if it
is greater than 1, a tax cut will increase revenues. Since there is sub-
stantial evidence that the interstate or intermetropolitan elasticity is
much less than 1 (Bartik (1991) puts the upper limit at 0.6), it is proba-
bly safe to conclude that these kinds of tax cuts will cost state and local
governments revenue.

Why losses? Because it is, as a practical matter, impossible for one
locality or state to successfully target tax cuts only at firms that would
otherwise have located in another locality or state. As a result, tax cuts
end up going to firms that would have made the same location decision
without the tax cut, thus generating tax losses. Since location decisions
are not greatly affected by the tax cuts, the revenue gains from firms
that were induced to move or stay in the region will not be large and
will be more than offset by the revenue losses from other firms that also
had their taxes reduced.

Most of the research on the effects of taxes on growth has mea-
sured the effects of differences in the average level of taxation and
therefore predicts the effects of across-the-board reductions in taxes.
Nonetheless, we can conclude that, under certain conditions, the sensi-
tivity of economic growth to tax incentives granted only for new in-
vestment will be in the same range of —0.2 to —0.4. This is a valid in-
ference for the long-run effects of a certain class of incentives: those
that are structured as a permanent tax cut on the income from new in-
vestment. An example of such an incentive would be a complete ex-
emption of newly acquired (but not existing) machinery and equipment
from the property tax. The incentives then represent constant and per-
manent cuts in taxes on the new investment. Eventually, all, or nearly
all, business property in that locality will be “new” property benefitting
from the tax incentive and the distinction between an across-the-board
tax cut (such as, immediately exempting all machinery and equipment,
old and new) and an incentive will have disappeared. Thus, in the long
run the incentive will have the same effect on growth, and the same ef-
fect on state and local revenue, as the immediate across-the-board tax
cut.

Our research enables us to estimate the average long-run fiscal ef-
fect of tax cuts among the 75 enterprise zone cities in our sample. The
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average direct state and local tax revenue (before incentives) across the
16 manufacturing sectors and 75 cities was about $3,050 per job per
year. This implies a net state-local revenue loss of about $7,120 per
year for each new job attributable to the tax cut, if we apply Bartik’s
formula and assume the interstate or intermetropolitan elasticity for in-
centives is —0.3. This will be a reasonable estimate for an across-the-
board tax cut or a permanent incentive that will eventually become the
equivalent. Our estimate is higher than Bartik’s earlier estimate be-
cause our research shows a substantially higher gross revenue per job
in manufacturing than Bartik’s national average revenue per job across
all business sectors of $1,620.

Thus far we have confined our analysis to the effects of taxes or in-
centives on the redistribution of business activity among states or met-
ropolitan regions. This is the question that most research has ad-
dressed, and it is arguably the appropriate policy question as well.
Enterprise zones are a state policy for solving the problems of dis-
tressed areas of certain cities within the state; it makes sense to evaluate
the policy from the perspective of the collective cost of the tax incen-
tives to the state and to local governments. There will be net revenue
gains, then, only if the zone incentives succeed in attracting sufficient
jobs from outside the state; interstate or intermetropolitan elasticities
are thus appropriate.

One could, however, pose the local policy question as well: Are
there local revenue gains from a reduction in local taxes? Such gains
could come about from a redirection of investment within a metropoli-
tan area or within the state, as well as from the attraction of capital from
out of state. As for the elasticity of investment with respect to differ-
ences in tax rates within a metropolitan area, we have much less evi-
dence to go on. Bartik (1991) reviewed seven intrametropolitan studies,
but three of the seven studies compared suburban sites only and thus
may tell us nothing about the effects of taxes on the competitive position
of a central city relative to its suburbs.> Among the remaining four, the
tax elasticities ranged from —0.8 to —2.5. Few relevant articles have been
published since 1991. Luce (1994) studied 340 municipalities in the
Philadelphia region and found an average elasticity of sectoral employ-
ment with respect to property taxes of —0.6, and to wage taxes of —0.4.
Luce also argues that the elasticities of —1.5 to —2.0 reported in the earli-
er studies are substantially overstated. Mark, McGuire, and Papke
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(2000), on the other hand, found elasticities of a little over —2.1, relating
total employment growth in the Washington, D.C., region with sales tax
rates and personal property tax rates, but found no significant relation to
real property taxes or corporate income taxes.

There is thus only limited, inconsistent, and disputed evidence of
the magnitude of tax effects among places within a metropolitan area,
though in general the elasticities seem to be larger than those found be-
tween states or regions. It is true that these larger elasticities are con-
sistent with location theory, which would predict that tax differences
will be more important in determining location choice when other fac-
tors such as wage rates, energy costs, and access to markets and inputs
are similar across localities, as they are likely to be within a metropoli-
tan region. Still, there are only these six intrametropolitan studies to
rely on, and none of them looked at enterprise zone sites per se or mea-
sured the effects of tax incentives (as opposed to overall tax levels or
simply average tax rates).

MODEL ESTIMATES OF THE FISCAL
EFFECTS OF INCENTIVES

The conclusion drawn above—that on average among our 75 enter-
prise zone cities, state and local governments collectively stand to lose
in the long run about $6,750 per year per new job from tax incentives—
is of limited applicability for a variety of reasons. We will consider
each of these qualifications in some detail and then provide results from
simulations of incentives using TAIM® that provide a more accurate
picture of the actual workings of incentives.

First of all, the annual fiscal effects of incentives are the same as
the annual fiscal effects of across the board tax cuts only in the long
run. Eventually all investment will be new investment, but in the
meantime there will be a period of many years during which incentives
will be less costly because much of the existing industrial activity will
be paying its full freight in taxes. This will be true even for incentives
in the form of permanent tax cuts for new firms or new investment.

Second, most tax incentives are neither constant from year to year
nor permanent. Property taxes on new capital are almost always abated
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for a limited number of years (typically 3 to 10) and at a declining rate.
Income tax credits are granted for the year in which investment or job
creation takes place, with unused credits (which may be a small or a
large share of initial credits) carried forward for a limited period—typ-
ically not more than 10 years.

Third, there is some reason to believe that incentives have different
effects on net growth than across-the-board tax cuts of the same magni-
tude. Incentives that are tied to new establishments or expansions of
existing establishments will have no effect on existing firms’ decisions
to remain in the community without expanding (in many instances the
site will not permit expansion, and the firm may not need more capaci-
ty anyway) versus building a new lower-cost facility elsewhere.
Across-the-board cuts, on the other hand, do improve the competitive
position of the locality vis-a-vis greenfield sites elsewhere and so could
plausibly reduce exit rates. It may be the case that actual firm deaths
have little or nothing to do with taxes, but the loss of business activity
is driven to a major extent not by firm deaths but by branch plant clos-
ings (which may be accompanied by branch plant births elsewhere) and
plant relocations. Furthermore, symmetry requires that if tax differ-
ences induce plant relocations they must affect out-migration rates and
in-migration rates equally, since every migration is a move out as well
asamove in.

We will return to the question of how taxes or incentives might af-
fect establishment exit rates (and therefore job-loss rates) in the discus-
sion of policy alternatives at the end of this chapter. For now, we want
to investigate in detail the other question raised above: how the time
pattern of tax incentives matters. The timing of state and local enter-
prise zone incentives is complex and varies greatly from place to place.
This suggests that a detailed simulation of their effects may produce
useful insights. The TAIM® model developed for this research does
simulate actual incentives year by year and thus can be used to illus-
trate the fiscal effects on state and local government, as well as the ef-
fects on a firm’s rate of return on new investment.

The TAIM® model calculates, for each representative firm and
each locality, the gross property taxes that the firm would pay each year
for the first 20 years after a new plant is built, based on the value of its
taxable property each year and a constant local property-tax rate. It
then calculates the size of the abatement it would receive each year
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from the local government being modeled. The model also measures
the increased state and local sales taxes paid on purchases of machinery
and equipment for the new plant and on purchases of fuel and electrici-
ty for the new plant, taking into account any special exemptions or
credits for enterprise zone firms. Finally, it calculates the increase in
state and local income taxes paid by the firm as a result of the increased
taxable income generated by the new plant (including the effects of de-
ducting from taxable income the net local property taxes on the new
plant), and then deducts all state credits resulting from the new plant in-
vestment. The result is an estimate, year by year for 20 years, of the in-
crease in state and local taxes, with and without tax incentives, as a re-
sult of the representative firm’s investment.

The model’s fiscal results do not include any secondary effects,
such as increased personal taxes paid by in-migrants taking jobs at the
new facility or by the previously unemployed, or increased taxes paid
by other businesses that may experience a growth in sales and employ-
ment as a result of the new economic activity generated by the new
plant. Nor does the model take into account any of the increased state
and local public service costs that would follow from such secondary
effects, as well as directly from the new plant itself, that could offset
much of the revenue gains.* It thus measures only the direct revenues
from the firm itself.

Since taxes and incentives will vary from year to year, we pre-
sent our results by collapsing the 20-year stream of revenues into
one figure: the present value of that stream (discounted at 10 percent).
For the average state and city in our sample, the tax system—uwithout
incentives—would result in about $26,000 in additional state and lo-
cal tax revenue over a 20-year period for every new job that arrives
in the zone. The package of state and local incentives available in the
average enterprise zone, on the other hand, is worth about $7,800 per
job. The net gain in state-local revenue for each job that was induced
by the incentives would be the $26,000 in gross taxes less the incen-
tive package, or $18,200. Each new job that was not incentive-in-
duced would cost the state and local governments the $7,800 in wast-
ed incentives.

These average revenue gains and losses conceal considerable vari-
ation across states and cities. In Table 5.1 we show more detailed re-
sults of our simulations. These results are averaged in two ways: First,
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Table 5.1 State and Local Direct Revenue Gains per New Job for
Investment Induced by Incentives

State taxes Local taxes
Sales and
Corporate corporate

income Sales  Total Property income Total

Average by state

Calif. 9,396 2,383 11,778 6,948 695 7,643
Conn. 5,039 1,493 6,532 9,700 0 9,700
Fla. 1,207 2,670 3,876 15,474 185 15,659
M. 6,924 1,224 8,148 4,856 131 4,987
Ind. 5,748 1,244 6,992 14,997 0 14,997
Ky. 4,249 1,766 6,015 5,016 1,347 6,363
Mo. 2,273 2,921 5,195 10,547 2,164 12,711
N.Y. 2,522 995 3,517 4,354 881 5,235
Ohio 7,055 979 8,034 8,168 2,071 10,239
Pa. 15,495 1,493 16,988 4,621 7,125 11,746
Tex. 1,535 2,504 4,039 21,556 770 22,327
Va. 5,184 685 5,870 11,524 196 11,720
Wis. 3,070 2,451 5,521 9,361 49 9,410

Among the 75 cities
Highest 21,543 2,921 23,036 22,776 13,153 23,590
Mean 5,448 1,729 7,177 9,837 1,202 11,039
Lowest 912 685 1,907 2,226 0 2,973

NOTE: These figures represent the present value of revenues gained with 1994 taxes
and incentives over the first 20 years after the firm’s investment that triggers the in-
centives; they represent the weighted average across 16 sectors and the discount rate is
10 percent.

for each of the 75 cities we computed a weighted average of the 16
manufacturing sectors; then, for each state, we computed a simple av-
erage of the weighted averages for five or six cities in the state. To
illustrate the range of results, Table 5.1 also shows the highest, the
mean, and the lowest weighted average among the 75 cities. (Appen-
dix Table F.4 shows the sectoral, as well as city, variation.) The highest
net revenue per induced job among all 16 sectors and 75 cities was
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$86,675, while the lowest was —$2,045 (see Appendix Table F.4). (In
Chapter 3 we explain how incentives can create negative tax rates for
the firm, which is also how they produce negative net revenue for state
and local governments.)

The net revenue gains from induced investment are only half of
the picture. Some plants would have located or expanded in the city in
question even in the absence of incentives, and for every noninduced
job there is a loss of revenue measured by the cost of the state and lo-
cal incentives. Table 5.2 summarizes the fiscal effects. The revenue
losses consist of the state income tax revenues foregone due to invest-
ment and jobs credits, and local property-tax abatements. The average
incentive package among the 75 cities was $7,793 per job, but in the
most generous city the average package among the 16 sectors was
$35,036. Appendix Table F.4 shows the sectoral as well as city varia-
tion: the maximum revenue loss across all sectors and cities was
$70,423 per job, while the smallest loss was $656. These revenue loss
figures represent the gross value of the incentive package (before the
effects of income tax deductibility) but still discount the benefits at
10 percent over 20 years. Without discounting, the largest packages
would rival those publicized for some of the major auto plant compe-
titions.

At first glance, our fiscal results as summarized in Table 5.2 appear
to indicate that a fiscal surplus is quite plausible. The average induced
job produces a substantial revenue gain of approximately $18,200, and
this will be offset by a revenue loss of only about $7,800 for each non-
induced job. Whether the states or cities come out ahead by offering
incentives depends, however, on the proportion of all new manufactur-
ing jobs that are actually induced by the incentives. For example, using
these average figures for gain and loss per job, the fiscal effect on state
and local government would be negative if there were three noninduced
jobs for every induced job—and losses would equal three times $7,800,
which exceeds the $18,200 gain.

Can we estimate the net fiscal effect for the average city among the
75 by applying the “consensus” elasticity of —0.3 as we did earlier? We
have previously argued that this is an appropriate elasticity for measur-
ing the long-run annual effect of incentives in the form of permanent
tax cuts on new investment. But here we have estimates of the short-
run revenue effects (over the first 20 years) of incentive programs that



Table 5.2 Summary of State and Local Fiscal Effects per New Job in 75 Cities

Induced investment: Non-induced investment:
Revenue gained per job Revenue lost per job Incentives as % of gross taxes
State Local Total State Local Total State Local Total

Average by state
Calif. 11,778 7,643 19,421 10,771 6,067 6,948 176,947 1,683,786 871,785

Conn. 6,532 9,700 16,231 10,194 1,493 12,687 0 1,168,690 1,268,715
Fla. 3,876 15,659 19,535 4,557 2,670 15,474 18,481 722,677 1,565,862
M. 8,148 4,987 13,134 8,596 1,224 6,825 13,055 982,003 695,567
Ind. 6,992 14,997 21,989 11,201 1,244 28,487 0 1,244,488 2,848,673
Ky. 6,015 6,363 12,378 9,377 7,833 5582 133915 1,720,988 692,139
Mo. 5195 12,711 17,905 6,192 5516 14,322 352,775 1,170,778 1,784,998
N.Y. 3,517 5235 8,753 9,385 995 7,445 88,117 1,038,043 832,666
Ohio 8,034 10,239 18,273 8,907 979 17,290 204,619 988,623 1,933,591
Pa. 16,988 11,746 28,734 20,498 1,493 5561 712,477 2,199,054 1,268,548
Tex. 4,039 22,327 26,365 3,660 3,724 23,258 114,419 738,454 2,440,196
Va. 5,870 11,720 17,590 6,697 685 11,524 19,582 738,257 1,172,009
Wis. 5521 9,410 14,931 7,767 2,451 9,361 4902 1,021,735 940,959
Among the 75 cities

Highest 23,036 23,590 43,476 12,803 29,583 35,036 78.2 65.8 68.2

Mean 7,177 11,039 18,216 4,635 3,158 7,793 40.1 19.5 29.6

Lowest 1,907 2,973 4,902 1513 -8 1513 17.0 -0.1 6.5

NOTE: These figures represent the present value of revenues gained and lost per new job with 1994 taxes and incentives
over the first 20 years after the firm’s investment that triggers the incentives; they represent the weighted average across
16 sectors and the discount rate is 10%. Weighted average new plant employment across 16 sectors is 127.

Gladeyd 21T
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provide benefits that are generally concentrated in the first 10 years.
The elasticity is nonetheless useful, provided we are willing to accept
the following—quite reasonable—assumption: that firms making plant
investment decisions employ a limited time horizon and a discount rate
reflecting the cost of capital. We assume a time horizon of 20 years and
a 10 percent discount rate. An incentive that reduces the present value
of the firm’s tax burden on the income from the new plant over this time
horizon by 25 percent, then, will have the same effect on the firm’s in-
vestment decision as a permanent reduction in annual taxes of 25
percent.

The elasticity of —0.3, which measures the sensitivity of new in-
vestment to a cut in business taxes, can be used to estimate the propor-
tion of new jobs induced by the tax cuts versus those that are not. It can
be shown that the percent of new jobs that are induced is equal to the
elasticity times the percentage cut in taxes (see Appendix C). What we
find is that, for the average industry in the average city in our sample of
75, incentives represented an approximated 30 percent tax cut (see
Table 5.2); therefore, new jobs that were induced by incentives would
equal only about 9 percent (0.3 times 30 percent). For every 100 gross
new jobs each year, there would be just 9 that were induced by incen-
tives. Over the next 20 years, these 9 jobs would generate a revenue
gain of $163,800 (9 times the average $18,200 gain per job). The re-
maining 91 jobs created the same year would produce a revenue loss of
$709,800 over that same time period (91 times the average $7,800 loss
per noninduced job). The net state-local revenue loss is therefore
$546,000, or about $60,700 per new induced manufacturing job. Con-
verting this to an annual flow, state and local governments would lose
about $7,130 each year for each job gained.® Interestingly, this is quite
close to our earlier estimate of the long-run effect of permanent incen-
tives: $7,120 per year per new job.

But do state and local governments also use a 20-year horizon and
a 10 percent discount rate? What is the appropriate way for them to
evaluate the decision to adopt an incentive program—its long-term an-
nual effect in equilibrium, the present value over a fairly long time
horizon like 20 years, or a shorter-term annual effect? This becomes a
particularly important issue when we realize that the decision for the
community or state is quite different from the decision for the firm.
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While it makes sense to assume that a firm applies standard capital
budgeting techniques to a single plant-location decision, the city is
making a decision about the long-run consequences of a policy change
that is going to affect the capital budgeting decisions of many firms
over a period of many years, and for each firm there are multiyear fiscal
effects. Thus, for the community we must model not only the time pat-
tern of the revenue and incentive flows per firm, but the time pattern of
firm arrivals and departures, births, and deaths.

To learn more about the fiscal effects of incentives, we developed a
simple simulation model. We assume that each locality is initially in a
steady state with 10 percent birth and death rates; that is, for every 100
initial establishments, 10 establishments are born or move in each year,
and 10 die or move out.® We also make an assumption about the distri-
bution of establishment lives, because some establishments will gener-
ate revenue gains or losses longer that others. A death rate of 10 per-
cent implies an average life expectancy of 10 years; we assume that
deaths are approximately normally distributed around the tenth year af-
ter birth, and that by the fifteenth year all establishments have died.
(We are using the term “death” here as a short cut for both actual estab-
lishment deaths and establishment relocations out of the community.)

Under these assumptions about births and deaths, revenue gains
and losses will have reached a plateau by year 15 after incentives are
adopted. This is because, by this year, the level of employment will
have reached its new equilibrium level, and the distribution of estab-
lishments in their first, second, or third year since birth (and so on) will
remain constant thereafter. As a result, the distribution of establish-
ments receiving various incentive amounts appropriate to the year since
the investment was made will also be constant: the same number of
new establishments arrives each year receiving first-year incentives,
while the same number disappears each year after receiving year-15 in-
centives. This assumption does affect the results; the longer the as-
sumed life span, the longer it takes to reach establishment equilibrium,
which will affect the distribution of fiscal gains and losses over time.

To illustrate how fiscal losses and gains approach a plateau over
time, we constructed Figure 5.1, which shows the year-by-year fiscal
gains and losses for a Texas city with typical local property-tax rates
and with typical tax abatements in its enterprise zone. In this example,
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we assumed that all new establishments arriving in this city after adop-
tion of the incentives are fabricated metals plants. We also assumed
that establishment births are, in fact, quite sensitive to tax rates; that is,
we assumed an elasticity of —1.0, so that the 23 percent tax cut pro-
duced by state and local incentives in this Texas enterprise zone would
increase economic activity by 23 percent. Even with this assumption,
the state and local incentives produce a net loss of state and local rev-
enue every year after incentive adoption. The net fiscal effect would
settle at an annual loss of $431 per induced job by year 15, and the net
present value of the fiscal effects over the first 20 years would amount
to a loss of $7,227 per induced job. For state and local governments to
break even over the first 20 years in this scenario, establishment births
would have to increase by more than the 23 percent cut in tax rates on
new investment. In all likelihood, establishment births would increase
by much less.

The time pattern of incentives depicted in Figure 5.1 is fairly typi-
cal for the states and sectors we modeled. Table 5.3 shows the break-
even elasticity (in absolute value) for the 13 states and for 8 sectors (the
8 that accounted for most of the establishments in our enterprise zone
sample). Again, break-even is defined not on an annual basis but in

Figure 5.1 Annual Fiscal Effects of Incentives for a Fabricated Metals
Plants in a Texas City
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Table 5.3. Elasticity of Establishment Growth Required for Fiscal Break-Even for Selected Manufacturing Sectors in
the Thirteen States, 1998 Taxes and Incentives

SIC Sector Calif. Conn. Fla. Ill. Ind. Ky. Mo. N.Y. Ohio Pa. Tex. Va. Wis.
20 Food and kindred products 125 148 120 135 129 124 1.30 1.08 1.32 143 130 1.18 1.25
23 Apparel and other textile prod. 1.16 145 125 141 120 134 131 1.06 135 147 131 127 1.33
27 Printing and publishing 128 153 125 136 1.30 1.23 1.30 1.05 133 145 131 1.31 1.33
28 Chemicals and allied products 1.26 146 127 135 131 120 130 — 134 146 134 118 1.21
30 Rubber and misc. plasticsprod. 1.26 149 120 1.35 1.28 119 130 106 132 144 1.30 1.06 1.19
34 Fabricated metal products 118 149 123 140 123 1.21 1.30 1.08 134 145 133 112 1.27
35 Industrial machinery 118 149 127 139 119 1.23 1.30 1.06 136 146 131 120 1.27
36 Electric & electronic equipment 1.36 150 1.27 1.39 1.19 122 130 1.07 137 147 129 120 1.26
Average elasticity 124 149 124 138 125 1.23 1.30 1.07 134 145 131 119 1.26
Front-loading of incentives® 069 0.78 0.66 0.78 0.64 0.65 0.76 0.53 0.71 0.81 0.67 0.75 0.67

NOTE: Elasticity is defined as the percentage increase in annual establishment births (induced births over total births) divided by the per-
centage decrease in taxes attributable to the average state and local incentive package. Fiscal break-even occurs when the present value of
state-local revenue gains from growth induced by incentives over the first 20 years after incentives are enacted equals the present value of
state-local revenue losses from granting incentives to establishments that would have located there anyway, over the same 20 years. Esti-
mates are based on average local property tax rates and tax abatements by state, with all general and enterprise zone incentives applied.

& Unable to calculate.

® Front-loading of incentives is the ratio of the present value of the incentive package over 20 years to the undiscounted sum of those incen-
tives over 20 years; the index ranges from a value of 0.16 (all incentives received in year 20) to 1.00 (all incentives received the first year).
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terms of the present value of revenue over the first 20 years after adop-
tion of incentives. The overall average break-even elasticity was 1.29;
thus a 20 percent tax cut would, for example, have to produce a 25.8
percent increase in economic activity. The higher the break-even elas-
ticity, the less likely it is that the real sensitivity of economic activity to
taxes exceeds that break-even level. The lowest average break-even
elasticity was 1.07 in New York, which is also the state with the least
front-loaded incentives. We will explore in the next section why front-
loading makes break-even less likely.

WHY FRONT-LOADING INCENTIVES
ISACOSTLY STRATEGY

The conventional wisdom appears to be that incentives should be
front loaded—more generous in early years and eventually phased
out. By granting temporary abatements or one-time credits rather than
permanent reductions in taxes, governments appear to believe that they
are minimizing their revenue losses. Eventually, the argument goes,
these firms we have attracted will be paying the full freight in local tax-
es, and it will be worth the temporary loss in revenue to get the perma-
nent gain.

To test the conventional wisdom, we created a measure of the de-
gree of front loading: the ratio of the discounted value of incentives
over 20 years to the undiscounted value. Where incentives are provid-
ed entirely in the first year, the front-loading measure is equal to 1.0,
which is its maximum value. Were incentives provided entirely in year
20 (entirely backloaded), discounting at 10 percent would produce a ra-
tio of 0.16, which is the lowest value the front-loading index can as-
sume. Incentives equal in value each year for 20 years would produce
an index value of 0.47. The front-loading measure ranged from 0.53 in
New York (only slightly front-loaded) to 0.81 in Pennsylvania. Our
simulations show that the states with more front-loaded incentives
tended to require a higher elasticity to produce fiscal break-even. The
break-even elasticity for a sector and the front-loading of incentives for
that sector are, in fact, highly correlated. Overall, the correlation is
0.82. In other words, the more incentives are front-loaded, the greater
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must be the response of investment to tax cuts if the locality is to break
even, and the more likely the incentives will generate a net loss of rev-
enue.

What is it about New York’s incentives that makes them less front-
loaded? First of all, there is a ceiling on investment tax credits equal to
the firm’s total state tax liability. Second, the general investment tax
credit is sizeable but could rarely be used fully in the early years, so
that many firms took full advantage of the 15-year carryforward. The
additional enterprise zone credits have a lower ceiling (50 percent of
state tax liability), but an unlimited carryforward. Thus, the generous
incentives combined with long carryforwards and a low ceiling on an-
nual use (for zone credits) means that incentives are, in effect, spread
over the entire 20-year period.

Why do our simulations of the fiscal effects of incentives yield a
wide range of break-even elasticities, unlike the results of Bartik’s
equation, which indicates a break-even elasticity of —1.0 regardless of
the magnitude of the tax cuts (see our Appendix C)? To understand
this, consider first what the simulation produces if we model a constant
and permanent reduction in taxes on new investment. Here we find
that the break-even elasticity calculated in our model simulation is ex-
actly equal to the theoretical value of —1.0, and that government exact-
ly breaks even in year one and in every year after that. But when
we simulate real-world incentives in which the percentage tax reduc-
tion varies from year to year, we find that most incentive systems are
front-loaded and that this tends to generate fiscal losses in the first
years after incentives are adopted. This is because we assume gross
establishment growth in the absence of incentives (which accords with
the real world, even in enterprise zones), and this non-induced growth
begins to produce losses immediately. Furthermore, the net reve-
nue gains from induced jobs may be minimal, or even negative, in the
early years. As a result, the net fiscal effect is negative in most states
early on. Since the positive net benefits come only later, they are more
heavily discounted when we employ a present value decision criterion.

Why is the conventional wisdom about the front-loading of incen-
tives wrong? The problem is that the conventional view ignores the
fact that establishments do not live forever. By front-loading, one is in-
creasing the odds that a given establishment will get most or all of the
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potential incentives but will pay full freight for only a few years, or
none at all; by the time the incentives are phased out, many establish-
ments will have died or moved on to start the incentive pattern over
again in another community. As we will see in Chapter 6, there is a
large amount of establishment turnover in the enterprise zones we stud-
ied. The average death rate was actually a little higher than the 10 per-
cent assumed in our fiscal simulation model.

The conventional view makes the mistake of focusing on the life
cycle of one establishment instead of looking at the annual flows of es-
tablishments—induced and noninduced—into and out of the communi-
ty. Every year, those businesses that arrived in previous years are pay-
ing more and more in taxes as the incentives phase out. But every year
new establishments arrive, and existing ones expand—paying very lit-
tle taxes. When one considers the community as a whole rather than a
single business, it is clear that the large up-front costs are not one-time
“investments,” but continuing drains on resources.

To further reinforce this point, suppose a community were consid-
ering a choice between two incentive strategies: 1) a permanent exemp-
tion of 25 percent of the taxable income attributable to new enterprise
zone operations, or 2) a 34.6 percent tax abatement each year for only
the first 10 years. The net present value of these two incentives over 20
years is identical at a discount rate of 10 percent: both represent a 25
percent reduction in taxes over that period. In our simulation model,
which assumes that firms make project decisions based on a 20-year
horizon, both incentives would produce the same increase in jobs.
With an assumed elasticity of —1.0—so that the 25 percent tax cut in
both instances generates a 25 percent increase in the annual flow of
new establishments—the first alternative just breaks even for the com-
munity, while the front-loaded version generates net fiscal losses every
year following the adoption of incentives. For the 20-year period, the
community loses $3,446 per induced job, in present value. Interesting-
ly, the annual fiscal effect in equilibrium (by year 15) for the temporary
34.6 percent abatement is also negative: $508 per induced job. In oth-
er words, it is not just discounting that accounts for the negative fiscal
consequences of front-loading; it is also the continual arrival of new es-
tablishments taking the full benefit of early incentives, combined with
the continual exit of older firms that had been paying the full tax, or



120 Chapter 5

close to it. Because the average firm in our simulation remains in the
community only 10 years, though, the average firm never ends up pay-
ing the full property-tax rate.

THE TOTAL FISCAL EFFECTS FOR A ZONE

To better appreciate the significance of the fiscal effects of tax in-
centive policy, it is useful to consider the likely magnitude of total rev-
enue losses for an average enterprise zone. To estimate these losses, we
simulated a zone that grants front-loaded incentives in the form of a
34.6 percent tax cut each year for 10 years, with no further incentives
after that. As we noted earlier, such a tax incentive is equivalent, in
present value terms, to a 25 percent permanent tax cut, approximately
the size of the tax reduction in the average enterprise zone in our study.
We assumed a zone initially containing 100 manufacturing establish-
ments, each employing 30 people on average, and annual establishment
birth and death rates of 10 percent. These numbers are also fairly rep-
resentative of the sample zones, as we will see in the next chapter.” If
we then assume an elasticity of —0.3, there would be approximately 24
jobs, out of the 324 gross jobs created annually, that would be induced
by the incentives.

In the first year after adoption, with 324 new jobs appearing that
year, the incentives would produce about $176,000 in lost state-local
tax revenue. In the second year, those same 324 jobs would produce
the same net losses again, and an additional 324 jobs would appear and
generate a like amount. Thus the annual losses would continue to in-
crease, since incentives provided to jobs created in one year continue to
generate losses as long as those jobs remain in the community and re-
main qualified for the incentives (which, in our example, means for 10
years), and each year incentives are provided to a fresh batch of new
jobs as well (mostly noninduced). By the time equilibrium in employ-
ment is attained in year 15—at a level 243 jobs greater than would have
existed without incentives (about 8 percent of the 3,000 initial jobs)—
the annual revenue losses for the zone total about $1.5 million, and they
continue at that level indefinitely. This represents a great deal of mon-



The Fiscal Effects of Incentives 121

ey to be spent annually on economic development in a single zone, a
point to which we will return in the book’s concluding chapter.

CONCLUSIONS

In the majority of states that we modeled, it is unlikely that state
and local governments collectively will gain tax revenues from the in-
centive programs they offer within enterprise zones. This conclusion is
based on previous research showing that business activity is simply not
sufficiently influenced by tax differences, that other location factors are
more important. As a result, much of the cost of incentives is wasted,
incentives end up subsidizing investment that would have occurred
anyway because it was driven by non-tax location considerations. The
tax revenues lost on these noninduced investments are likely to exceed
the revenue gains from the few establishments for which the incentives
do in fact tip the balance in favor of the zone location. The magnitude
of these revenue losses could be very sizeable; in an average zone in
our study, state-local government would lose in the neighborhood of
$1.5 million per year as a result of offering a typical incentive package,
under a reasonable assumption about the sensitivity of growth to taxes
(though we argue later that even this assumption is probably too gener-
ous, and the losses would be even greater).

The fiscal effect can be quite different for the state as a whole than
for the cities with enterprise zones. Let’s consider, first, the four states
in which the state provides tax credits to zone firms but the localities do
not offer property-tax abatements in zones, or where such abatements
are very limited or rarely used—California, Florida, Virginia, and Wis-
consin. Due to their front-loaded incentives, it is not likely that these
states (with the possible exception of California) will gain revenues
from offering zone credits. This is particularly true given that the cred-
its are not statewide, but are quite localized. Thus, even where the in-
centives are effective in drawing establishments into a zone, these es-
tablishments might otherwise have located elsewhere in the same state;
if so, there will be no gain in the tax base for the state. For the locali-
ties, on the other hand, the incentives have no tax cost since they are en-
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tirely state-financed. Furthermore, the zones benefit from any invest-
ment drawn to the zone, whether from out of state or from a neighbor-
ing city. In these four states, therefore, the state is financing a program
that cannot produce local fiscal losses, but would produce local gains if
incentives were to have any effect on local activity.

At the other extreme, consider Indiana and Ohio, states in which
there are both state and local zone incentives, but in which the local
property-tax abatements cost two to five times as much, on average, as
the state tax credits. Here, state enterprise zone policy is to encourage
local governments to engage in costly competition with one another for
jobs and tax base. The local abatements are not only costly but heavily
front-loaded, which increases the likelihood that they produce a net fis-
cal drain on local government. When the local incentives do succeed in
attracting capital to the zone (by which we mean that the state incen-
tives alone would not have been sufficient), they also succeed in gener-
ating new tax revenue for the state, if that capital was attracted from out
of state. The latter effect is more likely to occur in Ohio, where there
are over 300 “zones,” and in any state where local tax abatements are
allowed with or without an enterprise zone and have thus become com-
monplace. In such states, it is likely that local abatements simply low-
er the property-tax rate on industry in that state in general, making the
state a more attractive location and possibly producing an increase in
state revenue, but at considerable local expense.

In this chapter we also found, surprisingly, that the conventional
preference for temporary and front-loaded incentives, on the grounds
that this is the way to increase the fiscal benefits in the long run, actu-
ally makes the situation worse. The more front-loaded the incentives,
the less likely the state or locality is to gain revenue by offering incen-
tives. There is one further policy implication: the cheapest way for
state and local governments to induce a given percentage increase in
the gross rate of growth of establishments or jobs in an enterprise zone
is to provide a simple, constant, permanent reduction in taxes on new
zone operations. The state could, for example, simply exempt from
income taxation some fraction of the taxable income attributable to
a firm’s new operations in a zone.2 While the prospect of a fiscal sur-
plus is still dim, this strategy will at least minimize drains on the state
treasury.
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Eventually, such a permanent exemption on new zone income will
become equivalent to an across-the-board tax cut on all zone business-
es. An across-the-board cut has an advantage over tax relief to invest-
ment or jobs: the exemption benefits existing establishments as well as
new ones. Surely job retention should be an important part of any strat-
egy for maintaining and expanding the economies of depressed areas,
at least as important as the attraction of new plants. The exemption
should help lower exit rates as well as increase birth rates and, as such,
should be more effective than an investment incentive.

Some states do recognize the importance of retaining existing busi-
nesses and grant incentives for job retention as well as job creation. It
is difficult for a locality to target such incentives at firms that really
would not stay but for the incentives, however which weakens the ar-
gument that such an approach is cheaper than an across-the-board cut
because it is never wasted. Furthermore, a strict job-retention incentive
sends rather perverse signals to firms: the locality is offering a financial
reward for firms to think seriously about moving somewhere else, and
in fact to come up with alternative locations that are more favorable for
their business.

To the extent that the quality of local public services is also a factor
in location decisions, it would be better state policy to provide tax in-
centives through the state corporate income tax system rather than en-
couraging (or requiring) financially strapped cities to compete with one
another (and in larger cities, for zones to compete with other zones and
non-zones in the same city) by adopting property-tax abatements that
will in all likelihood produce a net drain on the local treasury. This is
another argument for a state enterprise zone policy that takes the form
of a state corporate income tax exemption for zone income and disal-
lows local abatements altogether.

In the next chapter we shift focus and look at the economic perfor-
mance of zones, particularly establishment turnover. We find that actu-
al turnover has not been that different from what we assumed in this
chapter. We also compare zone performance to that of our 13 sample
states. Once this has been done we are finally in a position to generate
our own estimate of the elasticity of growth with respect to enterprise
zone incentives (Chapter 7). We find this to be much smaller than what
we assumed in this chapter. Thus, the fiscal losses described in this
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chapter should be taken very much as best-case estimates—actual fiscal
losses are likely to be much greater.

Notes

1. There is some research which shows positive fiscal effects. See, for instance, Ru-
bin (1991).

2. These represent Wasylenko’s (1997) estimate and about the middle of Bartik’s
(1991) range, both figures cited earlier. It should be noted that in his 1991 book
Bartik argued that there is some reason to believe that these elasticities are too
high, given the kinds of wage elasticities researchers have found and the relative
importance of wages versus taxes in a firm’s cost structure. In Chapter 7 we devel-
op our own taxes/growth elasticities which suggest that the Bartik-Wasylenko con-
sensus elasticities are much too optimistic.

3. Bartik’s 1991 review included seven other studies that did not allow for the calcu-
lation of elasticities; most of these found only marginally significant tax coeffi-
cients or dropped the tax variable because its effect appeared to be nil. Of the three
suburb-only studies, elasticities ranged from +0.62 to —4.43.

4. These secondary effects are notoriously difficult to measure. The conventional
wisdom, supported by some research but still controversial, is that industrial and
commercial development generates direct fiscal surpluses and residential develop-
ment generates direct fiscal losses, because the majority of service costs are attrib-
utable to residents rather than property, whereas it is the property that pays the tax-
es. In the long run, of course, we know that growth in the aggregate “pays for
itself” in the trivial sense that local budgets remain balanced, and this comes about
as job growth begets population growth, and the tax base grows with service de-
mands. But the long-run fiscal consequences of growth must also take into account
changing demands for services and changing cost conditions (economies or disec-
onomies of scale, changing factor prices) associated with the growth of tax base
and population. Whether a particular industrial project should be charged with a
share of all of the consequences following from its small contribution to the future
growth of the community, and how these consequences should be measured and
apportioned, is not at all clear. What is clear is that, to the extent that communities
count on direct fiscal surpluses from nonresidential property to cover the “deficits”
associated with most residential development (all but high end), tax incentives that
turn fiscal surpluses into deficits for manufacturing property represent a reduction
in the community’s ability to finance growth in general. In other words, it is im-
portant to focus on the direct revenue gains or losses because the indirect effects
(from induced population growth) are likely to be negative, as are the direct public
service costs.

5. The irregular annual flow is first converted to a present value by discounting the
20-year stream at 10 percent. We then calculate the equivalent annuity—the equal
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annual payment over 20 years at 10 percent that is equivalent to the present value
amount.

These assumptions about birth and death rates are close to the reality of zones. See
the establishment turnover results in Chapter 6.

The average employment size was calculated by using the average distribution of
establishments across the three employment-size classes for the sample zones, and
assuming 10 employees for firms in the 1-19 employment-size class, 50 in the
20-99 class, and 200 in the 100+ size class.

Connecticut, Missouri, and Virginia do exempt a portion of zone income from state
income taxation, but they do so only for 10 years. Michigan exempts 100 percent
of income and property taxes for as long as the renaissance zone exists, but these
zones are scheduled to expire between 2006 and 2011.






6
Manufacturing Growth and
Decline in Enterprise Zones

One is tempted to think of enterprise zones as narrowly drawn ar-
eas of concentrated poverty and unemployment within large older
cities, areas with an industrial base that has been declining for decades
and continues to erode year by year. It is a struggle to get new estab-
lishments to locate in such places, and incentives are employed in an at-
tempt to overcome the inherent locational disadvantages—aging infra-
structure, crime, and an unskilled workforce. The economy is stagnant
at best, with little going on save the predictable announcements of yet
another firm shutting down or heading for greener pastures. In this
chapter we investigate whether one aspect of this image—industrial
stagnation—of enterprise zones squares with reality. This allows us to
draw some preliminary conclusions about the economic growth conse-
guences of the enterprise zone strategy. This latter issue is then pur-
sued in greater methodological detail in the next chapter.

In order to conduct the analyses for this chapter and the next, we
obtained data on the number of manufacturing establishments by sec-
tor, ZIP code, and employment size and matched ZIP codes with zone
boundaries as best we could. We were then able to estimate the growth
or decline in the number of manufacturing establishments in our sam-
ple of enterprise zones from 1989 to 1995, considering births and
deaths, and moves into and out of the zones. We found a surprisingly
large amount of activity in both directions. While the zones did exhib-
it net declines in the number of establishments, these declines were
modest (at an average rate of about 1.2 percent per year) and came
about because the very substantial rates of entry of new establishments
were offset by slightly larger rates of exit.

We also found a fairly high degree of sectoral diversity within most
of the enterprise zones. Most were not dependent on just one or two
manufacturing sectors at the beginning of the study period, and in most
the new establishments arriving during the six-year period represented
a variety of sectors.

127
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A second question addressed in this chapter is whether or not zones
fared significantly worse than the state economies of which they were a
part, and whether they appeared to have a comparative disadvantage in
attracting or retaining establishments in more capital-intensive and
higher-wage sectors. We compared establishment turnover in the zones
with establishment change in the 13 states in our study during the same
period. We found that zones do, indeed, exhibit larger rates of net de-
cline than the states as a whole, but the difference is not dramatic on av-
erage. There were clearly identifiable sectors in which the zones did
relatively better or worse than the states; the zones did suffer greater
declines in the more capital-intensive sectors, though not necessarily in
higher-wage sectors.

Finally, an examination of trends over time indicates that the eco-
nomic expansion that began in the early 1990s left its mark on enter-
prise zones. The number of establishments expanding employment,
relative to the number reducing jobs, increased noticeably during the
latter part of the time period (1993-1995), and may well have contin-
ued to increase in the latter 1990s.

THE MANUFACTURING ESTABLISHMENT DATA

The data used to examine the patterns of manufacturing growth and
decline consist of establishment counts from the U.S. Bureau of the
Census’s Standard Statistical Establishment List (SSEL). This list is an
integral part of the economic censuses, such as the five-year census of
manufactures, and is the primary source of the summary statistics on
establishments, employment, and payroll published in County Business
Patterns (e.g., U.S. Bureau of the Census 1997). The database covers
establishments of all domestic employer and non-employer business
firms and is updated annually. Prior to 1994, however, non-employers
(many proprietorships and partnerships) were represented in the data-
base only for economic census years (those ending in 2 or 7). Thus our
data for the two-year periods between 1989 and 1995 include only es-
tablishments with employees. The number of omitted establishments is
unlikely to be significant in the case of manufacturing, which is the fo-
cus of our study. In Appendix D we discuss the SSEL data in detail.
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In order to obtain a finer geographic scale than the usual county
level of reporting, we ordered a special run by ZIP code. Employment
or payroll data at such a scale would be largely unreportable due to dis-
closure problems; since we asked only for establishment counts, how-
ever, there were no disclosure problems—we have 100 percent of the
establishments. This is one of the central advantages of the SSEL data-
base for our analyses. Establishments were categorized by three em-
ployment-size classes: 0-19, 20-99, and 100 or more. The data were
obtained by two-digit SIC code; within the manufacturing division,
there are 20 industries represented. There are three data sets, one for
each of three time periods: 1989-1991, 1991-1993, and 1993-1995.
At the time of analysis, 1989 was the first year the linked SSEL data
were available and 1995 was the last year for which data could be com-
puted.

Within each ZIP code, industry, size class, and time period, each
establishment was classified in one of seven status groups; these are
defined below, using 1989-1991 for illustrative purposes. These status
groups are based in part on a determination of whether or not the
establishment existed in the ZIP code in the first year and/or the last
year of the period. The existence of an establishment in a particular
ZIP code is defined by the presence of payroll at any time during the
year. For establishments that existed in the ZIP code at the beginning
and the end, three groups are defined depending upon the change in
employment during the period. The seven status groups are as fol-
lows:

Births: Establishments that had no payroll in that ZIP code or any
other ZIP code at any time during 1989 but that did have payroll
in that ZIP code at some time during 1991.

Deaths: Establishments that had payroll in that ZIP code at some
time during 1989 but had no payroll in that ZIP code (or any-
where else) at any time during 1991.

In-movers: Establishments that had payroll in that ZIP code at
some time during 1991 but that were located in a different ZIP
code in 1989.

Out-movers: Establishments that had payroll in that ZIP code at
some time during 1989 but that were located in a different ZIP
code in 1991.
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Expansions: Establishments that had payroll in that ZIP code at
some time during both 1989 and 1991 and that had more em-
ployees in March 1991 than in March 1989.

Contractions: Establishments that had payroll in that ZIP code at
some time during both 1989 and 1991 and that had fewer em-
ployees in March 1991 than in March 1989.

Constant: Establishments that had payroll in that ZIP code at some
time during both 1989 and 1991 and that had the same number
of employees in March 1991 as in March 1989.

The seven categories are mutually exclusive. Establishments in the
expansion and contraction categories are not counted in any of the oth-
er categories, for example. For in-movers and out-movers, we do not
determine whether their employment expanded or contracted during
the two-year period. In all cases except births, the employment-size
category is based on employment as of March 1989; for births it is
March 1991.

For analysis purposes, we usually combine births and in-movers
into one category. For multi-establishment firms, the census distinction
between a new establishment and one that has changed location is
somewhat arbitrary. If an old establishment closes and a new one is
built elsewhere, the firm decides whether the new plant will be reported
to the Census Bureau as a new establishment or as the same establish-
ment in a new location. The same considerations argue for combining
deaths and out-movers into a single category. Conceptually, the factors
influencing new branch plants and relocated branch plants should be
the same. Though we would expect a different set of factors to explain
firm (as opposed to branch plant) births, we cannot identify from this
dataset the new establishments that are also new firms.

The existence of an establishment in a particular ZIP code at the be-
ginning and/or the end of a period determines the status categorization,
and existence is defined as the presence of payroll at any time during
the year. As a result, births and moves in for the first period,
1989-1991, are establishments that were not present in 1989 but were
born or moved in some time during the 24 months of 1990 and 1991.
Similarly, the births and moves in for the second period are those that
occurred during 1992 and 1993, and for the third period, during 1994
and 1995. Deaths and moves out by period, on the other hand, are
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those that occurred during the years 1989 and 1990 (since a firm that
exited in 1991 would still have been counted as present at some time
during that year), 1991 and 1992, and 1993 and 1994. This must be
kept in mind when interpreting tables comparing gross gains and losses
in establishments; the time periods do not exactly coincide.

Expansions and contractions are determined by comparing estab-
lishment employment in March 1989 to March 1991; in March 1991 to
March 1993; and in March 1993 to March 1995. They are slightly
overcounted since they include some establishments that should prop-
erly be classified as births or deaths instead. The reasons for this prob-
lem and the procedure used to adjust expansion and contraction rates
are discussed in Appendix D. The data presented in this chapter are the
adjusted rates. Finally, enterprise zones are never coterminous with
ZIP boundaries. Our method for translating enterprise zones into ZIP
regions is discussed in Appendix E.

ESTABLISHMENT DIVERSITY AND TURNOVER
IN THE ENTERPRISE ZONES

The 64 zones in our study exhibited surprisingly large rates of
gross establishment growth, as can be seen in Table 6.1. In this table
we have computed averages in two ways: for all zones and for all ex-
cept the two largest, Cleveland and Milwaukee, which skew the aver-
ages. The average number of manufacturing establishments in a zone
by the second measure was 111 at the beginning of the period, and the
average number of establishments moving into or being born in the
zones during the six-year period 1990-1995 was 67, which represents a
60 percent gross growth in establishments. This represents a growth of
about 11 establishments per year for the average zone, or about a 10
percent annual growth rate.

As would be expected, the deaths and out-migrations exceeded the
births and in-migrations in the majority of zones (41 of the 64). The
average number of deaths and moves out was 75 (again considering all
zones except the two largest), and this amounted to a 67 percent rate of
gross decline over the six years, 1989-1994. This translates into a loss
of 12.4 establishments per year for the average zone, or about an 11



Table 6.1 Sectoral Diversity and Gross Rates of Establishment Growth and Decline in 64 Enterprise Zones, by
Zone, 1989-1995
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Establishments in Births and moves Deaths and moves Net

mid 1989 in 1990-1995 out 1989-1994 change

City (zone)? Number  Sectors® Number  Sectors® Rate®  Number  Rate® Rate®

Pharr, Tex. 12 10 22 6 191.3 12 104.3 87.0
Evansville, Ind. 67 7 65 7 96.7 43 63.9 32.7
Porterville, Calif. 32 9 23 7 72.4 14 441 28.3
El Paso, Tex. 140 8 190 9 136.0 153 109.5 26.5
Fort Wayne, Ind. 158 5 121 6 76.6 83 52.5 24.1
Massillon, Ohio 66 8 64 7 97.3 50 76.0 21.3
Newport News, Va. 57 9 53 6 93.0 43 75.4 17.5
Beloit, Wis. 64 6 30 5 47.1 21 32.9 14.1
South Bend, Ind. 163 4 116 6 711 95 58.2 12.9
Owensboro, Ky. 65 7 59 9 90.4 51 78.2 12.3
Fort Worth, Tex. 144 7 124 9 86.1 108 75.0 11.1
Pekin, IlI. 29 7 18 8 61.5 16 54.7 6.8
Elyria, Ohio 187 7 113 8 60.6 104 55.8 4.8
St. Joseph, Mo. 86 7 50 10 58.5 46 53.8 4.7
Joplin, Mo. 105 6 82 7 77.9 78 74.1 3.8
Hammond, Ind. 81 6 41 8 50.8 38 47.1 3.7
Springfield, Mo. 241 7 137 8 56.9 129 53.6 3.3
Kankakee, I11. 74 8 32 11 43.4 30 40.7 2.7
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56.5
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45.9
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46.2
68.6
65.2
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79.2
36.8
73.1
68.4
62.1
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79.0
55.8
59.4
51.8
83.5
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2.3
0.7
0.0
0.0
0.0
-1.3
-3.3
-4.3
-4.9
5.0
5.7
—6.7
-7.0
7.7
-8.3
-8.4
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Table 6.1 (Continued)
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Establishments in Births and moves Deaths and moves Net

mid 1989 in 1990-1995 out 1989-1994 change

City (zone)? Number  Sectors® Number  Sectors® Rate® Number  Rate® Rate®
Pittsburgh, Pa. 87 7 45 6 51.6 59 67.6 -16.0
Philadelphia, Pa. 43 5 26 6 60.1 33 76.3 -16.2
Covington, Ky. 61 5 30 7 49.2 40 65.6 -16.4
Hartford, Conn. 24 6 11 9 454 15 61.9 -16.5
Fort Lauderdale, Fla. 145 5 117 7 80.8 141 97.4 -16.6
Syracuse, N.Y. 207 5 104 6 50.3 139 67.2 -16.9
Clearwater, Fla. 70 6 63 6 90.0 78 111.4 -21.4
Pasadena, Calif. 75 8 58 5 77.9 74 99.3 -21.5
Scranton, Pa. 156 5 62 7 39.7 96 61.5 -21.8
Maywood, Ill. 135 7 37 6 275 75 55.7 -28.2
Hamden, Conn. 198 8 90 9 455 148 747 -29.3
Jacksonville, Fla. 303 9 129 6 42.6 221 72.9 -30.4
New York (Harlem), N.Y. 26 5 16 3 62.1 25 971  -35.0
Meriden, Conn. 111 6 40 8 36.0 79 71.2 -35.1
Chester, Pa. 58 10 15 7 25.8 36 61.8 -36.1



Average®

All zones 142 7 78 7 55.0 91 63.9 -9.0
Excluding two largest zones® 111 7 67 7 60.2 75 67.2 -7.0

o o

a o

@

Listed in descending order by rate of net change.

The number of sectors significantly represented, defined as a sector with at least 5% of the total number of establishments in that zone
in 1989, or 5% of the total number of establishment births and moves in, 1990-1995. There are 16 total sectors.

Rate = percent of establishments in mid 1989.

This is a weighted average, which is the same as a simple average except in the case of the rates. For example, the average rate of
“births and moves in” is calculated by dividing total births and moves in for all zones by total number of establishments in 1989.
Cleveland and Milwaukee were much larger than any of the other zones and together accounted for 24% of the establishments in
1989, 17% of the births and moves in, and 21% of the deaths and moves out. They were dropped from this average to avoid their
skewing the results.
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percent annual rate of shrinkage for the median zone. But since the
number of new establishments was almost as large, the average zone
saw a net loss of only about 8 establishments over the six-year period,
representing an annual rate of net decline of about 1.2 percent. There
was enormous variation among zones, however: 20 of the 64 zones ac-
tually experienced a net gain in manufacturing establishments, and in 6
of these cases the gain was in excess of 20 percent over the six-year pe-
riod. At the other extreme, 10 zones suffered net losses of 20 percent or
more.

Most enterprise zones in our sample exhibited a substantial degree
of diversity in terms of the number of different manufacturing indus-
tries with a presence in the zone. Table 6.1 shows the number of differ-
ent manufacturing sectors (at the two-digit SIC code level) with a sig-
nificant representation in each zone.* A sector was considered to have
a significant presence if it accounted for at least 5 percent of the total
number of establishments in the zone. In all but 4 of the zones, there
were at least 5 of the 16 sectors represented, and in 19 of the zones,
there were 8 or more sectors. Furthermore, if instead we counted all
sectors with at least one establishment, we would find that in all but 10
zones at least 13 of the 16 sectors were present. This reflects a surpris-
ing degree of diversity. It also reflects the fact that some zones are
quite large, drawn to include a major portion—if not all—of the city’s
industrial land.

Sectoral diversity was also present among the new establishments.
The median number of sectors significantly represented among the
births and moves in (accounting for at least 5 percent of the total) was
seven; all but five zones saw new establishments representing five or
more different sectors.

Looking at the 64 zones as a whole, was the growth or decline in
establishments concentrated in certain industrial sectors, and were the
new establishments of the same employment-size classes as the exiting
establishments? If the entrants were small and the departures large, the
employment effects of the net decline would be much larger than the
average 7 percent reduction in establishments shown in Table 6.1. Es-
tablishment entries and exits by manufacturing sector and by establish-
ment employment size are shown in Table 6.2. The number of births
and moves in during these six years was quite large relative to the ini-
tial size of the manufacturing sector, particularly for the smallest-size



Table 6.2 Establishment Turnover by Employment Size and Sector in 64 Enterprise Zones, 1989-1995

Total establishments in  Births and moves  Deaths and moves

mid 1989 in 1990-1995 out 1989-1994 Net change
SIC Sector description 0-19 20-99 100+ 0-19 20-99 100+ 0-19 20-99 100+ 0-19 20-99 100+
20  Food and kindred products 241 177 155 167 79 30 184 100 53 -17 -21 -24
23 Apparel and other textile prod. 215 105 47 200 75 19 243 100 18 -43 -25 0
24 Lumber and wood products 228 76 12 222 23 4 224 32 6 -2 -9 =2
25  Furniture and fixtures 183 60 24 145 34 6 171 42 6 -26 -8 -1
26  Paper and allied products 58 111 58 50 38 6 47 41 12 4 -3 5
27  Printing and publishing 1,148 302 107 719 114 25 894 154 31 -175 -41 -6

28  Chemicals and allied products 211 125 61 149 41 12 159 41 10 -1 -1 1
30  Rubber and misc. plastics prod. 194 147 47 150 61 21 157 91 19 -7 =30 2

31  Leather and leather products 27 18 13 26 8 8 19 7 14 7 1 -6
32 Stone, clay and glass products 198 102 20 147 32 4 158 43 5 -10 -11 -2
33 Primary metal industries 126 105 79 69 40 25 86 41 20 -17 -1 4
34  Fabricated metal products 718 461 160 394 146 30 495 181 46 -101 -35 -16
35  Industrial machinery 1,079 373 141 661 136 34 710 162 49 49 -26 -15
36  Electric & electronic equipment 173 114 90 123 78 34 150 68 34 -28 10 -0
37  Transportation equipment 110 49 52 93 59 20 102 32 16 -8 26 4
38  Instruments and related prod. 137 65 40 81 20 12 106 28 23 -24 -8 -1
All sectors
No. of establishments 5,046 2,390 1,107 3,398 981 288 3,904 1,165 363 -506 -184 -75
Distribution (%) 59.1 280 130 728 210 62 719 214 67 662 240 98
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class. The number of deaths and moves out exceeded the number of
births and moves in, in 14 of the 16 sectors (all but SIC codes 31 and
37), but not by that much. (These rates are not strictly comparable
since gross gains are for 1990-1995 and gross losses for 1989-1994.)
Clearly, though, if one focuses only on the net loss or net gain in num-
ber of establishments one misses most of what is going on: new plants
are constantly emerging to replace older ones that disappear, and the
gross changes in both directions are five to eight times as large as the
net change in most sectors.

Can we infer that the percentage loss of employment due to estab-
lishments entering and exiting the zones was similar to the net percent-
age loss of establishments? The last row of Table 6.2 shows the per-
centage distribution of establishments by establishment employment
size. While the smallest establishments accounted for 59 percent of all
establishments in 1989, they accounted for a much larger portion of the
entering and exiting firms. Of the new establishments, 72.8 percent
were in the smallest class, compared to 71.9 percent of the exiting es-
tablishments. The largest employment-size class accounted for 6.2 per-
cent of the gross growth, but 6.7 percent of the gross shrinkage. Thus,
exiting establishments were on average slightly larger than entering es-
tablishments. The loss of manufacturing employment from entries and
exits over the six-year period (excluding expansions and contractions
of firms with a continual presence), therefore, was likely to be a little
more than the median 8 percent net loss of establishments.?

Overall gains or losses in jobs will be determined not only by es-
tablishments entering and exiting the zones, but also by those that re-
main in the zones and expand or contract employment. Table 6.3
shows the number of establishments expanding or contracting employ-
ment over each two-year period as a percentage of the total number of
establishments that were in the zone at the beginning of the period, by
SIC code. The smallest establishments were much less likely to expand
or contract than those in the two larger-size classes, in part because they
were much more likely to die or move out, instead (as shown in Table
6.2). But the smallest establishments expanded a little more often than
they contracted. For the large-size classes (particularly the 100+ cate-
gory), the percent contracting exceeded the percent expanding. Over-
all, of the establishments existing at the beginning of a two-year period
in these 64 zones, about one in three expanded employment within two
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years, and about one in three reduced employment. About one in five
died or moved out.

Clearly the behavior of establishments remaining in a zone has a
great deal to do with whether jobs in the zone increase or decrease.
Without knowing the magnitude of the job expansions and contrac-
tions, however, we do not know whether these job changes are more or
less important than the job changes resulting from establishments’ exit-
ing and entering. However, given the substantially higher rates of con-
traction among the larger firm sizes, it is likely that the net effect of ex-
pansions and contractions in these zones has been further erosion in the
job base, beyond the more than 8 percent attributable to net loss of es-
tablishments.

SECTORAL CHANGE AND THE COMPARATIVE
ADVANTAGE OF ZONES

Which sectors accounted for the largest share of establishments in
these enterprise zones, and which ones accounted for the largest share
of establishment growth or shrinkage? It turns out that three sectors—
printing and publishing (27), fabricated metal products (34), and indus-
trial machinery (35)—accounted for 52.5 percent of the manufacturing
establishments in these zones in 1989, as shown in Table 6.4. These
same sectors accounted for about half of the births and moves in as
well, and about half of the deaths and moves out. These same three
sectors also accounted for the bulk of the net decline in establishments;
the net loss of 222 establishments in printing and publishing alone rep-
resented 29 percent of the overall net loss of 765 establishments in
these 64 zones.

Which were the fastest growing or most rapidly declining sectors?
Table 6.4 also shows gross annual rates of growth (births and moves
in), rates of decline (deaths and moves out), and rates of net decline in
establishments for each sector. The three sectors that dominated the
initial set of establishments in 1989 were among the seven slowest
growing in percentage terms. The sectors experiencing the highest
percentage rates of birth and in-migration were 23 (apparel), 24 (wood
products), 25 (furniture), 31 (leather), and 37 (transportation equip-



Table 6.3 Average Percent of Establishments Expanding or Contracting Employment per
Two-Year Period in 64 Enterprise Zones, 1989-1995

Expansion rates by employment size

Contraction rates by employment size

SIC 0-19 20-99 100+ All 0-19 20-99 100+ All
20 27.6 40.9 40.6 35.3 26.7 36.3 45.6 34.8
23 23.2 29.0 40.3 26.8 22.0 36.8 46.4 29.1
24 27.6 32.6 33.7 28.6 22.9 48.4 41.2 29.4
25 26.5 29.0 34.0 27.7 26.2 47.7 57.6 34.0
26 36.6 43.8 45.2 422 21.1 40.5 46.9 37.4
27 24.2 34.9 39.6 27.3 26.7 42.7 48.4 31.3
28 28.4 39.4 39.9 33.8 22.7 451 52.8 345
30 34.1 43.7 31.3 37.8 23.2 35.9 53.8 31.8
31 335 34.6 21.5 31.8 22.4 46.0 22.5 30.6
32 29.4 37.2 37.9 32.2 24.2 43.2 51.2 315
33 324 414 38.8 37.1 26.1 41.3 49.8 37.2
34 324 41.3 38.0 36.0 28.3 42.3 50.9 35.7
35 30.7 38.8 39.9 33.3 27.1 41.8 46.3 32.0
36 28.8 35.9 32.6 31.7 25.5 40.4 544 36.7
37 311 34.1 35.0 32.9 24.6 46.3 54.2 36.7
38 29.6 42.3 355 33.9 26.9 40.6 38.9 325
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All 28.7 38.6 38.1 32.6 26.0 41.5 49.0 33.2

NOTE: These rates are adjusted to eliminate estimated overcounting of expansions and contractions. Rates are
calculated using a denominator equal to the estimated number of establishments in existence as of mid March of
the first year of the period (1989, 1991, or 1993). These cannot be converted to annual rates. Suppose, for ex-
ample, that out of 10 establishments at the beginning, 2 expanded the first year and a different 2 the second year;
the two-year rate would be 40 percent at most (if the first 2 did not revert to their original size the second year).
But if it was the same 2 establishments that expanded both years, then the two-year rate would be 20 percent. So
all we can infer from the two-year rate is that the percent expanding in an average year would be somewhere be-
tween the two-year rate and half of the two-year rate.
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Table 6.4 Sectoral Composition of Establishment Growth and Shrinkage in 64 Enterprise Zones, 1989-1995

9 Jaydeyd v

Establishments Births and moves in Deaths and moves Net change
in mid 1989 1990-1995 out 1989-1994 1989-1995
Percent Percent Average Percent Average Percent Average
of of  annual of  annual of  annual
SIC Sector description Number total Number total rate® Number total rate® Number total rate
20 Food and kindred products 573 6.7 276 5.9 8.3 337 6.2 10.0 -61 80 -17
23 Apparel and other textile prod. 368 4.3 293 6.3 134 361 6.6 16.3 —68 89 -28
24 Lumber and wood products 315 3.7 249 53 135 262 48 141 -13 1.7 -06
25  Furniture and fixtures 268 31 185 40 120 220 41 141 -35 46 22
26  Paper and allied products 227 2.7 94 2.0 6.5 99 1.8 6.9 -5 0.7 -04
27  Printing and publishing 1,557 18.2 857 18.4 9.4 1,079 19.9 117 —222 29.0 -23
28 Chemicals and allied products 398 4.7 201 4.3 8.4 211 3.9 8.9 -10 13 -04
30  Rubber and misc. plastics prod. 388 45 232 50 101 267 49 116 =35 46 -15
31 Leather and leather products 57 0.7 42 09 128 40 0.7 122 2 -0.3 0.6
32 Stone, clay and glass products 320 3.7 183 3.9 9.2 206 3.8 102 -23 30 -11
33 Primary metal industries 310 3.6 133 2.8 7.3 147 2.7 8.0 -14 1.8 -07
34  Fabricated metal products 1,339 15.7 570 12.2 7.2 722 13.3 9.1 -152 199 -18
35  Industrial machinery 1,593 18.6 831 17.8 8.8 921 9.7 -90 11.8 -0.9
36  Electric & electronic equipment 378 4.4 235 50 10.2 253 47 110 -18 24 -08
37  Transportation equipment 211 25 172 3.7 126 150 28 111 22 -2.9 15

38  Instruments and related prod. 242 2.8 114 2.4 8.4 157 29 113 -43 56 -29



All sectors 8,543 100.0 4,667 100.0 9.2 5,432 100.0 10.7 -765 1000 -15

& Growth rates are calculated by dividing the number of births and moves in during a two-year period by the estimated number of estab-
lishments in existence at the end of the first year of the period (1989, 1991, or 1993), dividing by two (to get an annual rate), and averag-
ing over the three periods.

® Shrinkage rates are calculated by dividing the number of deaths or moves out during a two-year period by the estimated number of estab-
lishments in existence at the beginning of the first year of the period (1989, 1991, or 1993), dividing by two (to get an annual rate), and av-
eraging over the three periods.

¢ For the net change in number of establishments, the rate is simply the average growth rate minus the average death rate.
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ment). These are “traditional” low-technology sectors. They—with
the exception of 37—also displayed the highest rates of gross decline
(deaths and moves out as a percentage of initial establishments).
Leather products and transportation equipment were the only sectors
showing a net gain.

If we consider the net change in number of establishments (births
plus moves in minus deaths and moves out), we find that five sectors
accounted for 78 percent of the total net loss of 765 establishments in
these 64 enterprise zones from 1989 to 1995: 20 (food), 23 (apparel),
27 (printing), 34 (fabricated metal products), and 35 (industrial ma-
chinery). As shown in Table 6.4, the sectors that showed the highest
overall rates of net loss (net change in establishments as a percent of
the number in 1989) were 38 (instruments), 23 (apparel), 27 (printing),
and 25 (furniture), in that order. The sectors that grew over this period,
31 (leather) and 37 (transportation equipment), did not account for
many establishments to begin with and produced a net gain of only 24
establishments between them. Sectors 26 (paper) and 28 (chemicals)
also had a modest presence but only a very slight decline (15 establish-
ments total). Overall, the net rate of decline was about 1.5 percent per
year. Over the six years, this represented a net loss of about 9 percent
of the establishments that existed at the beginning of the period.

How did the enterprise zones fare compared to the states in which
they were located? Table 6.5 compares the gross birth and death rates
in the 64 enterprise zones with birth and death rates for the 13 states as
a whole (minus the sampled enterprise zones). Overall, the birth rates
in zones were significantly smaller than in the state economies general-
ly—>5.8 percent per year versus 8.5 percent per year—and this was true
for each sector except 31 and 37.2 The states as a whole also experi-
enced somewhat higher death rates than did the zones, and this was the
case in all but one of the 16 sectors. This is probably because higher
birth rates are strongly associated with higher death rates, perhaps in
part because some sectors are simply more volatile and hence generate
higher birth and death rates, but no doubt also in part due to the simple
fact that higher birth rates produce more potential corpses and thus
higher death rates.

For the 13 states as a whole, there was a net loss of only 2.4 percent
of the establishments over the six-year period. Three of the 16 sectors
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experienced net growth, and just 2 sectors experienced a net decline in
excess of 1.0 percent per year: 25 (furniture) and 31 (leather), both
small sectors to begin with (see Table 6.5). In the zones, 8 of the 16
sectors declined by more than 1.0 percent per year. This six-year peri-
od, in other words, saw relative stability in the manufacturing sector in
the 13 states that we examined, with small rates of growth in some sec-
tors offset by small rates of decline in other sectors. On the other hand,
enterprise zones within these states experienced relatively pervasive
decline, though not at a particularly high rate; this net decline was pro-
duced through very substantial growth rates being offset by slightly
larger rates of shrinkage.

One might expect that the sectoral composition of births in the
zones would differ significantly from that of the states as a whole. Giv-
en that enterprise zones are thought to contain concentrations of lower-
skilled workers, and given that zone incentives are more skewed to-
ward labor than capital, one would expect to see relatively more
activity in labor-intensive and low-wage sectors in the zones. To ex-
plore this issue, we determined how each sector contributed to the over-
all net loss of establishments in the 64 zones and in the 13 states over
the six-year period 1989-1995. For example, sector 25 (furniture) ex-
perienced a net loss of 35 establishments in the enterprise zones in the
aggregate, taking into account the net effect of births, moves in and out,
and deaths (see Table 6.4). These 35 represented 4.6 percent of the to-
tal net loss of 765 establishments in the zones. In the remaining por-
tions of the 13 states, on the other hand, sector 25 accounted for 695 of
the 4,133 total net decline in establishments, or 16.8 percent.* Thus the
zones fared much better than the states as a whole in attracting new es-
tablishments or preventing the closing of existing establishments in this
sector, at least relative to other sectors.

The sectors were then ranked by the difference between the zone
and state percentage shares (see Table 6.6); a positive number indicates
that the zones did better than the states as a whole, while a negative
number indicates that the zones performed less well than the states.
(Note that where a sector experienced a net gain instead of a loss, the
percentage contribution to the overall loss is negative.) The six sectors
shown in the top portion of Table 6.6 together accounted for 96 percent
of the total shrinkage of establishments in the 13 states, but only 53 per-



Table 6.5 Births, Deaths and Net Change in Number of Establishments by Sector in 64 Enterprise Zones

and 13 States, 1989-1995

For the 64 enterprise zones

For remainder of the states?

Average  Average Annual Average Average  Annual
annual annual net annual annual net

birth death change birth death change
SIC Sector description rate rate rate rate rate rate
20 Food and kindred products 5.5 6.4 -1.8 7.7 7.7 -0.1
23 Apparel and other textile prod. 9.6 12.1 -3.1 16.5 16.5 -0.1
24 Lumber and wood products 9.5 9.2 -0.7 10.8 10.6 -0.0
25 Furniture and fixtures 8.0 9.1 -2.2 9.6 11.4 -2.1
26 Paper and allied products 3.9 3.6 -0.4 53 5.4 -0.3
27 Printing and publishing 5.8 74 24 8.5 9.0 -0.7
28 Chemicals and allied products 5.6 5.2 -0.4 6.8 6.4 0.2
30 Rubber and misc. plastics prod. 6.8 7.2 -15 7.1 6.5 0.6
31 Leather and leather products 8.5 7.3 0.6 8.0 10.5 -2.9
32 Stone, clay and glass products 5.0 6.1 -1.2 6.6 7.2 -0.7
33 Primary metal industries 4.3 5.0 -0.8 5.9 6.3 -0.5
34 Fabricated metal products 4.1 5.4 -1.9 6.1 6.7 -0.9
35 Industrial machinery 5.3 5.8 -0.9 7.0 6.9 -0.1
36 Electric & electronic equipment 7.0 7.3 -0.8 9.0 8.6 0.2
37 Transportation equipment 8.8 7.8 1.7 8.7 94 -1.0
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All sectors 5.8 6.7 -15 8.5 8.7 -0.4

& The figures for the 13 states are calculated by subtracting from statewide totals the totals for the 64 enterprise zones in our
sample. Note that although we cannot calculate move-in or move-out rates by state (because moves include all moves from
one ZIP code to another, not just from one state to another), we can calculate net change by state, because moves between
ZIP codes within a state will cancel out.
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Table 6.6 The Comparative Advantage for Enterprise Zones

% of total net decline in

establishments over

six-year period _ Pct. pt. Capital  Average
difference: per annual
Inthe 64  In remainder states — worker*  wage
SIC Sector name zones of 13 states zones %) %)
Zones do relatively better than states
25 Furniture and fixtures 4.6 16.8 12.2 41,893 19,391
37 Transportation equipment -2.9 7.6 10.5 61,850 37,898
34 Fabricated metal products 19.9 25.6 5.8 116,686 26,188
32 Stone, clay and glass products 3.0 8.2 5.2 99,311 26,656
31 Leather and leather products -0.3 4.5 4.8 31,308 15,584
27 Printing and publishing 29.0 33.6 4.6 33,495 24,122
Total® 53.3 96.4 43.1
Weighted average® 66,071 25,458
Zones do about the same
33 Primary metal industries 1.8 2.9 1.0 181,192 33,199
26 Paper and allied products 0.7 1.5 0.8 169,425 31,597
24 Lumber and wood products 1.7 0.8 -0.9 27,007 19,939
Total® 4.2 51 0.9
Weighted average® 83,137 24,662
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Zones do relatively worse than states

28
36
38
23
35
20
30

Chemicals and allied products
Electric & electronic equipment
Instruments and related prod.
Apparel and other textile prod.
Industrial machinery

Food and kindred products
Rubber and misc. plastics prod.

Total®
Weighted average®

Total for all 16 sectors

1.3 -1.6 -3.0 153,610 34,944
2.4 -2.3 4.7 177,904 24,392
5.6 0.6 -5.0 150,489 28,397
8.9 2.6 —6.3 34,238 13,905
11.8 5.4 —6.4 101,698 28,814
8.0 0.9 -7.1 68,930 22,643
4.6 -7.1 -11.7 173,115 22,593

42.5 -15 -44.0
109,916 24,901

100.0 100.0 0.00

2 Property, plant, and equipment per worker.
P Totals for percent of net decline.

¢ The weight for a sector is that sector’s share of total establishments in mid 1989 in the corresponding group of sectors,

for the 13 states.
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cent of the shrinkage in the zones; these are the sectors in which the
zones appear to have an overall comparative advantage. At the bottom
of the table are seven sectors that accounted for 43 percent of the
shrinkage in the zones, but only 1.5 percent in the states (on average
they grew elsewhere in the 13 states); these are the sectors in which
zones appear to have a relative disadvantage.

Are there systematic differences between the sectors in which the
zones did relatively better than the states and the sectors in which they
did relatively worse? To explore this question, we looked at two indus-
try characteristics: capital intensity and wages. Table 6.6 shows the
level of capital intensity for each sector, as measured by the value of
property, plant, and equipment per worker, and the average annual
wage of production workers; for each group of sectors we then calcu-
lated a weighted average (see table footnote). These figures are nation-
al averages, of course, and thus are merely suggestive of the actual cap-
ital intensity or wage rates for the particular firms found in our 64 zones
and 13 states.

On the basis of these average figures, there is no appreciable differ-
ence in the typical wages in the sectors in which the zones do relatively
well versus the sectors in which the zones do relatively poorly. The
zones appear to have a comparative advantage in one of the highest
wage sectors, transportation equipment, which actually grew in number
of establishments within the zones during the period 1989-1995. On
the other hand, zones also did relatively well in two of the lowest wage
sectors, furniture and leather products. If one focuses instead on capi-
tal intensity, however, distinct differences appear. The sectors in which
the zones fare best in net terms have distinctly lower capital per worker
than the sectors in which zones do the poorest. Of the six sectors with
the greatest average investment in capital per worker ($150,000 or
more), the zones performed poorer than the states in four of the six, and
about the same as the states in the other two.

Although enterprise zones are sectorally diverse and have experi-
enced rapid turnover in many sectors, they are still clearly focused on
“old economy” industries. This is not surprising given the overall pur-
pose of enterprise zones and the nature of the targeted labor pool. Nev-
ertheless, it raises concerns about the long-term industrial viability of
zones.
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EFFECTS OF THE NATIONAL ECONOMIC EXPANSION

Thus far we have presented data for the entire time period,
1989-1995. During the first of the two-year periods, 1989-1991, the
economy was sliding into recession, while the second period, 1991-
1993, saw the beginnings of recovery, which then continued throughout
the rest of the decade. Figure 6.1 displays the rates of growth and de-
cline, and the percentage of establishments expanding and contracting,
for each of the three periods. (See Appendix Table F.5 for the actual
numbers, by employment-size class.) In terms of births and deaths, the
three periods are very similar. However, the middle period, when the
economy was moving out of a recession, showed much higher numbers
moving both into and out of zones than the period before or after, and
this was true for all establishment sizes.

The most striking trend evident in Figure 6.1 is that the percent of
establishments that remained in the zone and expanded increased with
each two-year period, while the percent that remained but reduced em-
ployment declined. Expansion rates exceeded contraction rates by a
wide margin in the most recent period, and this was especially true for
the two smaller-size classes (see Appendix Table F.5). It is quite possi-
ble that in the 1993-1995 period there was net employment growth in
existing establishments in these zones sufficient to offset, or more than
offset, the job losses due to exits exceeding entries. If these most recent
trends continued through the economic expansion of the latter 1990s,
the overall job base in these zones could have been restored to the lev-
el that obtained in 1989, prior to the recession. This is purely specula-
tive, of course, but the data suggest that such a result is plausible.

CONCLUSIONS

Enterprise zones do not appear to be the stagnant backwaters of the
economy, as often assumed. They contain a surprising amount of di-
versity, in terms of manufacturing sectors with a presence in the zones,
and a surprising amount of movement of establishments into and out of
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the zones. The average zone among the 64 we studied started out with
about 111 manufacturing establishments distributed across 6 or 7 sec-
tors in 1989, and in the ensuing six years experienced an influx of about
11 manufacturing establishments each year through births or migra-
tions from elsewhere. But the average zone also lost about 12.4 estab-
lishments each year, and thus was left with a net decline in manufactur-
ing establishments, though at a rate of only about 1.2 percent per year.
The gross rates of growth are significant for the estimation of fiscal ef-
fects, for it is the influx of new establishments, not the net change, that
drives incentive expenditure, at least to the extent that new establish-
ments require investments in facilities and equipment.

The economic performance of enterprise zones must be placed
against the backdrop of the larger economy, of course. When compared
with the remaining portions of the 13 states of which our 64 sample
zones are a part, the zones did indeed perform more poorly than those
states, as one would expect. The six-year period 1989-1995 saw rela-
tive stability in the manufacturing sector in the 13 states we examined,
with small rates of establishment growth in some sectors offset by
small rates of decline in other sectors. Manufacturing establishment
numbers declined more rapidly within the zones than within the states
in almost all sectors, the notable exception being transportation equip-
ment.

We assessed the zones’ comparative advantage or disadvantage for
types of manufacturing. We compared sectors in which zones did rela-
tively better than the states (six sectors that accounted for 96 percent of
the state decline, but only 53 percent of the zone decline), and sectors in
which zones did relatively worse (accounting for 43 percent of zone de-
cline, but actually increasing for the states). There was no clear differ-
ence between the two groups of firms in terms of national average
wages paid in those sectors. But zones appeared to have a pronounced
disadvantage in attracting and retaining the more capital-intensive sec-
tors of manufacturing. This is at least consistent with the nature of in-
centives in zones: they are more likely to favor labor than are other
nontargeted incentives. Still, we would be surprised if incentives had
much to do with the apparent zone comparative advantage in more la-
bor-intensive sectors. Slack labor markets are a more plausible expla-
nation, given the very meager value of labor incentives in terms of their
wage equivalent (see Chapter 3) and given the very limited ability of
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labor incentives to reduce wage costs at the margin (see Chapter 4). It
is also clear that manufacturing in enterprise zones remains concentrat-
ed in “old economy” sectors.

When trends were examined over time, there was a pronounced im-
provement in the manufacturing sector as the economy pulled out of
the recession of the early 1990s. In particular, the number of firms ex-
panding employment greatly exceeded the number contracting employ-
ment in the third period, 1993-1995, when the expansion was really
getting underway. The likelihood is that this continued in the latter
1990s.

What the essentially descriptive analysis of this chapter leaves out
is the “causal” connection between enterprise zones and growth. While
we know that enterprise zones saw considerable establishment turnover
during the first half of the 1990s, and that enterprise zones performed
more poorly than their containing states during that period, we still do
not know whether the incentives offered in zones have had any impact
on economic growth in those zones. It is to this issue that we now turn.

Notes

1. We looked at 16 of the 20 two-digit industries, omitting those in which significant
geographic mobility was clearly lacking, such as petroleum refining. See Appen-
dix A (especially Table A.1) for a description of the sectors.

2. It should be noted that the employment-size class of firms is based on the number
of employees in March of the first year of the period, with the exception of births
(establishments that did not exist in the first year). Thus a death or exit of a plant
in the largest-size class means that, for example, an establishment that had over
100 employees in March 1989 and then died or moved out of the zone in 1990 or
1991 will be recorded as the loss of a large firm in our database. We do not know
how many employees it had when it actually closed or moved, and it may well
have shrunk between March 1989 and the date of closing to the point that it was a
small firm when it finally closed. Nonetheless, we show it as the loss of a large
firm, which appropriately reflects the significance of the job loss for that period of
time; showing it as the loss of a small firm would not do so.

3. Move-in and move-out rates at the state level are not shown because the SSEL data
are at the ZIP code level, so that a plant that moves from one ZIP to another within
the same state is nonetheless recorded as a move in and as a move out for that state.
Thus the state move-in rates overstate the actual extent of moving into the state,
and the state move-out rates overstate the extent of plants moving out of the state.
The data do not identify the origin ZIP code for a move in or the destination ZIP
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code for a move out, so it is not possible to determine the extent of within-state
moves. We assume that this problem is minimal at the zone level, since the typical
zone will involve a very small number of ZIP codes.

We cannot use the data showing moves in or moves out at the state level because
(as noted in the prior footnote) the data do not allow us to distinguish a move from
one ZIP to another within the state from a move into the state. However, we can
combine the two figures to arrive at net moves in or out, since moves within the
state will cancel out and we will have an accurate net outflow or inflow. Thus the
net-change figures for the states and the zones are comparable.
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Enterprise Zones, Incentives, and
Local Economic Growth

In the previous chapter we looked at broad growth trends in enter-
prise zones. In this chapter we try to answer a more specific question:
Can enterprise zones reasonably be expected to generate local econom-
ic growth? Our intention then is to draw some broader conclusions
about the overall effectiveness of enterprise zone policy. The first part of
this chapter discusses some of the broader issues relating to the model-
ing of taxes and growth and reviews the results of previous econometric
studies of the effects of taxes in general, and enterprise zones in particu-
lar, on growth. In the second section, we review some of the technical
issues involved in building an econometric model; this is followed by a
description of how we dealt with the major methodological issues in
constructing our own series of statistical models of taxes and growth. In
the final section, we provide our econometric results, based on two sep-
arate analyses. The first relies on our sample of 65 enterprise zones in 13
states. The second is a more spatially focused analysis of 104 enterprise
zone and non-enterprise zone communities in Ohio.

Before proceeding any further it is worth reiterating two points.
First, from the national perspective, it is unclear whether incentives, in-
cluding enterprise zone incentives, actually result in—or cause—en-
tirely new growth, rather than merely shifting investment spatially. In
this chapter, growth means growth in the particular localities in our
study; we do not prejudge the wider question of the effect of incentives
on net growth for the nation as a whole. Second, to the extent that they
are not capitalized in land prices, enterprise zone incentives reduce the
costs associated with a new business investment and thus increase the
income derived from that investment. As we argued in Chapter 2 (see
note 22), it is most unlikely that incentives are fully capitalized. Later,
in Chapter 3, we provided estimates of the income advantage afforded
by an enterprise zone location and the savings from enterprise zone in-
centives compared to another important location cost—wages. We
found that enterprise zone incentives were fairly small when translated
into wage equivalents—so small, in fact, that even quite limited local

157
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variation in wage rates could easily wipe out the business income ad-
vantages conferred by incentives. Thus our non-econometric evidence
suggests that it is likely that zone incentives influence business location
and investment decisions only in exceptional circumstances.

When we began writing this book, we had expected to find confir-
mation, at the enterprise zone level, of what has become the current
consensus in the taxes and growth literature—that taxes and tax incen-
tives have positive, but modest, effects on local growth. Our results do
not confirm this position. Indeed, both our national and Ohio models
show that enterprise zone incentives have no appreciable impact on lo-
cal establishment growth. Given one of the important (non-economet-
ric) findings of Chapter 3 (that the local benefits of incentives could be
easily wiped out by local differentials in labor costs), and given the re-
cent econometric literature on enterprise zones (more than half of
which suggests that enterprise zone incentives have little impact on lo-
cal growth), our results should not be surprising. Nevertheless, we feel
it incumbent on us to say that since the extant literature on enterprise
zone incentives and growth is still small, it would be foolish to claim
that the models we present in this chapter are the final word on the rela-
tionship between enterprise zone incentives and local economic activi-
ty. They are not.

MODELS OF TAXES AND GROWTH—
BACKGROUND ISSUES

At heart, the relationship between enterprise zones and economic
growth is merely a part of a much broader, well-studied problem: the
relationship between state and local taxes—including tax incentives—
and economic growth. We will begin our discussion of modeling by
looking at how researchers have approached the broader issue and only
then move on to the particular case of enterprise zones.

Econometric Models and Alternative Approaches

While politicians and a few policy analysts have been happy to
view the relationship between taxes and growth quite simplistically—
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seeing whether low-tax states have high levels of growth—maost aca-
demics looking at this issue have employed various econometric mod-
eling methods. The reason the econometric approach dominates aca-
demic work on the connection between state and local taxes and growth
is probably partly institutional—applied economists dominate the
field—and partly substantive. Given that so many factors could cause
local economic growth, attempting to identify the impact of any single
factor raises the old counterfactual issue: “Was growth a function of
this particular factor x or some other less visible factor y?” In principle,
the statistical techniques on which econometric models are based allow
the researcher to hold constant other important factors and thus to be
able to focus on particular important policy factors, one at a time.

Consider this example. Some high business tax states—for in-
stance, California—have, at times, experienced long periods of growth.
Correlating growth and taxes in such states would lead to the conclu-
sion that high taxes cause high growth and, presumably, low business
taxes cause low growth. This conclusion is almost certainly wrong be-
cause it fails to account for the other factors causing growth, including
high population growth, defense spending, high levels of entrepreneuri-
alism in some fast-growing industries, and so on. In order to see the
“true” relationship between state and local business taxes and Califor-
nia’s economic growth, we have to be able to control for these other
factors. Indeed, the central difficulty encountered by econometric re-
searchers in the area of taxes and growth is how best empirically to ac-
count for—or model—these other factors.

In order to better understand the usefulness of econometric models
in the study of taxes and growth, it would be helpful to consider the
problems associated with alternative non-econometric approaches to
this issue. Four broad categories of alterative approaches can be iden-
tified: 1) surveys of business opinion on taxes; 2) case studies of the
impact of particular taxes and incentives on growth; 3) general equilib-
rium models; and 4) hypothetical firm models.> Business surveys have
a number of well-documented problems: response rates tend to be very
low; those not directly involved in new investment or relocation deci-
sions may be the ones to fill out the survey instrument, significantly dis-
torting results; respondents have an incentive to lie about the impor-
tance of taxes (and incentives) in their decision-making process since
business executives have a material interest in lower taxes. Moreover,
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it is difficult to know what the ranking of different factors—which most
surveys require of respondents—may actually mean in practice. The
problems here are both behavioral—how well such things are remem-
bered—and theoretical—to what common denominator are, say, envi-
ronmental rules, tax regimes, community support for business, and so
on, to be reduced? The net result of these problems is that it is ex-
tremely difficult to use the survey method to resolve what we have
called the “counterfactual problem”—measuring factors one at a time,
each time holding all other factors constant.

The ultimate problem with the case-study method is much the
same. Work in this tradition—and a large amount of work on enterprise
zones has been in this tradition>—takes a region to which some tax and
incentive policy measure has been applied and then compares growth
levels before and after the application. The obvious problem is that if,
say, Los Angeles were doing poorly in 1990 and well in 1999, and there
had been some lessening of the business tax burden in the intervening
years, jumping to the conclusion that the tax change caused renewed
growth would be premature, possibly entirely false. As we indicated
earlier, other factors may have caused that growth. Indeed, in the case
of California, it is clear that other factors were the important ones.

In better examples of the case-study method, some attempt is made
to control for the counterfactual problem. For instance, the basic case-
study technique may be combined with a survey attempting to deter-
mine how many firms actually responded to a change in tax regime
(see, for instance, Rubin 1991). Or shift-share techniques are used to
try to eliminate, or hold constant, growth caused by other factors and
thus identify “unusual,” “unexpected,” local growth (see, for instance,
Rubin and Wilder 1989). However, the shift-share method is, for this
purpose anyway, crude. The so-called differential-shift (or regional-
shift) term—the term that measures the level of “unusual” growth—
then accounts for all other local factors, only one of which is the change
in taxes.® Thus the term contains too much to be used as a control for
all other causal factors.*

While there appears to be agreement that the relationship between
state and local taxes and growth would best be examined in the broader
framework of some general (and spatial) equilibrium model, since this
would allow a much more comprehensive coverage of the forces inter-
acting with the local economy, the practical and empirical difficulties
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associated with doing this have discouraged much use of the method
(Morgan, Mutti, and Partridge 1989; Isard et al. 1998). Certainly, no
applications of this technique to American enterprise zones exist,
though we expect this situation to change over the next few years.

The final non-econometric approach to studying the relation be-
tween taxes and growth—one that we and a few others have adopted—
is to attack the problem from an entirely different angle: to measure
what a particular tax or incentive does for a particular firm’s income.
For instance, one could measure the extent to which an investment tax
credit raises an investment’s internal rate of return as we do in Chapter
3. The counterfactual problem can then be resolved two different ways.
First, tax costs can be compared to precise estimates of other important,
spatially variant factor costs borne by the firm. We have tried to do this
in some previous work as well as in Chapter 3 of this book: compare
tax costs to labor costs.® Although this method has much to recom-
mend it, a number of problems exist. While there is no theoretical rea-
son why other nonlabor costs could not be compared to tax costs, in
practice they have not been. Indeed, the practical difficulties here are
large, so large we are not sure that this is an entirely viable strategy.
Moreover, this method suffers from a problem latent in the other meth-
ods, but most clearly visible here. Taxes are paid in return for state and
local government goods and services. There is no control for the worth
of these goods and services to individual firms. One could imagine cre-
ating a model that contained such a control, but again the practical dif-
ficulties are enormous.

It is hard to know how important the public service problem is.
There is some evidence that firms massively overpay state and local
taxes compared to the benefits they receive from government (Oakland
and Testa 1996). If this is indeed true then there is less damage to be
done by merely focusing on the tax end. It is also likely that in making
new investment and location decisions, business—after assembling a
set of locations that meets its most important locational needs—re-
sponds more to the current state and local tax regime than to expecta-
tions of state- and city-produced goods and services.®

Probably the best way of dealing with the counterfactual problem is
to put the tax results of a hypothetical firm model into the right-hand
side of an econometric model of taxes and growth. The additional fac-
tors that need controlling may then be represented by other right-hand
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side variables: labor costs (productivity-adjusted), access to markets,
the quality of government goods and services, and so on. A few re-
searchers have adopted just such a strategy (Steinnes 1984; L. Papke
1987; Tannenwald and Kendrick 1995; Tannenwald 1996), as indeed
we do later in this chapter.

The Contradictory Findings of Econometric Studies

Early surveys of the literature suggested that, at best, state and local
taxes have only a minor influence on business location decisions (Due
1961; Oakland 1978). Various reasons continue to be given for this
seemingly counterintuitive proposition, but the most persuasive are:

o State and local taxes account for such a small share of spatially
variable business costs that their influence is swamped by other
larger costs, such as labor and transportation.

o Federal taxes massively reduce the actual variability of state and
local taxes.

o State and local tax differences reflect differences in the quality
and quantity of state and local government services.

More recent reviews of the literature tend to be increasingly positive on
the impacts of state and local taxes on location decisions and growth.
Newman and Sullivan’s (1988) influential review, which paid special
attention to issues of model specification, concludes: “The most recent
studies, employing more detailed data sets and more refined economet-
ric techniques, have generated results which cast some doubt on the re-
ceived conclusion that tax effects are generally negligible” (Newman
and Sullivan 1988, p. 232). Then in 1991, Bartik published a most
comprehensive review of the post-1979 literature and concluded that
there was growing consensus that state and local taxes have a small but
significant influence on location decisions. Moreover, Bartik was pre-
pared to say what that consensus was. Averaging the results of a very
large number of studies:

The long-run elasticity of business activity with respect to state
and local taxes appears to lie in the range of 0.1 to —0.6 for inter-
metropolitan or interstate business location decisions, and 1.0 to
-3.0 for intrametropolitan business location decisions. That is, if a
small suburban jurisdiction within a metropolitan area raises its
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taxes 10 percent, it can expect in the long run a reduction in its
business activity from 10 to 30 percent. If an entire metropolitan
area or state raises its taxes by 10 percent, the estimated long-run
effect would be a reduction of business activity between 1 percent
and 6 percent. (Bartik 1991, p. 43)

The reasons for the development of a research consensus on a link
between taxes and growth have got to do with technical improvements
in the literature—a point Newman and Sullivan (1988) also made—and
with the increasing homogenization of other spatially variable factor
costs across the U.S. Wasylenko’s (1997) more recent review for the
Boston Federal Reserve generally supports Bartik’s claims although
Wasylenko cautions that the results appear to be dependent on the data
sets used, time periods covered and the variables included in the esti-
mating equations. In a review of the literature on the effect of non-tax
incentives on growth, also for the Boston Federal Reserve, we argue
that while the research uniformly shows a statistically and substantive-
ly significant link between non-tax incentives and growth, these results
may be entirely spurious given that they are all dependent on fairly du-
bious data sets (Fisher and Peters 1997a).

Other respected researchers in the field remain unconvinced by the
“consensus position” and the matter remains anything but settled
(McGuire 1992, 1997; Netzer 1997). Crucial issues are the variability
of elasticity estimates, findings with regard to specific tax incentives
appearing to contradict those for general taxes, and skepticism that the
tax models capture the way firms make investment and location deci-
sions (see also Ady 1997). Certainly, the best and most numerous stud-
ies are at the interstate and intermetropolitan level, but even here the
elasticities (the actual measure of the effect of taxes on growth) are not
large. On the other hand, the intrametropolitan studies are very few in
number, and the results are all over the landscape. Frankly we are
skeptical that a 33 percent business tax cut would induce a 100 percent
increase in business activity, which Bartik claims is a credible upper
limit on the effect.

The econometric literature that focuses on taxes and incentives in
enterprise zones, as opposed to the effects of taxes generally, is small.
As with the survey method, some of the early statistical work focused
on issues of correct zone management where the relationship between
enterprise zones and growth is only implicit. Elling and Sheldon
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(1991), for instance, developed models looking at enterprise zone suc-
cess—the number of firms qualifying for zone benefits by investing in
the zone—in four states: Illinois, Indiana, Kentucky, and Ohio. They
found enterprise zones to have been largely ineffective, and argue that
“business cost-reduction tools”—in other words, tax incentives—were
of little consequences to zone success because “they are so widely
available and, hence, do little to differentiate a zone from any other lo-
cation in the eyes of relocating firms” (Elling and Sheldon 1991, p.
151).” The most successful zones they found were where what they
call a “pure” zone strategy—tax incentives—had been complemented
by more traditional economic development support (technical assis-
tance, location and site analysis, and so on). Insofar as they reflect on
the relationship between enterprise zones and growth, Elling and Shel-
don’s conclusions are open to question. Their measures of taxes and in-
centives (as well as regulatory relief) are by current standards poor in-
deed, and their models—Ieaving out, as they do, almost all traditional
location factors—suggest mis-specification for our purposes.

Erickson and Friedman (1990a) were the first to address the enter-
prise zone-growth issue directly.® They looked at two measures of zone
success: first, jobs created or saved by firms investing in the zones after
designation; and second, the number of firms investing in the zone af-
ter designation. Exogenous variables included 1) a number of policy
variables meant to define how zones were administered, 2) a crude in-
centive variable—the number of verified incentives offered by the
state, 3) a set of welfare variables reflecting zone designation and in-
centive criteria, but usefully also measuring the economic distress of
zone residents, and 4) various control variables (population and area of
the zone, and employment change in the surrounding MSA or county).
In both the establishments and the jobs equations, the incentive vari-
able was statistically significant and very positive. These conclusions
are clearly at odds with Elling and Sheldon’s and suggest that incen-
tives offered in enterprise zones do generate local growth. Unfortu-
nately, it would be unwise to put too much store by these results. Be-
sides the problems associated with the way the incentive variable was
measured, the jobs and establishments figures come from the reports of
zone managers. There is every reason to believe that such a data set is
highly unreliable.

As we indicated in Chapter 2, Leslie Papke (1994) has done some
of the most convincing and sophisticated work in this area. She ana-
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lyzed the Indiana enterprise zone program. Her research is notable for
the geographical spatial scale of the data, the care taken in model build-
ing, and the incentive and “growth” variables analyzed—changes in the
levels of machinery and equipment and inventories investment, and un-
employment claims. The first two variables were defined at the Indiana
taxing-district level and unemployment by claims made to local unem-
ployment claims offices. Although there are serious questions about
the reliability of her three outcomes data sets, her work represents one
the best attempts to separate out the enterprise zone from its surround-
ing communities. Papke then estimates a number of different specifica-
tions of her model (all of which include jurisdictional fixed effects).

Papke’s most consistent findings are that zone designation leads to
1) a decline in machinery and equipment, 2) an increase in inventories,
and 3) a decrease in unemployment claims of about 19 percent in the
year after designation. Papke (1994, pp. 43-44) notes that since the
most valuable Indiana incentive applies to the stock of inventory
(which is otherwise subject to high Indiana property-tax rates), the first
two findings may represent a shift “in the composition of assets from
depreciable property toward inventories.” The third finding suggests
very substantial employment effects. Related work by Papke (1993) on
the census blocks composing the Indiana zones appears to validate her
econometric results—for instance, unemployment fell more in zones
than non-zones—although the “zone effects estimated with the census
data [were] weaker than those estimated econometrically” (L. Papke
1993, p. 60).

However, more recent studies, done with as much care as Papke’s,
do not support her conclusions. Boarnet and Bogart (1996), using
methods similar to Papke’s, found no evidence that the New Jersey en-
terprise zone program resulted in increased economic activity. Admit-
tedly, Boarnet and Bogart caution that the Indiana and New Jersey pro-
grams are very different and the differences in findings could reflect
this fact. However, Greenbaum (1998), in a very well-designed study,
examined the impact of state enterprise zones on both business and
housing market outcomes in six major states. The analysis was under-
taken at the ZIP-code level, in part using the same SSEL data source
(though not the same data) that we used in the previous chapter and use
again in this one. He found that while enterprise zones may create new
business activity, these gains tend to be offset by shrinking business es-
tablishments in zones. The result is that overall zones have little impact
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on business outcomes. He finds also that zones have no impact on
overall employment growth (but some impact on employment growth
among new establishments).

Most recently, Bondonio and Engberg (2000) found that, as predic-
tors of growth, neither the monetary value of enterprise zone incentives
offered nor the particular features of enterprise zone programs mattered
very much. This is confirmed by Greenbaum and Engberg (2000), who
found that enterprise zones have little positive impact on housing mar-
ket, income, or employment outcomes. Thus the majority of the recent
literature comes down on the side of enterprise zones having little or no
impact on growth.

The variation in the conclusions among these studies may have
many causes. The differences may reflect divergence in effectiveness
across states. As likely is that the variation reflects the difficulties of
measurement, the discussion of which will occupy much of this chap-
ter. There are no perfect data sets, and there is continuing debate on ap-
propriate methodology. Nevertheless, the important point here is that
the variation in conclusions suggests policy caution.

BUILDING ECONOMETRIC MODELS
OF TAXES AND GROWTH

It should be clear by now that econometric studies of taxes and
growth are controversial and that the results of these studies are not in
agreement. Leaving aside the broader issue of the appropriateness of
the methodology, there are a number of complex technical issues which
each econometric study of this question must successfully address. It is
to these technical issues that we now turn.

Broader Methodological Issues

As supporters of the survey technique like to point out, business lo-
cation decisions are complex (Calzonetti and Walker 1991). For in-
stance, it is now well understood that a firm’s location decision will ac-
tually encompass a sequential set of decisions at increasingly refined
geographical scales. A firm may, for instance, first focus on a region of
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the country with particularly good access to markets, energy costs and
so on; then may choose a subregion on the basis of a set of other vari-
ables, such as labor costs, unionization, and possibly state taxation;
then narrow the location decision down to the metropolitan level (pos-
sibly focusing on highway access), then the city level (possibly looking
at local taxes among other things), and then within a set of cities, vari-
ous actual sites.’ This poses two major problems for typical economet-
ric models. 1) There are a vast number of potential costs that firms may
respond to; how a particular firm responds to a particular cost is likely
to depend on that firm’s particular factor composition. 2) The sequen-
tial decision-making process may mean, for instance, that a state with
very low taxes is excluded from the selection process because it did not
make the first “regional” cut. Some researchers do not believe it is cur-
rently possible to capture these complexities in econometric equations.

Likewise, while most econometric models try to explain aggregate
economic activity in an area—such as net changes in employment,
state product, and so on—the estimating equations tend to focus on
only one aspect of aggregate local growth—the location of new branch
plants.® But aggregate local growth is made up of a number of busi-
ness decisions apart from the location of new branch plants—plant ex-
pansions, contractions, closings, and restructuring and small business
start-up decisions. Each of these components of aggregate economic
change will have its own, partially unique, set of determinants.

Finally there is the concern that many of the key factors influencing
either aggregate local growth or the location of new branch plants may
not be amenable to empirical measurement. Public services, wages,
taxes, and state and local regulation of business are typical examples.
Although the federal government publishes a number of different wage
data series, the econometric problem is that, in the best of worlds,
wages would need to be adjusted for productivity and possibly the cost
of supplying certain mandated benefits, such as unemployment insur-
ance.™™ With regard to public services, we need to measure outputs: the
quality and quantity of the services produced. Unfortunately, there are
few uncontroversial output measures, and public service inputs—the
costs of providing services—are a poor guide to outputs. Even if they
were a better guide, the quantity and quality of public goods and ser-
vices are functions not only of current spending but also of historical
spending (roads and bridges being a good example of this). With re-
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gard to taxes, one needs to be able to measure the real tax burden on
firms, and there is solid evidence that tax burdens do not correlate with
state business income tax rates or even with so-called effective tax rates
(J. Papke 1995; Fisher and Peters 1998). Finally, state and local regu-
lation of economic activity is an area only recently receiving the atten-
tion it deserves, and issues such as local land-use and zoning controls
are almost entirely absent from the econometric literature.

As the discussion in Chapter 3 indicates, we believe there are ways
of resolving the measurement of business taxes. These do require mas-
sive effort, but the result is a much more sensitive—though not per-
fect—measurement of business taxes. We believe the other difficult
factors are also amenable to comprehensive measurement, although
much of the work, particularly in the area of state and local regulation,
still needs to be done.*? We do not undertake that work in this book.

Technical Issues of Model Structure

There is broad agreement on the major technical questions that
models of taxes and growth must address. But providing convincing
answers to these issues within an empirical modeling setting is any-
thing but a simple task. Besides resolving the issues raised above,
models of state and local taxes and growth must also be able to control
for so-called fixed effects, the endogeneity of some explanatory vari-
ables, and the durability of both capital and agglomeration economies.
Simply put, in state and local taxes/growth models, fixed-effect con-
trols are designed to account statistically for the unobservable charac-
teristics of regions or states or cities, characteristics that may affect
growth but that are not captured by the other variables in the equa-
tion(s). Typically, this requires creating regional (or state or city) dum-
my variables. Failure to do this will result in omitted variable bias—es-
sentially, the impact of the omitted variables will show up in the
estimated parameters of the included explanatory variables.

The relationship between the dependent variable (some measure of
growth) and the explanatory variables is often causally complex. For
instance, all else being equal, lower wages in an area would tend to in-
crease the growth in that area. But higher growth would tend to in-
crease the demand for labor and thus wages would increase, and so on.
Other explanatory variables found in taxes/growth models, particularly
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policy variables, often cause the same problem. In particular, low tax-
es may induce growth, but growth in the industrial tax base may in turn
permit reductions in the property-tax rate. The problem—endogene-
ity—is that the explanatory variables are having causal effects on the
dependent variable, and vice versa. It can be shown that failure to deal
with this problem will result in both biased and inconsistent parameter
estimates. In the case of the effect of taxes on growth, there will be a
tendency to exaggerate the negative impact on growth. One possible
solution to this problem is to find instrumental variables that replace the
offending endogenous variables in the estimating equations.

Also, an area’s economic climate today will tend to be correlated
with its climate yesterday, or a year ago, or two years ago. The reason
for this is that both capital and agglomeration economies are durable.
Thus a good part of the explanation of why city x is growing during pe-
riod t is its growth in period t-1. Typically, some lagged measure of
economic growth is used to control for this problem.

Special Modeling Problems Posed by Enterprise Zones

Over and above the technical issues just described, constructing a
rigorous model of taxes and growth at the level of the enterprise zone
poses serious empirical problems. Enterprise zones are usually sub-
county, subcity regions. They tend not to be coterminous with tracts or
sets of tracts (although they are almost always coterminous with sets of
blocks). Most economic data are published at the county level, and
even at this level, the requirements of privacy mean that in many small-
er- and medium-sized counties, much data cannot be made public.
Some economic data are indeed published at the ZIP-code level (Coun-
ty Business Patterns, for instance), but here the issues of privacy are
that much worse, with much less useful data resulting. Moreover, from
research and policy points of view, enterprise zones exist both in cities
and in contradistinction to those cities. In the best of worlds the re-
searcher would want to be able to compare the economic performance
of the enterprise zone with the city in which it exists. But many of the
factors that are commonly used to explain business location decisions
are impossible or difficult to measure at the subcounty or subplace lev-
el. The fixed-effects estimation method can be very useful here since
any characteristic of an enterprise zone that is constant over the period
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of the analysis—Ilocal infrastructure, labor, distance to markets, and so
on—is controlled for by the individual enterprise zone effects. Unfor-
tunately, where the fixed-effect controls used are regional, as they are in
the analyses presented later in this chapter (for the national analysis,
they are state specific), this is not possible.

Labor market data pose both theoretical and empirical difficulties.
Labor markets—and thus the productivity and cost of labor—are usu-
ally seen as being defined by Metropolitan Statistical Area (MSA)
boundaries. Indeed, MSAs are constructed, in part, out of commuting
flow data. If labor markets are, in fact, defined by MSA boundaries,
then labor (supply) differences between city and the enterprise zone
markets may be illusory. But there is evidence—admittedly limited—
from both the spatial mismatch and the gender and employment litera-
tures which suggests that for some workers, functional labor markets
are defined very narrowly and are certainly much smaller than MSAs.
For instance, in a series of studies based on Worcester, Massachusetts,
labor markets, Hanson and Pratt (1990, 1991, 1995) found that some
blue-collar employees traveled very limited distances to their work
sites; job-search behavior was consistent with this distance. Part of the
reason for this appears to be that sometimes information about work
opportunities does not flow freely; rather, it is disseminated by informal
and often restricted social networks.

Early work in the spatial mismatch paradigm suggested that close
access to buoyant job markets has important positive impacts on job-
search behavior, labor-force participation, and employment rates and
wages (Clark and Whiteman 1983).2 If this is true then it is possible
that taxes/growth models should be able to distinguish enterprise zone
labor markets from city labor markets.** And if the latter is true, then
further practical problems arise. There is little useful labor market in-
formation published at the subcounty and subplace level; furthermore,
what information there is poses the sort of geographical issues we dis-
cuss in Appendix E (for instance, although there are ZIP-code region
labor force data,*® ZIP-code regions are not coterminous with enter-
prise zones).

Other right-hand-side factors bring further problems. Given the
original intent of enterprise zones, one would expect them to be in old-
er, inner-city areas. One would expect such areas to be more likely to
have older, more decrepit infrastructure, older factories, and so on
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(Dabney 1991). Thus enterprise zones should tend to be at some disad-
vantage compared to newer suburban industrial areas. If one is to mea-
sure the effect that particular enterprise zone tax credits have on local
growth, then one must be able to control for the quality and quantity of
enterprise zone infrastructure, or more generally, the quality and quan-
tity of enterprise zone public services. The problem is that even outside
of enterprise zones, there is no entirely acceptable way of measuring
the quality and quantity of local or even regional infrastructure. In-
deed, there were a number of research projects during the 1990s devot-
ed entirely to this issue.’® In subplace regions, such as enterprise zones,
where records are seldom kept, the situation is that much worse.

Another important factor is access to markets. In many standard
taxes/growth models this is reduced to differences in transportation
costs incurred at various sites. Again, if the issue is the difference be-
tween the enterprise zone and the city, then the question is to what
extent the transportation costs in the enterprise zone are higher than in
the rest of the city. In an ideal world one would measure the average
transportation cost to each major (or possibly every) market, using a
geographic information system that would have the entire U.S. road
network programmed into it. The true cost differential between trans-
porting a good from site A in city x to its various markets and transport-
ing the good from enterprise zone site B in city x could then be calcu-
lated. But this has never been done in the context of econometric
models of growth and taxes. Our market information is too poor and
the computerized network models too underdeveloped.

Given these problems, it is common to approach the transportation-
cost issue in a considerably cruder manner. For instance, how far from a
highway on-ramp is the enterprise zone compared to non-enterprise
zone industrial sites in the city? In early versions of the research we un-
dertook for this book, in fact, we used precisely such a measure. The
problem is that even a cursory look at the road networks of most cities
indicates that in medium-sized and larger cities access to the single clos-
est on-ramp massively distorts real-world transportation choices. Italso
results in some serious anomalies. One Ohio enterprise zone we include
in our intraregional model had fairly good access to a four-lane highway
on-ramp, but this highway peters out before connecting to any other
four-lane highway. So the question cannot be: Does the enterprise zone
have better access to an on-ramp? Rather, it should be: Does the enter-
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prise zone provide better or worse access to the wider transportation in-
frastructure available? The latter question is not easily answered. One
further point here. For factories that transport their goods far or trans-
port their goods in the snowy North where there is considerable variabil-
ity in road speeds and thus transportation time, a mean five- or ten-
minute disadvantage getting onto the highway system may have a
marginal or non-existent impact on final business location choices.

Similar sorts of problems obtain for the other factors that are some-
times included in tax and growth models. The upshot is that while
there are difficult statistical issues that need to be dealt with, there are
also a range of more mundane empirical issues that hamper our ability
to build such models.

THE STRUCTURE OF OUR MODEL

The SSEL Data and Constraints on Spatial
and Temporal Comparisons

The SSEL data that are used to create the dependent variables in
our econometric models of growth, while having a number of impor-
tant advantages over other data sets, impose a certain structure on our
models. The data are at the ZIP-code-region level—they are not for in-
dividual firms. Thus, we are unable to model the location decisions of
individual firms with the result that our analysis takes a fairly tradition-
al regional cross-section form. The data are organized into three peri-
ods: 1989-1991, 1991-1993, and 1993-1995. At the time we request-
ed special census runs from the Bureau of the Census, 1989 was the
first year for which linked, longitudinal SSEL data were available,
while 1995 was the last year that would be available in time for com-
pletion of this research project. Therefore, historical models, with ar-
eas that were not enterprise zones becoming enterprise zones during
one of the three periods, were impossible to construct for the national
sample (although this was possible for our Ohio sample).

Our national model compares 65 enterprise zones in 13 states to
each other, not to the cities in which they exist. Each data point is an
enterprise zone. The model is intended to answer the question: Do
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zones with greater tax advantages experience more rapid growth in
manufacturing establishments than zones with relatively disadvanta-
geous tax and incentive regimes? Such a model does not allow us to
say whether designation of a zone generates growth apart from the in-
centives offered in the zone. We look at the effect of enterprise zone in-
centives on growth, but not at the effect of enterprise zone designation
(or the effects of other local development activities that may go on
within zones).

Two methodological questions arise. First, regression analysis re-
quires that the sample universe be “real.” Do enterprise zones repre-
sent such a universe, or are they so varied across states that they should
not be classed as a single policy tool? If we were considering all U.S.
state-level enterprise zones, this problem would indeed pose serious
obstacles to our research. We have chosen states, however, with pro-
grams that accord as a whole with the traditional zone approach, espe-
cially the focus on geographic targeting (we exclude states in which
zones are little more than delivery mechanisms for standard state eco-
nomic development policy). For instance, we have not included
Louisiana with its thousands of zones since these clearly represent an
entirely different sort of policy beast. We have included Ohio—which
has a large number of nontargeted zones—»but for our national model
we include only those Ohio enterprise zones that qualify under eco-
nomic distress criteria and thus are the recipients of special targeted in-
centives. Moreover, the whole point of the TAIM® model is to reduce
various sorts of incentives to a common denominator, one that is both
theoretically sound and methodologically feasible: the impact of incen-
tives on business income. Thus we believe we do have a coherent uni-
verse for our regressions.

Second, since we do not have control groups in our national models
(areas that are not zones or were not zones for some of the time during
the analysis period that we compare our sample to), are we not just do-
ing a traditional cross-sectional tax model, but with even less variation
in the tax variable than traditional tax models? Essentially, there are
four related criticisms here:

e Our models are not really enterprise zone models, but merely
traditional cross-sectional tax models of the sort commonly
found in the taxes/growth literature.
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e There is likely to be less variation in effective tax rates among
enterprise zones than among states or cities.

e Our models lack a spatial control group—areas that we compare
our enterprise zones to.

e Our models lack an historical control group—we do not com-
pare zone performance after designation to performance prior to
designation.

With regard to the first two criticisms, while it is true that our na-
tional models do not measure zone effects per se—but the effects of
variation in zone incentive levels—this is still an interesting and impor-
tant issue. This is so because the broad tax effects on growth that have
been found throughout the United States do not necessarily apply to en-
terprise zones. The major reason for this is that the “locational nega-
tives” of zones may effectively neutralize zone incentives. Zone incen-
tives may very well have effects different from those predicted by
broader tax models. Moreover, contrary to the claims of Eisinger
(1988) and others, incentives do not work to mitigate spatial variation
in basic tax structure across states and cities, but rather to exaggerate
the variation (Fisher and Peters 1998).

With regard to the criticism that we lack a spatial control group,
there is reason to be skeptical about econometric attempts to compare
zones to non-zones. In the states we analyze, enterprise zones have
been selected for a range of specific policy reasons. They are not ran-
dom policy experiments. Thus a case could be made that no true com-
parison regions exist. If this is correct then direct comparison of zones
and non-zones may result in selection bias. Moreover, generating con-
trols would have been a massive task. In all but a few cases, zones are
shaped perversely; given the shape of ZIP-code regions, coherent
zone/non-zone regions are close to impossible to construct.!” Note,
however, that in our Ohio models we do have both zone and non-zone
communities in our sample. In this case the comparison is appropriate
since the Ohio models are not restricted (and could not be restricted) to
targeted zones.

With regard to lack of historical controls and the failure to look at
the differences in enterprise zone areas prior to and after designation,
two further points need be made. Generating historical controls (say,
pre- and post-designation) was impossible for the national sample, giv-
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en the SSEL data we used. This data set has other attributes that make
it particularly useful in evaluating the performance of zones (for in-
stance, completeness even when sectorally disaggregated). Further-
more, over anything but the shortest term, we doubt that firms respond
merely to zone designation. Rather, they respond to the benefits that
designation brings, that is, zone incentives. Thus, focusing on incen-
tives is at least as methodologically appropriate as comparing zones to
non-zones.

An important concern, however, is that it is possible that enterprise
zones may be more than the incentives offered and that firms do react to
“mere” designation. Some studies of enterprise zone effects have
found that designation is more important than the incentives offered
(U.S. Department of Housing and Urban Development (HUD) 1986).
In a survey of the recent literature, Wilder and Rubin (1996, p. 481)
wrote:

Virtually every study has found that employment and investment
activity increased in most zones after program implementation.
However, there was seldom a simple or direct relationship be-
tween the new economic activity and the development incentives.
Some studies found that many qualified zone firms had not taken
advantage of incentives, yet had engaged in new or expanded ac-
tivity. This outcome . .. reflects a more indirect effect of enter-
prise zones: that is, that the business community takes the mere
existence of the zone as a signal that the city and state have made
a commitment to the zone area. That perceived commitment has a
positive influence on decisions about investment and location.

If this is true, then enterprise zone designation acts as a marketing
device (Wolkoff 1992) and plays a symbolic role serving as an indica-
tor of the local business climate and commitment by the public sector
(Wilder and Rubin 1996, p. 482). Designation indicates to business
that incentives will be offered, that land-use issues will be dealt with
more promptly, and so on. The evidence on this issue is anything but
settled. Certainly, many of the studies covered in Wilder and Rubin
(1996) did not fully separate designation from incentives—however,
many of those that did found that incentives were substantively impor-
tant, even if only at the margin of location and investment decisions.*®
And most location theory suggests that insofar as firms react to state
and local fiscal regimes, it is differences in actual tax costs that are im-
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portant. All in all, we felt concerns over the designation/incentives is-
sue need to be addressed directly. Thus we constructed a set of models
for 104 Ohio cities able to distinguish between zones and non-zones,
and including areas which became zones during one of our three time
periods. In these models, zone designation enters into the equation sep-
arately from the financial benefits of zones (taxes and tax incentives).
Of the 104 cities in our Ohio sample (drawn from cities over 15,000
population), 50 had one or more zones in 1990, 57 in 1992, and 65 in
1994. That is, 15 cities established zones between 1990 and 1994,
There were 51 zones in the 50 cities in 1990, 60 zones in 1992, and 68
zones in 1994,

Again, the Ohio analyses are conducted at the ZIP-code level and
growth data are from the SSEL. The analysis is restricted to Ohio be-
cause that is one of the few states in the nation that collects and pub-
lishes comprehensive local tax data. Also, Ohio has well over 200
zones, making this sort of analysis feasible. Note, however, that zones
are not being compared to the cities in which they exist—rather, Ohio
zone cities are being compared to non-zone cities. More often than not,
in Ohio cities with enterprise zones nearly all land zoned for industry is
contained by the zone. Many of the cities in the Ohio sample, in fact,
consist of a single ZIP-code region. For the sake of comparability we
try to keep our Ohio model as close as possible to our main model. The
Ohio models draw on a sample that covers cities without zones, cities
with targeted zones, and cities with nontargeted zones.

The Question of Panel Data

For both our national and Ohio equations we have cross-sections
(N = 65 different locations for the national model, N = 104 for the Ohio
model) and panels or time periods (t = 3). In order to improve the effi-
ciency of the parameter estimates, it is common practice to pool cross-
sections with time periods, giving nearly 189 cases for our national
sample, for instance.’® Pooling raises questions of model structure,
however. If one can be certain the regression parameters will remain
constant across cross-sections and panels, then a simple pooling of cas-
es is appropriate—this is sometimes referred to as the *“constant coef-
ficients” model (Sayrs 1989). Unfortunately, in state and local taxes/
growth models, there is seldom good reason to assume such constancy.
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One alternative is the addition of spatial and temporal fixed effects.
Earlier in this chapter, as part of a more general discussion of the struc-
ture of tax/growth models, we indicated the usefulness of geographical
fixed effects in accounting for unobserved state or local characteristics
that may affect growth. Pooled models with spatial or temporal fixed
effects are sometimes called covariance models?® and have the advan-
tage of permitting equation intercepts to vary by space and time.?* Co-
variance models have been widely utilized in the taxes/growth litera-
ture. Provided the standard assumptions about the disturbance term are
met, ordinary least squares estimates of parameters will be unbiased
and consistent but not efficient (except when t is large).

Unfortunately, covariance models also have their problems. The
addition of large numbers of dummy variables will decrease a model’s
degrees of freedom and, thus, its statistical power. One consequence of
this is that researchers often specify models that include only cross-sec-
tional fixed effects, ignoring temporal fixed effects (Isard et al. 1998,
p. 189; Pindyck and Rubinfeld 1998, p. 253). For much the same rea-
son, in the taxes/growth literature (and indeed in the following analy-
sis), regional rather than cross-sectional fixed effects are sometimes
used. Another problem is that the space and time dummy variables are
substantively meaningless.

A third alternative is a “random effects” model, or some variation
on this. In this approach, the error term of a cross-sectional panel mod-
el (i) is broken into three components: cross-sectional error (u;); time
error (vy); and a combined error component (w;;). Unlike the covariance
model, where the time and cross-section dummies represent essentially
our lack of knowledge about the impact of time and geography, in the
random effects model our lack of knowledge—the error specific to time
and cross-section—is described directly in the (first two) components
of the disturbance term. This gives rise to the central advantage the
random effects model has over the covariance model—it uses up fewer
degrees of freedom and thus is statistically more powerful. However,
the method requires that the error term components not be correlated
with the explanatory variables in the model. If that assumption is not
met, parameter estimates may be inconsistent. Generalized least
squares procedures are often used for parameter estimation, although, if
one is prepared to assume normal distribution of the error components,
the maximum likelihood method may be preferred. It should also be
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noted that there are variations on the covariance and random effects
models (see Hsiao 1986); moreover, there are a number of alternative
ways of dealing with pooled data sets, including structural equation
models (Sayrs 1989).

Although there are statistical tests comparing the power of models
using these three methods, the appropriateness of the model used will
also depend on the data at hand and the explanatory needs of the analy-
sis. For our main national model we present estimates based on the co-
variance or fixed effects model although we also ran various constant
coefficients and random effects (using maximum likelihood estimators)
models. We focus on our fixed effect results since we doubt that the
constant parameter assumption of the constant coefficient model can be
met,?? and we doubt that the error components of the random effects
model are indeed uncorrelated with the explanatory variables. Also,
the limited number of time periods suggests that without time inter-
cepts the random effects model is inappropriate. Later in this chapter
we mention certain multi-equation models used to analyze issues of po-
tential variable simultaneity. Here the use of the random effects model
is considerably more difficult to implement and does not provide pre-
ferred solutions over the simpler but more robust OLS models (Hsiao
1986; Sayrs 1989). Overall then, we believe the fixed effects models to
be our strongest.

RESULTS

Our national base model was run for all 65 enterprise zones (in 13
states) in our national data set for three time periods. The model was
run for all of manufacturing with the dependent variable the rate of
growth of new establishments in the enterprise zone—technically, the
new births and moves in expressed as a percent of the number of estab-
lishments at the beginning of the period.?® We report parameters from
the ordinary least squares fixed effects estimates. Not reported here are
the time and state®* intercepts of the fixed effects models. The Ohio
models generally mirror the national models.

Independent variables in our models fall into four groups: 1) prox-
ies for major spatially variant costs—wages, market access, electricity,
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public services, and agglomeration; 2) taxes and incentives and enter-
prise zone designation; 3) measures of the demographic characteristics
of enterprise zones—race, poverty, unemployment, and skills; and 4)
appropriate controls, including a measure of earlier growth. The main
variables used in both the national and Ohio models are summarized in
Table 7.1; note that not all variables are used in all equations. In the
Ohio models variables irrelevant at the intraregional level (for instance,
transportation costs to national markets) have been removed, and vari-
ous other controls necessary for the structure of the model have been
changed.

In the national models, each record is an enterprise zone, where an
enterprise zone is defined as a set of ZIP codes. Where possible and ap-
propriate, ZIP-code level data from the Census of Population, County
Business Patterns, and the SSEL databases were aggregated to con-
struct enterprise zone level characteristics. The aggregation was per-
formed in a Geographic Information System on the standard enterprise
zone boundary definition file, as described in Appendix E. Some data
were available only at a broader geographic scale than the ZIP or enter-
prise zone—in these cases no aggregation was necessary.

With the exception of unemployment rate, all the demographic
characteristics of enterprise zones are measured at the ZIP-code lev-
el—the percentage African American, the percentage in poverty, and
the percentage of the population with degrees. This is appropriate
since the demographic variables are meant to describe the peculiar
neighborhood characteristics of enterprise zones. On the other hand,
the major cost variables are measured at a number of different spatial
scales, the precise scale depending on the quality of the data available
and on the nature of the cost. \Wages rates are set in broader metro-
politan labor markets, not at the neighborhood level. Moreover, reli-
able wage data require going to the county or MSA scale. Public ser-
vice expenditures are set at the city level, although the neighborhoods
that comprise an enterprise zone may have previously suffered from
city service neglect. Unfortunately, more spatially disaggregated ser-
vice data are not available. Electric rates for industrial users are gen-
erally the same throughout the service territory of a given electric util-
ity; in most cases, the cities in our sample fell entirely within one
service area, so that electric rates for zones could be determined un-
ambiguously.



180 Chapter 7

Table 7.1 Variables Used in Models

AGGLOMERATION

DISTRESS

EDUCATION

ELECTRIC

GROWTH

INFRASTRUCTURE

MARKET ACCESS

POVERTY

PREVIOUS GROWTH

RACE

SERVICES

TAXNET

UNEMPLOYMENT

WAGE

MSA or county population from Census of Population,
1990.

Distress categorization for some Ohio zones.

Proportion of adult population with college degree, by
ZIP, weighted average for zone, Census of Population,
1990.

Average cost of electric power for industrial users, by city,
1990, 1992, 1994,

Births and moves in for time period t, divided by total
establishments at beginning of the time period t, by ZIP,
weighted average of enterprise zones, SSEL.

Proportion of housing built before 1939, by ZIP, weighted
average for enterprise zone, Census of Population,
1990.

Proportion within 500 miles, calculated by county,
calculated from city centroid, divided by 1,000,000.

Proportion of individuals in poverty, by ZIP, weighted
average for zone, Census of Population, 1990.

Proportion change in manufacturing employment in the
MSA for preceeding three years (1986-1989 for the
1989-1991 period, for example).

Proportion African American, by ZIP, weighted average
for zone, 1990.

Per capita city expenditure on highways, police and fire
protection, 1991-1992.

Calculated tax rate, net of incentives, by firm in sector or
weighted average of sectors for manufacturing,
calculated by TAIM® for 1990, 1992, and 1994.

Average annual unemployment rate in surrounding county
for the beginning-of-period year 1989, 1991, or 1993.

County average hourly wage for all manufacturing; 1987
used for periods 1 and 2; 1992 used for period 3. Where
no county wage data are available MSA wage is
substituted.
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Our proxy for market access is given by the population within a
day’s drive (500 miles) of the enterprise zone. By definition, agglomer-
ation economies®>—essentially, the productivity advantages that accrue
to larger places—occur at the broader MSA or county level. Our proxy
for the quality of enterprise zone infrastructure—the percent of housing
built before 1939—is measured at the ZIP-code level. This is appropri-
ate since there is evidence that the poor quality of neighborhood infra-
structure is a significant location deterrent to new investment in enter-
prise zones. Finally, our measurement of both establishment births and
moves in and effective tax rates is at the enterprise zone level.

In Table 7.2 we provide descriptive statistics for the main variables
in the national base model. For the average zone in our national sam-
ple, 23 percent of the population is African American, 19 percent are in
poverty, and 20 percent of adults have a college degree. The county or
MSA unemployment rate was around 6.5 percent and the wage rate
$11.56. The ZIPs that comprised the enterprise zones were old—close
to a third of the housing units were built before 1939. The average zone
was within a day’s drive of around 72 million Americans and was in a
metropolitan area of over 1 million people. The effective tax rate after

Table 7.2 Descriptive Statistics of Variables in National

Base Model
Variables Mean Std. dev.
AcGLoMERATION (millions) 1.44 2.05
EDUCATION 0.20 0.05
ELECTRIC 5.52 1.81
GROWTH 0.19 0.08
INFRASTRUCTURE 0.30 0.16
MARKET ACCESS 72.08 28.18
POVERTY 0.19 0.08
PREVIOUS GROWTH -0.02 0.08
RACE 0.23 0.23
SERVICES 301.37 94.10
TAXNET 0.06 0.02
UNEMPLOYMENT 6.56 2.64

WAGE 11.56 2.42
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all incentives was around 6 percent and the growth rate of establish-
ment births and moves in was around 19 percent per two-year period.
However, the metropolitan areas in which the enterprise zones existed
had seen a net decline in manufacturing employment over the three
years preceding our measurement year.

Table 7.3 summarizes the results for the main national models
while Table 7.4 provides elasticity estimates derived from these results.
crowTH (the growth rate of establishment births and moves in) was de-
pendent. We find no evidence that more generous enterprise zone in-
centives or lower net tax rates result in increased growth. Indeed, the
intercept for TaxneT (the net state-local tax rate, after incentives) consis-
tently has the wrong sign—if the taxes/growth literature is to be be-
lieved, higher taxes should result in lower growth, not higher growth.
The t value on the Taxnet parameter estimate is not statistically signifi-
cant. Moreover, the estimate is substantively unimportant. A 1 percent

Table 7.3 Results from National Base and Sectoral Models?

National base model National sectoral model

Variable Estimate t Estimate t

GrowTH, dependent

AGGLOMERATION 0.005 1.19 0.004 0.80
EDUCATION 0.344 2.92 0.342 3.09
ELECTRIC -0.001 0.14 0.008 1.49
INFRASTRUCTURE -0.232 0.48 -0.159 2.98
MARKET ACCESS 0.000 0.05 -0.008 1.32
POVERTY 0.129 1.28 0.060 0.62
PREVIOUS GROWTH 0.079 1.00 0.202 2.79
RACE -0.088 2.57 -0.038 1.00
SERVICES 0.000 0.04 0.000 1.40
TAXNET 0.277 0.76 0.213 0.82
UNEMPLOYMENT 0.006 2.37 0.000 0.00
WAGE -0.002 0.65 -0.002 0.67
n 193 605
Adj. R? 0.44 0.27

2 Fixed-effect intercepts are not reported
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Table 7.4 National Base and Sectoral Models,
Elasticity Estimates

National National
Variable base model sectoral model
AGGLOMERATION 0.03 0.03
EDUCATION 0.35 0.37
ELECTRIC -0.02 0.22
INFRASTRUCTURE -0.37 -0.27
MARKET ACCESS 0.01 -0.31
POVERTY 0.13 0.06
PREVIOUS GROWTH -0.01 -0.02
RACE -0.10 -0.05
SERVICES 0.05 -0.13
TAXNET 0.09 0.07
UNEMPLOYMENT 0.20 0.00
WAGE -0.11 -0.12

increase in taxes is likely to result in only a 9/100 percent increase in
growth. Thus, a full doubling of taxes increases growth by only 9 per-
cent. The mean two-year growth rate in our sample zones was 19 per-
cent so a 100 percent increase in taxes would increase the growth rate
(in births and moves in) from 19 percent to just under 21 percent. In
other words, in the typical zone with around 100 existing establish-
ments, a full doubling of taxes would result in an additional two new
births or moves in. A more realistic 10 percent tax change would result
in no visible net change in growth in establishments. Moreover, even a
dramatic 20 percent tax change would still be too small to alter the ex-
pected number of new business births or move-ins.

We varied the tax variable in a number of ways. In some models, a
TAIM®-derived measure of the size of tax incentives was used to re-
place TaxneT; in others, two tax variables were entered into the equation
separately: 1) a TAIM® measure of basic taxes before incentives, and
2) the value of incentives expressed as a tax rate reduction. These
changes did not alter our results: there was no indication that the size of
enterprise zone incentives alone, basic taxes alone, or incentives and
basic taxes in combination are statistically or substantively important to
the rate of births and moves in.
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In Chapter 4 (and elsewhere) we argued that taxes have important
sectoral effects. All else being equal, firms that use a greater proportion
of equipment in their production processes will have more to gain from
property-tax abatements, firms that use more labor will have more to
gain from jobs credits, and so on. It is thus quite possible that state and
local enterprise zone incentives will not work evenly among industrial
sectors. The national—and later, Ohio—sectoral models allow us to
analyze this issue. The models include the necessary controls for in-
dustrial sector (we do not present parameter estimates for sectoral con-
trols). Unfortunately, at this disaggregated level, there are sectors for
which there were no establishments in a particular zone at the begin-
ning of a period; therefore calculation of the dependent variable,
crowTH, Would result in an attempted division by zero. We modified
our growth variable accordingly: for the calculation of the modified
GrowTH, the denominator was total establishments at the end of the time
period. Sectors in some enterprise zones (“zone sectors”) had zero
ending establishments; such records were necessarily excluded from
our models.

Focusing on sectors raised a number of other concerns. Many zone
sectors saw no birth or move-in activity with the consequence that the
crowTH distribution was heavily skewed toward “0.” Moreover, there
were a number of zone sectors with high crowTH values merely because
they started out with very few establishments in that sector. Azone sec-
tor that began with only one business, saw one birth from t to t+1, and
thus ended up with two businesses, would have a growth rate of 100
percent. But a firm that started with 10 zone sector businesses would
have to have added 10 businesses to achieve the same 100 percent
growth rate. Since we had decided not to use a “counts” model because
enterprise zones differ so greatly in size, our solution was to limit the
analysis to zone sectors that had more than 10 businesses at the begin-
ning of each time period and that had seen some growth activity.

The national sectoral estimates from the fixed effects models are
given in Table 7.3. As before, taxnet has the wrong sign and is far from
being statistically significant. The elasticity estimate from the national
sectoral model is surprisingly similar to that of the national base mod-
el—0.07 compared to 0.09 (see Table 7.4). As with the national base
model, replacing Taxnet with our various alternative measures of taxes
and incentives had no important impact on the resulting estimates.
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Most of the non-tax variables behaved in consistent ways for the base
and sectoral models. For instance, higher wages (wace), a higher per-
centage of African Americans (race), and older infrastructure (INFRA-
sTRUCTURE) have a consistently negative effect on growth in all models.
The estimate of the agglomeration variable (accLomerATION) iS uniform-
ly tiny and insignificant. The percentage of residents with degrees (eo-
ucaTion) is consistently, positively, and significantly associated with
growth.

Two other points need be made about the sectoral model. We no-
ticed that the sectoral model worked much better for some sectors than
others, so we decided to combine sectors with similar tax rates, collaps-
ing the 16 sectors into 7, thereby reducing the problems with small
numbers of establishments in particular zones.?® The Taxnet estimate
remained positive, very small, and statistically insignificant. We were
concerned about the impact of our “beginning size threshold” of 10 on
the results.?” Increasing the threshold to 15 or decreasing it to 5 had al-
most no effect on the taxner coefficient (though increasing it to 15
greatly improved the R? of the model). Removing the threshold entire-
ly increased the estimate. But the substantive effect on estimates of
likely growth was tiny.

Our conclusion is that enterprise zone incentives have no dis-
cernible positive effect on new economic activity. In fact, a very small
negative effect is discernible in all our models. This is not entirely sur-
prising, given the results of the econometric literature on enterprise
zones and growth (where around half of the studies show very little or
no impact), given the size of actual incentives (Chapter 3), and given
the locational difficulties many zones must overcome (in Chapter 6 we
concluded that zones were performing more poorly than their contain-
ing states). Moreover, these econometric results support the conclu-
sions we reached in Chapter 3—based on our hypothetical-firm analy-
sis—about the likely effects of zones incentives on firm behavior.
There we concluded that most of the time enterprise zone incentives
were probably too small to matter.

A number of other methodological issues remain:

e Are the models any good at analyzing the components of new
establishment growth and of overall establishment growth?
Many traditional taxes/growth models use net establishment
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growth or employment growth as the dependent variable. These
numbers are used because they are more easily available. As we
illustrated in the previous chapter, though, a small net establish-
ment change figure is often the result of large gross changes in
opposite directions; and it is gross growth that receives the in-
centives. Moreover, location models tend to be appropriate to
only some of the components of overall establishment or em-
ployment change. The main reason here is that location models
focus on relocations and starts—thus the independent variables
in these equations are more appropriate as predictors of births
and moves in, than as predictors of expansions, contractions,
deaths, or moves out.

Finally, like location models, much of the economic-devel-
opment literature has been concerned with the issue of reloca-
tions, euphemistically called the “war between the states.” An
advantage of our data set is that the individual components of
growth are explicit.

We also ran models with alternative dependent variables:
overall growth in establishments, rate of expansions, rate of con-
tractions, rate of constants, rate of deaths, and rate of moves out.
With the exception of the expansions equations—where the sign
on TAxNET Was correct (negative) and the parameter was statisti-
cally significant though still small—all equations performed
much worse than the base models. This should caution against
the use of overall establishment or employment change as a
proxy for relocations into an area in tax/growth models.

e To what extent are the results of the base models dependent on
the ZIP-code definitions of enterprise zone boundaries? We dis-
cuss our algorithms for translating enterprise zone boundaries
into ZIP-code regions in Appendix E. As we indicate there, the
result is a “liberal” selection of ZIP-code regions. Consequent-
ly, in some of the selected ZIPs, only a small portion of the sam-
pled ZIP-code regions were actually in enterprise zones. We
tried making our decision rules more rigorous (20 percent, 50
percent, and 70 percent of the ZIP region had to be in an enter-
prise zone). One consequence of this was that the number of
ZIPs in our model declined drastically, as did the total number of
enterprise zones (some zones are smaller than a single ZIP). Un-
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surprisingly, our models performed poorly. There was no case
where the taxner parameter was negative, statistically signifi-
cant, and substantively important.

e Do the base models suffer from simultaneity bias? As we indi-
cated earlier in this chapter, in models like ours variables such as
wages, unemployment, and incentives may be endogenous.
Greater growth will increase demand for labor and thus increase
wages, reduce unemployment, and possibly reduce the desire to
provide incentives. We have attempted to avoid all simultaneity
bias by measuring all explanatory variables at the beginning of
each growth period. For the 1989-1991 and 1991-1993 panels,
wages were measured for 1987, for the 1993-1995 panel, 1993.
Unemployment was measured for the first year of each panel,
and taxes and incentives for the middle year of the panel (al-
though set legislatively in the first year). Thus, simultaneity
should not be an important problem.

It could be argued that the time frames we use are fairly ar-
bitrary, however, and that “causally” some broader growth time
frame may be determining some historically broader setting of
tax incentives. In theory this could explain the sign of the Taxner
estimate. For instance, it is conceivable that higher levels of
longer-term growth will result in a smaller public appetite for
economic-development expenditures. Under this scenario it
would be a history of strong growth that is causing the relatively
high level of taxation and low level of incentives, and poor
growth low taxation and high incentives. Given the way we
constructed the tax and incentive variables (using the TAIM®
model), we do not believe this to be the case.?® Nevertheless, to
test simultaneity we developed two-stage least squares (2SLS)
models with one or all of Taxner, incenTive, and wace endoge-
nous. Although the Taxner parameter declined in size, its perfor-
mance in the 2SLS equations was consistent with the analysis
above.®

Most of the location-theory literature suggests that taxes and incen-
tives will have a much greater effect at the intraregional level rather
than the interregional level. The reason for this is that many locational
costs are less spatially variable within regions than among regions, thus
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accentuating the impact of those costs, such as taxes, which do show
considerable intraregional variation. Empirical estimates of growth
elasticities with regard to taxes are much greater intraregionally than
interregionally, but there are fewer intraregional studies and thus this
conclusion is not well established (Wasylenko 1997; Bartik 1991).

We developed one intraregional data set—for Ohio. In the nation-
al models, only targeted Ohio zones were included; however, for the in-
tra-Ohio models we were forced to include both targeted and nontarget-
ed zones. To account for this difficulty, the Ohio models also include a
pisTress Variable—this is the state designation for targeted enterprise
zones in troubled areas. Ohio provides firms locating in these dis-
tressed zones a larger incentive package than is available in nondis-
tressed zones. As we indicated in the discussion of the sample, the
Ohio data set also includes non-zone areas.

Table 7.5 provides results for two of our Ohio models. As indicated
above, the Ohio models are very similar to the national models. In both
these Ohio models, the denominator for crowtH was the number of
firms at the beginning of the period. For the sectoral model we select-
ed industrial sectors with more than 10 enterprises in the zone at the be-
ginning of the period. Since our Ohio models are also designed to fo-
cus on the issue of designation, in some models (not reported here)
TAXNET Was replaced by a dummy (pesienaTion) indicating whether the
zone was designated during one of the three time periods. This was
meant to capture whether zone designation per se was important for
growth. Unfortunately, the correlation between pescinaTion and TAXNET
was very high and thus it was deemed inadvisable to include both vari-
ables in any single model. As with the national models, we also inves-
tigated whether replacing Taxnet with measures of basic taxes and in-
centives would alter the results.

Our Ohio results mirror our national results surprisingly closely.
TAXNET, the measure of the size of taxes net of incentives, remains posi-
tive in both the Ohio base and Ohio sectoral models. In neither are the
results statistically significant, and in both the estimates are substan-
tively tiny. Indeed, the Ohio TaxneT parameter estimates were very sim-
ilar to the national estimates. Replacing Taxner with pesienaTion results
in a negative estimate on that variable (also insignificant and substan-
tively small). That is, zone designation results in very slightly lower
growth. This is consistent with the estimate for taxner. In other words,
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Table 7.5 Results From Ohio Base and Sectoral Models?

Ohio base models  Ohio sectoral model

Variable Estimate t Estimate t

GrowTH, dependent

AGGLOMERATION 0.000 0.26 0.000 0.00
DISTRESS 0.009 0.47 0.032 0.01
EDUCATION 0.240 3.42 0.164 0.07
ELECTRIC -0.002 -0.40 -0.001 0.00
INFRASTRUCTURE -0.314 -4.52 -0.107 0.05
POVERTY 0.300 1.97 0.073 0.10
PREVIOUS GROWTH -0.168 -1.53 -0.132 0.10
RACE -0.031 -0.51 -0.035 0.04
TAXNET 0.242 0.64 0.241 0.26
UNEMPLOYMENT -0.006 -0.98 0.002 0.01
WAGE 0.000 0.03 -0.003 0.00
n 300 710
Adj. R? 0.24 0.10

¢ Fixed-effect intercepts are not reported.

these two variables suggest that neither enterprise zone designation nor
enterprise zone incentives increase local growth.

The value on the pistress parameter is very small indeed and not
statistically significant. Given Dabney’s (1991) argument about the
difficulty enterprise zones have in making up for their inherent loca-
tional negatives, one would expect that once taxner has been controlled
for, bistress would have a negative sign. It does not. At least in Ohio,
the targeting of zone incentives appears not to make much appreciable
difference to growth.

As with the national models, replacing taxner with separate mea-
sures of basic taxes and incentives had no impact on the results. The
statistically significant variables in both the Ohio models were similar
to those in the national models. Older infrastructure resulted in less
growth, and a greater percentage of the population with degrees result-
ed in more growth. The sectoral model performed poorly—neverthe-
less, all variables (including Taxnet and pistress) but two had the same
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sign as they did in the Ohio base model. Variations on the measure-
ment and taxes and incentives did not alter the results in any important
ways. The upshot is that there is no evidence from Ohio that enterprise
zone incentives result in greater growth.

We also ran a constant coefficient version of our national base
model, and random effects versions of the national base and sectoral
models. For reasons we discussed earlier in this chapter, we do not be-
lieve the assumption of these alternative models can be sustained. Nev-
ertheless, if the results of these alternatives were radically different
from those of the fixed-effects estimates, there might be some cause for
concern. In the national base models, the signs on all variables remain
the same for the fixed-effects, constant-coefficients, and random-effects
estimating techniques.  Naturally, parameter estimates and their
t-scores did vary for the models. For the national sectoral models, all
variables but two kept the same sign, but these two variables (MARKET
access and services) have very small and statistically insignificant pa-
rameters in both models. Otherwise, the fixed-effects and random-ef-
fects estimates produced very similar results.

CONCLUSIONS AND FURTHER DISCUSSION

The consensus position in the taxes/growth literature over the past
two decades is that taxes have a small but nevertheless significant neg-
ative impact on economic growth. Work on discretionary incentives,
such as grants and loans, has generally reached conclusions similar to
the taxes/growth results—more incentives lead to greater growth.
However, the research on enterprise zones, with few exceptions, has
not found much evidence that zones or zone incentives result in more
growth. Our simulations presented in this chapter accord with most of
the recent enterprise zone literature. We found that enterprise zones are
not effective engines of economic expansion.

Why would the findings for general state and local taxes and for
discretionary incentives not also be true for enterprise zones? After all,
from an economic-development point of view, enterprise zones are
merely a set of targeted tax (and discretionary) incentives. Various
sorts of answers can be given to this question, none of them definitive.
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First, many of the zones are in older, distressed, inner-city neighbor-
hoods. As Dabney (1991) has argued, such places suffer from a num-
ber of important locational deterrents—high levels of crime, poor infra-
structure, poorly skilled workers, and so on—and it is unlikely that tax
incentives alone will make up for these negatives.

Second, enterprise zone incentives are mostly just too small to af-
fect firm behavior. As we showed in Chapter 3, the income benefits
provided by zone incentives can be wiped out by fairly small local dif-
ferentials in wages. Of course, in some places enterprise zone incen-
tives are so generous that it is likely they are successful in generating
growth. We cannot prove it but we are strongly inclined to believe that
the Michigan Renaissance Zone’s munificence ensures that it can’t help
but be effective, though at great cost in state and local tax revenue. A
few other states have very generous enterprise zone regimes. Conse-
quently, the income difference for a firm between the most-generous
and least-generous sites can be substantial. But for the most part the
tax advantages of enterprise zone status are not huge and the differ-
ences in tax generosity among different enterprise zones (or between
enterprise zones and non-zone areas) are usually quite small. While en-
terprise zones probably do work in the extreme cases, it is entirely un-
surprising that they do not have much effect on growth overall.

The argument of the last paragraph should not, however, be taken
to imply that states would be wise to increase massively the generosity
of their enterprise zone programs. As the results in Chapter 5 show,
such a strategy could be fiscally deleterious. As long as the elasticity of
economic activity with respect to taxes is less than one, incentives will
generate fiscal losses, and the larger the incentives the larger the total
losses per zone. Moreover, if all states upped their incentive ante, the
relative competitiveness of any one state’s incentives would necessari-
ly decline.

Third, there is reason to be skeptical of the consensus position that
general (that is, non-enterprise zone) taxes and incentives do have an
important impact on growth. A significant minority of researchers in
the field do not believe the matter has been settled. Much of the work
on which the consensus is based is itself flawed and reproducibility of
results remains an issue.

As we have said, our results generally conform to those in most of
the econometric literature on enterprise zones. But are our results reli-
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able? By the standards of the literature, our analysis is comprehensive.
We do not limit our analysis to programs in a few “model” states. The
study is undertaken at two geographical levels. Where appropriate, it is
disaggregated sectorally. The dependent variables used are in line with
those recommended as best practice—we do not merely look at overall
growth but measure the specific components of that growth (births,
moves-in, deaths, expansions, and so forth) that are the theoretical focus
of most models. Likewise the database we use is complete (no records
were removed to maintain privacy) and the data are, by the standards
common to the literature, highly disaggregated spatially. As far as we
are aware, we are among the first to use this database in a taxes/growth
analysis. Moreover, we use what is probably the best and most compre-
hensive measurement of the impact of enterprise zone incentives on firm
income available today (the estimates from the TAIM® model). And we
have used a variety of statistical procedures—many not reported in this
book—all with fairly consistent results. We have investigated likely
sources of empirical and specification error in our model. The most
worrying of these is clearly the impact of the algorithms used to translate
each enterprise zone into a series of ZIP-code regions. Nevertheless, the
results have remained broadly consistent.

Our conclusions do not prove that a substantively strong positive
relationship between enterprise zone incentives and growth does not
exist; much more research will be necessary to establish that incontro-
vertibly. Furthermore, our modeling effort is open to a number of im-
portant technical and empirical criticisms—and our answers to these
criticisms are unlikely to convince all in the field. But our conclusions
certainly provide no support for the idea that enterprise zones generate
new growth in targeted areas. What we don’t know is whether or not
enterprise zone incentives that were targeted appropriately, were man-
aged correctly, and were quite large could be effective.

The next chapter focuses on a related question: Do enterprise zones
improve the access to employment opportunities of targeted popula-
tions? It is conceivable that although enterprise zones don’t create new
employment growth, they are nevertheless worthwhile because they
encourage business to use the sorts of labor cohorts (the unemployed,
those loosely attached to the labor force, those out of the labor force,
and so on) that would otherwise be avoided.
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Notes

None of this work should be confused with the multitude of academic and policy
studies that has tried to investigate the cost-effectiveness of individual taxes and
incentives. These latter studies, while often relying on estimates of the effect of
taxes and incentives on growth, do not address the relationship between taxes and
growth directly.

See, for instance, Part Two of Green’s (1991) edited volume on enterprise zones.
In other words, the differential-shift term aggregates all growth or decline that
cannot be explained by the performance of the national economy and by the sec-
toral mix in the local economy.

The case-study method can be dramatically improved through the use of experi-
mental or quasi-experimental research designs. Unfortunately, these are extreme-
ly difficult to develop in an economic development policy setting, though Isser-
man (1999) presents a discussion and implementation of some of these
techniques.

For comparisons of tax costs to labor costs see Fisher and Peters (1997a) and
Fisher and Peters (1998, Chapter 5). Hunt (1985) and Hunt and O’Leary (1989)
have used this method to measure other non-tax costs experienced by business.
See also Tannenwald, O’Leary, and Huang (1999).

Debate still continues as to whether business even responds to state and local tax-
ation. For instance, see Wasylenko (1997) and the discussion that followed this
paper: Bartik (1997), Duncan (1997), McGuire (1997) and Ady (1997). For ear-
lier, and very good, discussions of the technicalities of this debate, see Bartik
(1991) and Newman and Sullivan (1988). Underlying this research are a set of
serious theoretical questions about the relationship between business taxes and
goods and services firms receive for paying those taxes and about the way firms
choose among sites. For a summary of this debate see Kenyon (1997). For more
theoretical accounts of the competition between jurisdictions, see Shannon
(1991), Oates and Schwab (1991) and Netzer (1991).

See also Sheldon and Elling (1989).

See also Erickson and Friedman (1991).

See Blair and Premus (1987), Chapman and Walker (1990), and Ady (1997). In
this case, we are actually focusing on a new branch plant location decision which
is obviously only part of what determines the aggregate level of business activity
in an area.

Part of the reason for this is that since its inception location theory has tended to
emphasize the more tractable problem of new plant locations. Certainly, there are
many exceptions to this claim. See, for instance, Bartik (1989) regarding small
business start-ups.

See Tannenwald, O’Leary, and Huang (1999) for an important attempt to do this
for unemployment insurance.

In this regard see the recent reviews of the literature on public services and
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13.

14.

15.

16.

17.

growth (Fisher 1997) and regulation and growth (Tannenwald 1997). Also see
Tannenwald, O’Leary, and Huang (1999) on the application of the hypothetical-
firm method to other costs and Wasylenko’s (1997) brief but very useful discus-
sion of the dependent and explanatory variables used in the econometric models
of taxes and growth.

These points are confirmed by more recent studies, for instance Holzer and
lhlanfeldt (1996) and Mayer (1996), although there is still considerable debate
here. We take up this issue again in Chapter 8. Some of the most interesting lit-
erature in this area has focused on gender, spatial mismatch, and employment.
For a recent review, see MacDonald (1999).

In fact, in the next chapter we show that enterprise zones do draw on wider met-
ropolitan level labor markets, so that distinguishing between the two is probably
inappropriate. Nevertheless, this remains an important theoretical issue.

Supply data are from the ZIP-code publications of the Census of Population and
Housing, demand data from the ZIP-code publications of County Business Pat-
terns and the Census of Manufacturers.

For a broad discussion of the state of the literature on the impact of public ser-
vices and infrastructure on growth, see Fisher (1997). There is also a very useful,
short discussion on Bartik (1991) on the difficulties involved in measuring the im-
pact of infrastructure on economic development.

The perversity of enterprise zone boundaries presents a huge problem in creating
spatial controls. One could not simply compare enterprise zones to cities; enter-
prise zones would have to be compared to other similar geographical units. This
would require that all enterprise zones in the system be digitized (a very time-
consuming task) in order to ensure the non-zone regions are truly non-zone and
provide appropriate comparisons. It would also require defining what a similar
geographical unit is.

There are also problems adopting various simplifications to overcome these
problems: either using the area just outside the sample zones, or using other sim-
ilar areas—say, blighted old industrial areas—in the sample cities. Unfortunate-
ly, areas just outside the sample ZIPs are often rural with little or no manufactur-
ing and thus are inappropriate comparison regions. Moreover, it is nearly always
impossible to find appropriate alternative ZIPs within (or even partly within) a
city’s boundaries. The reason is simply that except for the very biggest cities in
our sample, there are just too few ZIPs per city (we found this to be true even of
cities as big as St. Louis).

What are similar geographical units? Appropriate comparison ZIPs would
have to have a similar industrial structure and similar demography. Typically,
factor analysis would be used to generate industrial/demographic profiles of en-
terprise zone ZIPs, and then the resulting factors could be used in the selection of
comparison ZIPs. Early in this project we attempted to do just this, focusing on
bigger cities (at this stage in the project we were contemplating using a matched-
pair methodology). But even in big cities, there were too few enterprise zone
ZIPs to generate adequate factors. Use of simple industrial/demographic profile
indices rather than factors did not improve the situation. The indices tended to re-
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flect the policy concerns (and indeed designation criteria) of the state enterprise
zone legislation. Thus, similar ZIPs also tended to be actual designated enterprise
zones.

Of the regression studies covered, see Erickson, Friedman, and McCluskey
(1989) and Sheldon and Elling (1989).

“Nearly” because one enterprise zone in our example came into being only during
the third period and another three only during the second period.

They are also referred to as “least squares dummy variable” (LSDV) or “fixed ef-
fects” models.

A comprehensive treatment of analysis with cross-sectional panel data is provid-
ed by Hsiao (1986). Other useful guides are provided by Greene (1997) and
Sayrs (1989). For a more general treatment, see Pindyck and Rubinfeld (1998).
Certainly the large error sum of squares change suggests opting for the fixed ef-
fects model over the constant coefficients model.

For reasons we mentioned in the last chapter, the distinction between birth and
moves in is somewhat arbitrary.

In the model reported, we use regional (state) fixed effects.

We assume that the effects of localization economies (the effect of the mass of ac-
tivity within a particular sector or closely allied group of sectors) will be caught
by our measure of urbanization economies (the effect of the overall size of the lo-
cal economy).

The seven combined sectors were as follows: 1) SIC 27, 2) SIC 20 and SIC 26, 3)
SIC 24 and SIC 23, 4) SIC 25 and SIC 32, 5) SIC 28 and SIC 34, 6) SIC 30 and
SIC 37,and 7) SIC 35 and SIC 36 and SIC 38. Sectors were grouped by effective
tax rate because other measures of similarity between sectors would average out
divergence in tax effects.

For modeling purposes, the requirement that there be some growth activity was
retained.

The reason for this is that TAIM® measures the tax burden on the firm, not leg-
islative decisions about rates, incentives, apportionment, and so on (the tax struc-
ture). The size of the model could be taken as indirect proof of the numerically
complicated relationship between the tax burden and the tax structure.

We also built preliminary structural equation models that looked not only at the
impact of enterprise zones on growth, but also on the causes of incentive generos-
ity. While the results of these models have not been good, they have not led us to
alter our conclusions on the impact of enterprise zone incentives on growth.






8
Enterprise Zones and
Access to Employment

Thus far we have described the incentives available to firms locat-
ing in enterprise zones, what these incentives are worth to relocating
firms, the effect of these incentives on the investment behavior of
firms—in particular, the likelihood that labor will be substituted for
capital, the cost of those incentives, and, finally, the impact of enter-
prise zone incentives on growth. Essentially, for much of this book we
have focused on whether enterprise zones are likely to get businesses to
modify their investment behavior in ways which might produce partic-
ular, potentially socially useful, outcomes. However, even if an enter-
prise zone has been successful with regard to these outcomes, the en-
terprise zone strategy may still not have been successful overall. Aswe
argued in Chapter 2, for enterprise zones to fulfill their original prom-
ise, they must also provide the economically disadvantaged with im-
proved access to these new jobs. In other words, creating jobs may not
be enough; besides, there are other, probably more efficient, economic-
development tools aimed at job creation. Enterprise zones must be able
to create appropriate job opportunities for those who currently have dif-
ficulty in the labor market.

In Chapter 2 we argued that the traditional understanding was that
providing access to jobs for targeted populations required the creation
of enterprise zones close to those populations. However, by the late
1990s it was clear that most states believed that this was not enough;
the favored enterprise zone strategy was by then enlarged to include en-
hancing access through incentive instruments that give targeted groups
some special employment advantage, usually by offering more gener-
ous incentives for hiring disadvantaged persons or zone residents.
Other strategies exist—for instance, leaving enterprise zones to focus
simply on employment creation while improving the access of disad-
vantaged groups through changes in transportation policy or housing
policy or through improved job-placement services.® The latter ap-
proach moves the access question out from enterprise zone design into
other areas of policy and thus is beyond the scope of this research.
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Nevertheless, the belief that enterprise zones need not address access
issues directly raises important questions about the relevance of much
enterprise zone policy; we come back to this issue in the conclusions to
this chapter and again in the final chapter.

WHY ACCESS MATTERS

When the enterprise zone idea was first developed, the issue of job
access was understood to mean that employment should be provided
locally—close to or within the areas of economic decline. Enterprise
zones should create jobs in (or, more correctly, relocate jobs to) the
right sort of places, usually depressed inner-city areas. Underlying this
idea was the belief—usually justified by reference to the spatial mis-
match hypothesis—that inner-city unemployment was due, in part, to
two related processes and one broad transportation constraint:

e For most of the twentieth century, but particularly after World
War |1, business relocated out of inner-cities and into the sub-
urbs, effectively reducing the accessibility of work to inner-city
residents.

e Discrimination in housing markets limits the ability of minori-
ties to move to growing suburban locations.

e Reverse commuting from residences in inner-city locations to
suburban work sites is difficult for government or the public sec-
tor to organize, is less efficient than commuting downtown, and
is thus expensive. Moreover, given the extra time involved in
reverse commuting (using public transit), reverse commuting
usually involves some welfare loss for users.?

However, there is reason to be skeptical that spatial access alone—
or even in major part—explains higher levels of inner-city unemploy-
ment and lower levels of labor-force participation. Some important
early work suggested that racial discrimination in labor markets is a
much more potent reason for inner-city unemployment than the dislo-
cation of low-income residences and low-skilled jobs (Ellwood 1986),
although this situation is complicated by the strong possibility that the
location decisions of firms are driven, in part, by the racial preferences
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of executives and customers (Mieszkowski and Mills 1993). Some re-
cent empirical examinations of the impact of proximity to jobs provide
little or no support for the “strict form™* of the spatial mismatch hy-
pothesis (Cutler and Glaeser 1995; Taylor and Ong 1995; O’Regan and
Quigley 1996; Zhang and Bingham 2000).> However, the situation is
anything but settled and conclusions depend on the precise form of the
spatial mismatch hypothesis being evaluated. For instance, Holzer and
Ihlanfeldt (1996, p. 79) showed that “employers’ proximity to black
residences and to public transit both increase the likelihood that they
will hire black employees” and saw this as consistent with spatial mis-
match. But they also argued that improving the access of inner-city mi-
norities to suburban work sites would not necessarily improve employ-
ment and earnings if other barriers to employment continue to exist.
Two of the other barriers widely cited in the literature are the so-called
skills-mismatch—inner-city residents may not have the skills appropri-
ate to the needs of employers—and discrimination in labor markets.
Along similar lines, Immergluck (1998) found that job proximity has a
significant but modest effect on neighborhood employment rates, but
he also found that educational attainment and race—essentially the
skills mismatch and labor market discrimination—have much greater
effects.

Consequently, it now looks as though interpreting job access in
terms of the enterprise zone location is unnecessarily limiting. Merely
reducing the distance between targeted groups of people and jobs may
have a comparatively small impact on either unemployment rates or la-
bor-force participation rates if the major determinants of these rates lie
elsewhere. Moreover, labor markets are bigger, indeed usually much
bigger, than enterprise zones, although it is true that low-income and
low-skilled workers tend to have geographically smaller labor markets
(Theodore and Carlson 1996; Hanson and Pratt 1995). Thus, there
should be no surprise in finding many of the residents of enterprise
zones working outside of the zones, and residents of non-zone neigh-
borhoods, including homeowners in far-off middle-class suburbs, com-
muting into the zones for employment. But if the spatial location of
jobs is less important, then some other way must be found to give tar-
geted populations special access to the jobs created in the enterprise
zones. Various possibilities exist, although the most common method
is to tie enterprise zone business incentives to the employment of tar-
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geted individuals. In the next section we explore how this is done in
the states we studied.

TARGETING IN ENTERPRISE ZONE
JOBS CREDIT PROGRAMS

Eleven of the 13 states we have analyzed have jobs credit programs
for firms locating in an enterprise zone, and all 11 target those credits in
one way or another, either to zone residents or to population groups that
are in some way economically disadvantaged. Table 8.1 shows the na-
ture of the targeting for each state over the period 1994 through 1998
(unless otherwise noted, the targeting criteria remained the same over
this period). Indiana is the only state that restricts credits to new hires
who are residents of the enterprise zone, though two states (Virginia
and Wisconsin) provide larger credits for zone residents than for other
new hires. Four states (lllinois, Kentucky, Ohio, and Wisconsin) re-
strict credits to employees who fall into one or more categories of eco-
nomic disadvantage, such as welfare recipients, the unemployed, or
those eligible for JTPA (Job Training Partnership Act) services. New
York provides credits for all new hires, but allows larger credits for
those who are economically disadvantaged. Four states (California,
Connecticut, Florida, and Missouri) provide credits for new hires who
are either zone residents or fall into one or more categories of econom-
ic disadvantage.® Missouri has a second credit program that requires
that at least 30 percent of new hires be either zone residents or econom-
ically disadvantaged, but if this threshold is exceeded, the firm receives
credits for all new hires.

Overall, 7 of the 11 states with targeted jobs credits reward firms
that hire zone residents; 10 of the 11 reward firms that hire persons suf-
fering some kind of economic disadvantage. The reward may be in the
form of eligibility for any credits at all or in the form of larger credits
(usually two or three times as large) for those who meet the targeting
criteria. Thus, targeting of jobs credits appears to overcome to a degree
one argument against enterprise zones as a strategy for improving the
welfare of low-income zone residents, the argument that the labor mar-
ket is much larger than the zone so that the creation of jobs in enterprise
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zones will not do much to increase the employment prospects of zone
residents. Even the targeting at the economically disadvantaged entails
de facto targeting of zone residents to the extent that economic disad-
vantage is concentrated in the enterprise zone.

There are some major caveats to this conclusion, however. The
first is that capital (and other) incentives tend to dominate labor incen-
tives, as shown in Chapter 4. Firms are presumably attracted by the to-
tal incentive package, but if the jobs credit component is only a small
part of the package, the jobs credit may be viewed as irrelevant. The
second is that the targeting of jobs credits is effective only if firms are
able and willing to use them. The Ohio jobs credit, for example, is fair-
ly generous as such credits go ($3,000 per job), but fewer than 10 per-
cent of firms locating in enterprise zones take advantage of the credits
(Ohio Enterprise Zone Annual Report). One reason may be the onerous
task of certifying eligibility under one of five criteria, employee by em-
ployee. The other reason may be that at least 25 percent of new hires
must meet the eligibility criteria for the firm to receive any credits at
all; this threshold may be too difficult for most firms to attain readily
and they may judge that the credits are not worth the cost of restricting
their hiring criteria. In Connecticut, at least 50 percent of new employ-
ees must be either zone residents or federal Joint Training Partnership
Act (JTPA) eligible for the firm to receive any credits. This is a very
high threshold.”

Third, jobs credit targeting increases job offers to zone residents
only to the extent that it changes firm behavior. The firm is rewarded
for hiring members of targeted groups even if those persons would
have been hired anyway. Take an average jobs credit of $2,000 per job,
and an average manufacturing wage of about $25,000 annually or
$12.00 per hour (the median among our 16 representative firms). Let’s
assume the credit is fully utilized in the first two years; then it effec-
tively reduces wage costs for the first two years by 4 percent, which is
equivalent to a cut in the hourly wage rate of about 48 cents. The ques-
tion is: How many targeted individuals become attractive hires at a
wage of $11.50 for the first two years (which could be viewed as a sort
of training wage) who would not have been hired at the standard wage
of $12.00? To make a difference in hiring decisions, the 50-cent wage
differential must be enough to overcome employers’ assessments of
productivity differences. If zone employers are indifferent between



Table 8.1 Demographic Targeting in Enterprise Zone Jobs Credit Programs in 13 States, 1994-1998

State

Program

Targeting

Calif.

Conn.

Fla.

Ind.
Ky.

Mo.

Hiring credit

Job grants

Jobs tax credit

1299D Jobs tax credit

Employee credit
Employee credit

New & expanded business
facility credits in an EZ

Credit only for new hires who are 1) eligible for JTPA or GAIN; 2) residents of a
high-density unemployment area or Targeted Economic Area; 3) economically
disadvantaged persons; 4) disabled; 5) ex-offenders; 6) Native Americans; 7)
eligible for SSI, AFDC, GA or food stamps; or 8) displaced workers.

Credit only for eligible new hires: those who are 1) residents of the enterprise
zone or 2) JTPA eligible. At least 50% of new plant employees, or 150
employees, must be eligible for firm to receive any credits.

In 1994: Credit only for new hires who are 1) residents of the enterprise zone, 2)
AFDC recipients, or 3) JTPA participants. After 1994: All new hires are
eligible but larger credits are awarded to those earning under $1,500 per
month, and the largest credits are awarded to 1) employees earning under
$1,500 if at least 20% of all employees are zone residents, and 2) participants
in a welfare-to-work program.

Credit only for new hires who are dislocated workers or economically
disadvantaged individuals. Firm must hire at least 5 eligible employees.

Credit only for new hires who are residents of the enterprise zone.

Credit only for new hires who are AFDC recipients or persons unemployed for
90 days or more.

Qualified employees: 1) zone residents, 2) those unemployed at least 3 months,
and 3) recipients of public assistance. At least 30% of new hires must be
qualified employees for the firm to be eligible for any credits; if this threshold
is met, all new hires get a basic credit, and additional credits are awarded for
qualified employees.
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Mo.
N.Y.

Ohio

Pa.
Tex.
Va.

Wis.

Training credit
Wage tax credit

Employee training credit

None
None
Job grants (1995 or later)

Jobs credit

Credit only for new hires who are zone residents or the difficult to employ.

Targeted employees: all those who are paid at least 135% of the federal
minimum wage and 1) are eligible under JTPA or the Work Opportunity
Credit program, 2) are recipients of public assistance, or 3) have income
below the poverty level. All new hires get basic credit; double credit for
targeted employees.

Credit only for new hires who are qualified employees: Resident of county for
one year; or resident of county six months and 1) JTPA eligible; 2)
unemployed; 3) recipient of AFDC, general assistance, or disability
assistance; or 4) handicapped. At least 25% of new hires must be qualified
employees for the firm to be eligible for any credits.

All new hires are eligible. Larger credits awarded for zone residents. At least
40% of new hires must either be zone residents or have family income (prior
to employment) below 80% of the area median income.

Credits only for eligible employees: 1) referrals by a voc rehab program, 2)
economically disadvantaged Vietnam-era veterans, 3) economically
disadvantaged youths age 18-23, 4) SSI recipients, 5) GA recipients, 6)
youths in a coop education program from economically disadvantaged
families, 7) economically disadvantaged ex-convicts, 8) AFDC work incentive
employees, 9) persons unemployed as a result of a business closing or mass
layoff, and 10) dislocated workers. Economically disadvantaged means having
income below 70% of the Bureau of Labor Statistics lower living standard.
Additional credit for zone residents.

NOTE: EZ = Enterprise Zone or the equivalent; JTPA = federal Job Training Partnership Act; GAIN is a California employment pro-
gram for welfare recipients; SSI = Supplemental Security Income; GA = general assistance; AFDC = Aid to Families with Depen-
dent Children (replaced by TANF).
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hiring members of the targeted group and hiring others, then of course
a small wage differential could have a large effect. On the other hand,
it is easy to imagine that there are real or perceived productivity differ-
ences that would be valued at far more than 50 cents to most zone
employers.

Finally, the jobs credits apply only when employment is expanded
as a result of building a new plant. As targeted employees leave, there
is no incentive to replace them with new employees who are members
of targeted groups. Thus, any short-run gain in jobs for zone residents
produced by targeting probably disappears in the long run. It also may
be that excessive targeting causes firms to discount the value of the jobs
credits when making expansion or location decisions because of the in-
creased uncertainty with regard to the extent to which the firm will ben-
efit. The imposition of thresholds no doubt exacerbates this problem;
one can imagine that firms considering a Connecticut zone discount the
job grants entirely.

ENTERPRISE ZONES AND COMMUTING BEHAVIOR

Do enterprise zones improve spatial access to employment oppor-
tunities? As far as we are aware, this question has received close to no
empirical attention in the enterprise zone literature. The accessibility
of employment opportunities to economically disadvantaged persons,
however, is a very well researched problem. Moreover, in the recent
past the problem has been analyzed in increasingly sophisticated ways,
using origin-destination data sets allowing the residences of employees
to be digitally connected to their places of work. For instance, O’Re-
gan and Quigley (1996) used the Census Transportation Planning
Package (CTPP) data for Newark, New Jersey, to measure the impact
of job accessibility on, among other things, youth idleness. They found
little impact. In our research, accessibility was measured using the
standard gravity/entropy models from the commuting literature®—es-
sentially, the impact of distance between residences and places of work
(controlling for appropriate occupations) was quantified and treated as
a constraint on mobility. Sen et al.’s (1999) work on the matching of
welfare clients to job openings in the Chicago area does much the
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same. Since current geographic information system (GIS) technology
allows dynamic connection between journey-to-work origins (homes)
and destinations (work sites) using real transportation networks (roads,
cars, and buses), it is likely that matching models will become consid-
erably more refined over the next few years, with a significant im-
provement in our understanding of how people perceive and react to
accessibility of employment.

The problem with enterprise zones is that the standard models used
to measure accessibility are not entirely appropriate, and advances in
GIS models of commuting are unlikely to change this situation. In
O’Regan and Quigley’s (1996) and Sen et al.’s (1999) research, there
are distinct jobs and job seekers. The problem is finding out whether
the distance between the two poses a hindrance to the job seekers’ find-
ing and taking the available jobs. Likewise, in recent research looking
at potential work opportunities for welfare recipients in Boston, the dis-
tances between the welfare recipients and the jobs available to them are
measurable (Lacombe 1998). In principle then, if one were studying
job access for some targeted group, one would simply want to know if
reduced distance increased the probability of getting a job. In the case
of enterprise zones, if there were a significant distance effect (say for
zone residents), then providing jobs within the zone should increase
employment. To investigate this, one needs to define: 1) the employ-
ment opportunities provided by the enterprise zone; and 2) the popula-
tion at which they are targeted.

With regard to the first issue, it is clear that only the new, induced
jobs—the jobs that would not be there but for the existence of the en-
terprise zone incentives—should be counted. Noninduced jobs would
exist in the zone anyway and therefore do not provide any new accessi-
bility advantage. Unfortunately, further difficulties arise here. It is un-
clear what should count as induced employment. As we argued in the
previous chapter, most econometric studies of enterprise zones find lit-
tle or no inducement. Leaving aside this issue and presuming that zone
incentives do indeed lead to new growth, at least some of the growth in
the zone will likely derive from transfers from elsewhere in the city that
contain the zone. If the city is a better approximation of the local labor
market than the enterprise zone itself, transfers of jobs into a zone from
the non-zone parts of the containing city will not increase the total
number of job opportunities available to targeted job seekers. But if
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spatial proximity is important for the employment of targeted job seek-
ers (in other words, if the geographical size of the labor market for the
targeted job seekers is very small), then to the extent that firms are
moving into a zone from elsewhere in the containing city, they may in-
deed provide new job opportunities. From an accessibility perspective,
in the first instance, intracity moves into enterprise zones should not
count as induced jobs; in the second instance, they should.

In Chapter 2 we gave estimates from the taxes/growth literature on
the elasticity of employment growth with respect to taxes. In the previ-
ous chapter we gave our own, specifically enterprise zone, estimates of
investment elasticity with respect to tax incentives available in enter-
prise zones. Our estimates, which are in line with most of the recent
econometric research on enterprise zones, indicate that enterprise zone
incentives have at best a tiny positive impact on induced investment in
zones and, thus, presumably on induced employment in zones. Note
that our national estimates use the liberal second definition of induced
investment (intracity moves are counted in) and thus may overstate the
actual impact since at least some of the growth in an enterprise zone
will derive from transfers from elsewhere in the containing cities.
Thus, it is likely that the number of truly induced jobs in an enterprise
zone is very small indeed.

Finally, who are the job seekers to be targeted? Are they all those
who live in the enterprise zone? Surely this definition is too geograph-
ically conservative (residents of poor neighborhoods surrounding the
enterprise zone are excluded) while being too demographically liberal
(wealthy enterprise zone residents are included). Are all those “target-
ed populations” as defined by the state statutes and local ordinances en-
abling the existence of the enterprise zone? If a metropolitan area de-
scribes the true geography of a labor market, then the research question
is whether the enterprise zone reduces the commuting distance of tar-
geted individuals in the MSA. We could then go on to define targeted
individuals in various ways (say, for instance, those with an annual in-
come of less than $12,000). However, if poorer, less-skilled people ex-
perience much smaller geographical labor markets (and in Chapter 2
we argued that the claim that they did underpinned early arguments for
enterprise zones), then the targeted population must either reside in, or
at least be close to, the enterprise zone. Complicating matters, a few
zones have very few residents.
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Given these difficulties, we decided not to build full commuting
models for each enterprise zone but merely to answer a series of fairly
simple, but nevertheless important, questions:

e What proportion of jobs available in enterprise zones are taken
by enterprise zone residents (and correspondingly, what propor-
tion of enterprise zone jobs are taken by nonresidents)?

e What proportion of employed enterprise zone residents actually
work in the zone (and correspondingly, what proportion of
working enterprise zone residents travel out of the zone to find
employment)?

The answer to the first question indicates the extent to which enterprise
zone jobs have been “infiltrated” by others in the metropolitan labor
market. In other words, it gives some idea of how truly targeted a zone
is. The answer to the second question indicates whether enterprise
zones are part of a truly local labor market. Needless to say, it is possi-
ble that an enterprise zone will attract few of its own residents but may
nevertheless capture labor from poor neighborhoods surrounding the
enterprise zone. In this case, the level of non-enterprise zone “infiltra-
tion” would appear large and the enterprise zone would appear to be
unsuccessful. In reality, however, the opposite would be true. There-
fore, it is important to know where the infiltration comes from; if it is
mainly from distant—and presumably wealthier—suburbs, then the en-
terprise zone is failing to provide greater local accessibility to jobs; if it
is from close-by—and presumably poorer—communities, then the en-
terprise zone may be succeeding.

In preliminary studies for this chapter, we developed maps for each
of a small sample of enterprise zones, showing both the flow of em-
ployees into the zone from every commuting subregion (Traffic Analy-
sis Zone, or TAZ) of the metropolitan area (these are sometimes called
“desire line” maps) and the average earnings of residents in each of
these subregions. In a fairly consistent pattern, these maps showed that
enterprise zones attract employees from far and wide and that many of
the commuters into enterprise zones reside in wealthy suburban areas.
Because these maps are too complex to present in this book, we provide
two summary measures here for each zone: the average distance to
work of all workers in the metropolitan area,’ and the distance to work
of those employed in enterprise zones. If enterprise zones were indeed
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attracting local workers, one would expect the commute distance of en-
terprise zone workers to be considerably shorter than that of all work-
ers in the wider metropolitan region.*°

Before presenting our results we need to make a few comments on
the data and our analysis of it. The answers we provide for these two
sets of questions are far from being as comprehensive or rigorous as we
would like: partly this is a result of the data set itself and partly it is a
result of the small number of enterprise zones in our commuting sub-
sample. The analysis in this chapter relies on the CTPP, a reorganiza-
tion of the decennial Census of Population and Housing data, allowing
households (commuting origins) to be connected, via commuting ma-
trices, with places-of-work (commuting destinations).™* For our pur-
poses, the main deficiency in the CTPP is that, although we can get
complete summary demographic data on residents of a particular TAZ,
or employees working in a particular TAZ, we cannot get occupation or
income data cross-classified by TAZ of residence and TAZ of employ-
ment. That is, we don’t know much about zone residents who work in
the zone and how they differ from zone residents who work outside the
zone, and how these groups differ from non-zone residents who work
in the zone. The results presented in this section are therefore far from
being conclusive. Better evidence will require future model building
based on individual data records of commuters into and out of enter-
prise zones, data sets that do not now exist.

Commuting Into and Out of Enterprise Zones

In most of the enterprise zones in our commuting subsample, a fair-
Iy small proportion of residents actually worked in the zone—averaged
over the 14 zones, just under 10 percent (see Table 8.2). In other
words, about 90 percent of zone residents commuted elsewhere in the
metropolitan region for employment. Naturally, these numbers varied
among zones. The Beloit zone managed to employ over 30 percent of
its residents while the South Bend zone kept only 2.6 percent. The rea-
sons for this have to do with the relative sizes of zones, the proportion
of the city’s industrial land that is covered by the zone, the extent of a
match between the skills of zone residents and the skills demanded by
zone employers, the targeting of zone jobs at zone residents, and, final-
ly, the algorithms we used to translate enterprise zone boundaries into
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TAZ regions (see Appendix E). The fact that 90 percent of zone resi-
dents on average work outside the zone certainly does not support the
argument that zone residents find work only within a very constrained
geographic area. Of course, it may still be the case that there is a size-
able subset of zone residents who are currently jobless and who are
more spatially constrained than those who are employed.

Averaged over the 14 zones, zone residents took about one-fifth of
the jobs offered in the zone. Again this percentage varied considerably.
In Springfield, Missouri, close to 35 percent of jobs were taken by resi-
dents, but in South Bend, Indiana only 11.7 percent were. Overall, the
vast majority (four-fifths) of jobs were taken by commuters into the en-
terprise zones. Moreover, these commuters came from far and wide.

In Table 8.2, distance is measured using the following equation:

1) wmcp==2Cu E;“'C” :

where MCD is the weighted mean commute distance, D is the zone
centroid to zone centroid distance between each TAZ pair, i being the
origin or residence zone and j being the work zone, and C;; the number
of commuters living in i and working in j. C without the subscripts is
the total number of commuters in the system. This calculation makes
use of the most geographically precise commuting data in the CTPP,
the origin-destination matrices.

In exactly half of the zones in the subsample, those who worked in
enterprise zones actually had longer commutes than those who worked
elsewhere in the region. Another three zones had employees with
weighted average commuting distances within a tenth of a mile of the
average for the region. Unsurprisingly, Beloit—the zone able to pro-
vide the highest percentage of its residents with zone jobs—had the
biggest difference between average distance to work of zone and non-
zone workers. Zones are not attracting workers from a highly localized
labor market.

Since workers experience the friction of distance in terms of time,
not the miles traveled (even less the miles between zone centroids), it is
possible that our results misrepresent the true accessibility of zone jobs.
To test this we built a standard time-to-work regression for each zone in
our sample (see Appendix H for a detailed description of this model



Table 8.2 Employment in Enterprise Zones by Residence and Distance to Work of Zone Employees

Distance to work,

all workers in Distance to work,
Zone residents Zone jobs transportation enterprise zone

employed taken by zone region (miles, employees (miles,

City in zone (%) residents (%) weighted average)? weighted average)?
Beloit, Wis. 30.4 26.2 4.8 2.3
Canton, Ohio 11.7 29.9 5.0 5.4
Evanville, Ind. 5.6 155 4.9 45
Fort Wayne, Ind. 3.0 13.2 4.9 4.8
Green Bay, Wis. 55 134 4.0 3.1
Jacksonville, Fla. 10.1 315 8.4 8.6
Lexington, Ky. 14.8 30.1 4.2 4.2
Milwaukee, Wis. 6.3 151 6.6 6.9
Muncie, Ind. 7.8 19.6 34 35
Pittsburg, Pa. 4.4 19.7 6.9 7.5
Porterville, Calif. 6.6 21.9 7.3 6.4
South Bend, Ind. 2.6 11.7 4.8 5.0
Springfield, Mo. 155 34.2 5.8 5.9
Syracuse, N.Y. 10.2 275 6.4 6.3

& Mean miles to work (MCD) is calculated by the distance from zone centroid to zone centroid for each zone pair and weight-
ed by actual commuters between each zone pair.
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and further results for an earlier sample of zones). In these regressions
commute time was the dependent variable, and the income (or occupa-
tion) of workers, the mode of transportation to work, and whether the
work site was an enterprise zone or not were all independent. Since
zone residents tend to be poorer than the rest of the metropolitan popu-
lation, and will therefore be more likely to use slower public transit, a
control for transportation mode is crucial; since the literature suggests
that better-paid and more-skilled workers are prepared to commute
longer distances, a control for income (or occupation) is also necessary.
We found further evidence for our earlier conclusion: even when taking
into account the time effects of transportation mode and income, in al-
most all cases zone workers had a longer commute time than non-zone
workers.*?

In summary, the vast majority of zone residents actually worked
outside of the zone and the vast majority of zone jobs were taken by
non-zone residents. Where did those commuting into zones live? In
most instances, the homes of zone workers were nearly as dispersed
across the metropolitan area as the homes of those who worked outside
of the zone. It does not appear that jobs created within zones offer
much in the way of a local accessibility advantage to residents of zones.

Why are enterprise zones attracting workers from afar and em-
ploying so few of their residents? At this stage we have only specula-
tive answers to this question. It is likely that the truth of the claim that
labor markets for lower-skilled workers are quite spatially limited has
been massively exaggerated. For example, the recent commuting lit-
erature suggests that minorities—who are often overrepresented
among lesser-skilled workers—often travel further to work than non-
minorities (MacDonald 1999). Over and above arguments about the
size of labor markets, it is probably the case that, controlling for in-
dustry, the range of skills demanded in enterprise zones is little differ-
ent from the range of skills demanded in the rest of the metropolitan
area. It would be very surprising indeed if the residents of enterprise
zones—who tend to be poorer and less educated than the rest of the
population—were able to supply the full range of labor skills demand-
ed by firms located in the enterprise zones. Moreover, the zones we
have looked at tend to focus on manufacturing, whereas many of the
jobs requiring lesser skills are in other sectors, particularly services.
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We should not be surprised to find that many of the residents of enter-
prise zones commute to lower-skill jobs more abundantly available in
other parts of the city.

CONCLUSIONS

Do enterprise zones enhance the accessibility of work for disad-
vantaged workers and job seekers? Enterprise zone programs attempt
to do this in two ways: by placing zones in areas where disadvantaged
workers are concentrated, in the hopes that spatial proximity by itself
will increase employment of such persons, and by tying job incentives
(for zone firms or for all firms) to the employment of disadvantaged
workers. Almost all state enterprise zone legislation calls for the tying
of some portion of available jobs credits to “disadvantaged” workers
and job seekers. But as we saw in Chapter 4, jobs credits on average
make up a relatively small proportion of incentives offered in enter-
prise zones. Thus the actual percentage of potential credits tied to or
targeted at disadvantaged persons is very small indeed. Moreover,
there is some evidence that firms may avoid using incentives which re-
quire the employment of disadvantaged persons. If this is so, it should
come as no surprise that the targeting apparent in state zone legislation
is much less obvious when looking at the employees working in enter-
prise zones. We doubt that the tying of jobs credits to the employment
of disadvantaged persons has increased the accessibility of employ-
ment for those persons very much.

In this study we have focused on states that enforce some level of
spatial targeting through the criteria for establishing zones; in other
words, we have focused on states that presume job proximity is impor-
tant. There are other states that allow zones in areas that are not de-
pressed but give bigger incentives if the zone is near targeted popula-
tions. There are also states in which enterprise zones are little more
than delivery mechanisms for standard state incentives without any
particular geographical focus. Even where there is proximity between
zones and disadvantaged persons, however, it is still unclear if the dis-
advantaged gain any special accessibility to employment opportunities.
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First, incentives create very few additional jobs in zones. Second, en-
terprise zones function in the context of much broader regional labor
markets; many, or even most, of the jobs will go to persons residing
outside the zone. Finally, it is unclear whether the spatial mismatch hy-
pothesis explains much of inner-city unemployment and labor-force
participation.

Many individuals commute into and out of the enterprise zone for
employment. Of those commuting in, many appear to come from
wealthier neighborhoods and suburbs. In the cases we examined, en-
terprise zones were as likely as not to have more long-distance com-
muters than non-zone areas of the city-region. Thus, it is hard to see
that spatial proximity of jobs has provided much in the way of in-
creased accessibility. Again we need to emphasize that the analysis
presented in this chapter is quite preliminary. Our results are based on
a very small sample of enterprise zones and the data we use are not rich
enough to define comprehensively the accessibility provided by enter-
prise zones.

As we mentioned in the introduction to this chapter, there are other
ways of providing accessibility. It is possible that declining inner-city
locations are poor places for business to develop. Some have argued
that in comparison to greenfield suburban sites, these places are racked
by poor infrastructure, high crime, and so on (Dabney 1991). If this is
true, it may be better to abandon efforts to increase the spatial proximi-
ty of jobs and targeted persons and to resolve the issue of accessibility
to employment in a more comprehensive way. Better job placement
services would be a start; these would better disseminate information
about suburban job opportunities to inner-city residents. Better transit-
based reverse commuting would be another help, allowing inner-city
residents to get to suburban jobs. Residential programs that move peo-
ple out of the inner-city and place them in suburban locations may be
another useful, if highly controversial, option. Helping overcome
racial stereotyping (and geographical stereotyping) would almost cer-
tainly help. We have looked at none of these strategies in this book, but
it is clear to us that the accessibility of employment to economically
disadvantaged people has not been resolved by enterprise zones and
that other policy approaches need to be tried. In the conclusion we re-
turn to these issues.
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Notes

1. Hughes and Sternberg (1992) argued for the provision of “job mobility” through
transportation and job-placement services. For instance, public transit that en-
abled reverse commuting would improve the accessibility of suburban jobs, ap-
propriate placement programs would allow inner-city residents, spatially re-
moved from buoyant job markets, to “hear” about suburban job openings. Others
are skeptical of the ability of either public transit or placement approaches to
overcome employment barriers and have argued instead for “residential mobility”
programs, such as the Gautreaux housing experiment in Chicago (Rosenbaum et
al. 1991; Kain 1992). Rosenbaum (1996) argued forcefully that residential mo-
bility programs have a much greater chance of reducing a wider range of labor
market barriers to minority employment than traditional approaches. For in-
stance, potential employers may take a suburban address as a positive indicator of
future work performance, compared to an inner-city address.

2. For the original statement of the spatial mismatch hypothesis, see Kain (1968).
Also see the papers developing the hypothesis, in particular, Gordon, Kumar, and
Richardson (1989), Jencks and Mayer (1990), Blackley (1990), Holzer (1991),
Holzer and VVroman (1992), lhlanfeldt (1994), and Holzer and Ihlanfeldt (1996).
Also see Kain’s (1992) restatement. For work on the constraint, see Peterson and
Vroman (1992) and lhlanfeldt and Sjoquist (1998).

3. Audit studies provide the most compelling evidence of hiring discrimination
against blacks. See Fix and Struyk’s (1994) review.

4. Glaeser (1996) distinguished between the loose form of the spatial mismatch hy-
pothesis (segregation by race and income affects employment outcomes) and the
strict form (location matters because of transportation distance to work). We
doubt that any of the evidence here contradicts the loose form.

5. Also see Cooke (1997), who found that proximity to intrametropolitan job oppor-
tunities has no effect on African-American labor-force participation, but it does
have a positive effect on labor-force participation among white married mothers,
for instance. Part of the difficulty with the spatial mismatch hypothesis is that
there appears to be significant gender differentiation within individual race cate-
gories. See McLafferty and Preston (1996) for a statement of this issue.

6. California targets residents of a high-density unemployment area or Targeted
Economic Area, rather than the enterprise zone per se.

7. In fact, we assumed in our TAIM® simulations that no firms qualified for the jobs
credit in Connecticut.

8. Gravity or entropy models are widely used as a way of understanding spatial ac-
cessibility. See Appendix G for a discussion of these models in this context.

9. Note that for convenience we use “transportation region” and “metropolitan area”
interchangeably. For the purposes of this section the distinction between these
two regions is unimportant. Nevertheless, transportation regions as defined by
the Bureau of Transportation Statistics and Metropolitan Statistical Areas (MSAS)
are not identical entities.
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Enterprise zones tend to be in or near central cities. Here TAZ regions—the local
unit of geographical analysis in this section—tend to be smaller; thus zone-to-
zone (commute) distances are shorter. Consequently, one would expect that, on
average, those working in enterprise zone TAZs would have shorter commuting
distances than other workers. Thus, if enterprise zones do provide some special
accessibility advantage, commuting distances for those working in enterprise
zones should be even shorter.

The CTPP does three unique things: 1) it uses Traffic Analysis Zones (TAZs),
which are small commuting regions, as the basic unit of geography; 2) It includes
a reorganization of Census data so that the characteristics of persons and house-
holds by their place-of-work is obtained; and 3) It includes commuting flow ma-
trices of beginnings (origins) and ends (destinations) for the journey-to-work.
The data are used mainly by traffic planners and engineers for forecasting traffic
flows, but they may also be used to analyze a range of other policy-oriented com-
muting issues. See, for instance, O’Regan and Quigley 1996.

Unfortunately, the data used in these regressions are from Part Il—the place of
work data—of the CTPP. The reason for this is that the CTPP does not provide
information on the occupation or income of those residing in a particular zone and
working in a particular zone. See Appendix H for more information on the re-
gressions.






9
Conclusions and Policy
Recommendations

Enterprise zones remain the principal, if not the only, form of urban
policy at the state level in the majority of U.S. states; in fact, their use
expanded in the late 1990s. Is this a trend to be applauded or decried?
We begin this chapter by reviewing the principal findings of our re-
search on enterprise zones. We then revisit the policy issues raised in
the first two chapters and reexamine them in light of our research. Are
enterprise zone incentives in fact a useful policy instrument for raising
the incomes of the poor, enhancing city economic development, or re-
developing depressed neighborhoods? We conclude the chapter with
recommendations for improving state enterprise zone programs.

A REVIEW OF THE RESEARCH FINDINGS

What are the Most Common Enterprise Zone Incentives and How
Much are They Worth?

The typical package of incentives available to firms locating in an
enterprise zone consists of an investment credit and a jobs credit under
the state corporate income tax, and local property-tax abatements.
Among 20 of the most industrialized states, the average incentive pack-
age increased in value from $4,061 per job in 1990 to $5,338 per job in
1998, where value is measured by the increase in the present value of
the 20-year cash flow attributable to investment in a new plant. Look-
ing at just the 13 states that had substantial enterprise zone programs in
place by 1990, the average package among our 75 sampled cities was
worth $5,048 per job in 1994. Among the 75 cities, half had at least
one sector for which the total incentive package exceeded $10,000 per
job, and 14 cities would have granted at least one sector more than
$20,000 per job. Incentives of this magnitude are equivalent to a gross
undiscounted value in the range of $20,000 to $60,000 per job, which is
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not trivial in comparison to the reported packages offered to some firms
in the past 10 years.

Another way of getting at the question of incentive size and impor-
tance is to consider the size of the wage premium that a given incentive
package would just offset. If we look at the average across the 13 states
for each of the sectors, we find that the incentive packages were equiv-
alent to a 1.6 percent to 7.1 percent cut in wages. A relatively small
wage premium would be sufficient, in many locations, to wipe out the
advantages created by the incentive packages there. Thus one would
not expect incentives to have large effects on location decisions when
they appear small relative to wages—the major factor cost for manu-
facturing firms.

How Do Enterprise Zone Incentives Compare to More Widely
Available State and Local Incentives?

The total incentive package values reported above included both
incentives available only within enterprise zones and incentives avail-
able anywhere in the state. On average among the 20 states, the enter-
prise zone incentives per se accounted for 63 percent of the total pack-
age in 1990, but only 52 percent by 1998. Looking just at the 75-city
sample, the enterprise zone share fell from 65 percent in 1990 to 56
percent in 1994 (though in 3 of the 13 states, zone incentives represent-
ed 100 percent of the package). General incentives have been increas-
ing more rapidly than enterprise zone incentives. Still, for the typical
manufacturing firm, the incentive package more than doubles if the
firm chooses an enterprise zone location over a non-zone location in the
same state.

While on average states are attempting to confer a substantial com-
petitive advantage on enterprise zones through more generous incen-
tives, there were two contradictory trends in the 1990s among the 20
states: 1) some states embarked on new enterprise zone programs, or
increased the competitive advantage of existing zones or other targeted
areas;! 2) other states weakened the advantage of geographically target-
ed areas by reducing targeted incentives or, more commonly, by ex-
panding nontargeted incentives. Perhaps more importantly, the trend in
many states with long-standing enterprise zone programs (or the equiv-
alent) was to increase the maximum number of such zones allowed.
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This further weakened the targeting effect of zone programs, as a larg-
er and larger portion of the state fell under the “targeted” program.

Are Larger Incentives Compensating for Higher Taxes?

Competition among states and localities for manufacturing invest-
ment has led to reductions in basic state taxes as well as increases in
state and local incentives. The importance of these tax and incentive
changes can best be measured by their effect on the overall state-local
tax rate on new investment. The overall trend in the 1990s has been
overwhelmingly to reduce basic taxes on corporations. Among the 20
states, the median basic tax rate was reduced from 8.5 percent in 1990
to 7.9 percent in 1998. Larger reductions in the median effective tax
rate occurred when general incentives were included (from 7.6 percent
to 6.7 percent) and when targeted incentives were added (from 6.3 per-
cent to 5.2 percent).

Has there been any convergence among these 20 states in terms of
their tax rates on new investment? The short answer is “No.” In 1990,
incentives were not, by and large, offsetting unusually high basic tax
rates but were in fact reducing tax rates that were already below aver-
age. By 1998, the variability in basic tax rates among states had actual-
ly increased, but incentives no longer added to (or subtracted from) this
variability. Thus, tax rate and incentive competition continued through
the 1990s with no indication that this was producing convergence; the
process resembled a game of leapfrog, with no state apparently content
to be merely average. The most striking evidence of this is the preva-
lence, by 1998, of negative tax rates on new investment: not only did
the construction of a new plant, and the generation of sales and income
from it, fail to generate additional tax liability to the state in which the
plant was located, but the plant actually reduced the firm’s existing tax
liability to that state in many instances because new plant credits ex-
ceeded the entire new plant tax.

Do Enterprise Zone Incentives Appear to Favor
Particular Industrial Sectors?

Some states have relatively high corporate income tax rates, while
others are noted for high local property-tax rates; income tax credits
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may favor labor or capital, and the property-tax base may tax only real
property or most forms of personal property as well. This variation in
state-local tax systems, combined with variation among manufacturing
firms in terms of profitability, capital intensity, and asset composition,
produces wide variation in effective tax rates on a given industry across
our 75 city sample, and wide variation within cities in terms of effec-
tive rates imposed on one sector versus another. All but 4 of the 16 sec-
tors end up as the most-competitive sector (in terms of effective tax
rate) for at least one of the cities, while all but 4 end up as some city’s
least-competitive sector. Within a given city, it is quite common for the
most heavily taxed sector to be facing a state-local tax rate two (or even
three) times the rate on the least-taxed sector.

All this amounts to implicit industrial policies, with states and
cities providing favored tax treatment to a few industrial sectors. Our
major concern here is that it is very likely that little or no thought has
gone into the industrial policy consequences of most states’ and cities’
tax systems. Industrial policy has developed almost by default, as a by-
product of decisions taken about other state and local policy issues.

Do Enterprise Zone Incentives Favor Labor over Capital?

One would assume that job creation is the predominant objective of
enterprise zone programs, given the concern with higher rates of pover-
ty and unemployment in zone areas. State tax policy, on the other hand,
generally may simply be aimed at “economic development,” where in-
vestment is the primary objective (with more jobs assumed to follow, of
course). This is borne out to a limited extent by the pattern of state tax
incentives in the 13 states that are the focus of this study: jobs credits
are a little more likely to be provided in enterprise zones than to be pro-
vided generally throughout the state.

It is more instructive to look at incentives that actually lower the
price of labor at the margin versus incentives that lower the price of
capital at the margin, since some incentives that appear to do so, do not
in many instances, functioning instead as lump-sum grants to the firm.
Looked at in this way, we found that 4 of the 13 states provide, at the
state level, a set of incentives to zone firms that clearly lowers the price
of labor without an offsetting capital-matching “grant.” Four other
states have a clear capital bias. In the other five states, state credits pro-
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vide no clear reduction in labor or capital prices at the margin. When
local incentives—property-tax abatements, primarily—are brought into
the picture, however, the capital bias becomes quite strong.

The possible effects of incentives on a firm’s choice of technology,
and the relative use of capital and labor in the production process, de-
pend not on the dollar amount of incentives but on changes in the prices
of capital and labor. We estimated these price changes for each of the
16 manufacturing sectors and each of our 75 enterprise zone cities. The
effects of labor incentives on the price of labor are quite small. In only
two states does the average price reduction exceed 1.0 percent, and the
maximum price reduction among the 16 sectors never exceeds 3.0 per-
cent in any state. Capital incentives, on the other hand, have substantial
price effects in several of the states. The average price reduction
among sectors exceeds 5.0 percent in 8 of the 13 states, and in 6 states
the maximum exceeds 20 percent for at least 1 sector. Our results show
that overall there is a clear bias of incentive systems in favor of capital
in all but 2 of the 13 states.

Given the significant substitutability between capital and labor in
manufacturing reported in empirical studies, it is likely that this capital
bias in incentives will cause firms to adopt at least somewhat more cap-
ital intensive methods of production. This substitution of capital for la-
bor could occur in any firm benefiting from the subsidies, including
those whose location decisions were unaffected. If this substitution ef-
fect is large enough, it is possible that the net effect of zone incentives
is to lower employment rather than to increase it.

Do Enterprise Zone Incentives Produce a State
or Local Fiscal Surplus?

The case for providing tax incentives for investment in enterprise
zones would be stronger if it could be shown that states or localities ex-
perience a net gain in revenues as a result of the incentive program, at
least in the long run. The increased revenues could be used to upgrade
infrastructure or education systems or to provide job training, thus aug-
menting the development effects of the direct job creation. If fiscal
losses occur, on the other hand, the opposite is true: incentives weaken
the ability of government to provide the public services that businesses
depend on, directly and indirectly.
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Our research indicates that the direct revenue effects of enterprise
zone incentives are very likely to be negative, and rather strongly so. In
the average enterprise zone city, among our sample of 75, each job that
is actually induced by the zone incentives would generate about $7,200
in net additional revenue to state government (in present value terms
over 20 years) and another $11,000 in local revenue. On the other
hand, the state would lose about $4,600 for every new job that was not
attributable to incentives (because some growth would have occurred
anyway), and localities would lose about $3,200 for each noninduced
job. The key to determining fiscal break-even is identifying the per-
centage of new jobs that were in fact created only because of the incen-
tives—the induced jobs as a percentage of all new jobs. In the average
city, as long as this percentage was more than 30 percent, state and lo-
cal government combined would come out ahead. The problem is, re-
search (ours and others) suggests that the percentage is likely to be
much lower than 30 percent. If the elasticity of jobs with respect to tax-
es is about —0.3, the inducement percentage would be about 9 percent
and the annual net state-local revenue loss would be about $7,130 per
induced job in our average city. These losses would mount over time as
gross job growth causes more incentive spending each year. The even-
tual effect of a typical set of zone incentives for the average-sized zone
in our sample would be a total state-local revenue loss (for the zone as
a whole) of about $1.5 million annually.

While it appears unlikely that enterprise zone incentives will pro-
duce fiscal gains for state government, or for a state’s localities in the
aggregate, it is possible that local incentives produce local gains. This
is because there is reason to believe that incentives have a greater effect
moving investment around within a metropolitan area than from one
state or metro area to another. Shifts in location within a metropolitan
area would produce no net gain for the state or for localities collective-
ly, but the city that gains business could gain fiscally. This depends on
how sensitive intrametropolitan location decisions—in particular, deci-
sions to locate in a central city enterprise zone versus a suburban green-
field site—are to differences in local tax rates, about which we know
very little.

The conventional wisdom favors granting firms temporary and de-
clining tax credits or abatements. Eventually, the argument will go,
these firms we have attracted will be paying the full freight in taxes,
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and it will be worth the temporary loss in revenue to get the permanent
gain. This assumption ignores the fact that establishments do not live
forever. By front-loading, one is increasing the odds that a given estab-
lishment will get most or all of the potential incentives but will pay full
freight for only a few years, or none at all; by the time the incentives
are phased out, many establishments will have died or moved on to
start the incentive pattern over again in another community. Our re-
search shows in fact that governments will lose more revenue the more
they front-load their incentives. A permanent tax cut on new invest-
ment or jobs is more likely to produce positive revenues than a tempo-
rary cut with the same power to create jobs (in other words, with the
same value to the firm over some decision-making time horizon). The
most cost-effective incentive program, in terms of revenue loss or gain
per new job, is a back-loaded one. The argument for back loading is
strengthened by the fact that it rewards firms for staying in the commu-
nity, instead of rewarding them just for arriving, and so may increase
the average time over which new establishments, and the jobs they
bring, benefit the community.

Did the Manufacturing Sector in the Enterprise Zones
Shrink during the 1989-1995 Period?

When we examine the 13 states as a whole, we find that the six-
year period 1989-1995 saw relative stability in the manufacturing sec-
tor, as measured by changes in the number of manufacturing establish-
ments. Small rates of net growth in some sectors were offset by small
rates of net decline in other sectors. On the other hand, enterprise zones
within these states experienced relatively pervasive decline, though at a
modest rate. This net decline in manufacturing establishments was pro-
duced not just by steady attrition, however. New plants were constant-
ly emerging to replace older ones that disappeared, and in most sectors
the gross changes in both directions were five to eight times as large as
the net change. The average zone among the 64 we studied began the
period with about 111 manufacturing establishments distributed across
six or seven sectors. Each year, in the average zone, about 11 manufac-
turing establishments were born or moved into the zone, but about 12.4
establishments died or moved out. The net effect was a decline in es-
tablishments at an average rate of only about 1.2 percent per year. Of
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the 64 zones, 20 actually experienced a net gain in manufacturing es-
tablishments; on the other hand, 10 zones suffered net losses of 20 per-
cent or more over the six-year period.

Establishments exiting the enterprise zones (through deaths or
moves out) were, on average, just slightly larger than entering estab-
lishments. The percentage loss of manufacturing employment over the
six-year period due to net loss in establishments was therefore likely to
be a little more than the percentage loss of establishments. Zone em-
ployment is also greatly affected by the job expansions and contrac-
tions of existing firms that remain in the zone. Overall, of the estab-
lishments existing at the beginning of a given two-year period in these
64 zones, about one in three expanded employment within the two
years, and about one in three reduced employment. (About one in five
died or moved out.)

Larger establishments were much more likely to contract than
smaller establishments, however, so it is likely that the net effect of
expansions and contractions in these zones was further erosion in the
job base, beyond the more than 9 percent attributable to net loss of es-
tablishments. When one examines expansions and contractions by
time period one finds a striking trend, however: the percent of estab-
lishments that remained in the zone and expanded increased with each
two-year period, while the percent that remained but reduced employ-
ment declined. Expansion rates exceeded contraction rates by a wide
margin in the most recent period, 1993-1995, especially for the two
smaller-size classes. It is quite possible that in the 1993-1995 period
there was net employment growth in existing establishments in these
zones sufficient to offset, or more than offset, the job losses due to ex-
its exceeding entries. Whether this trend continued as the national
economic expansion continued through the 1990s is open to specula-
tion.

There is a surprising amount of sectoral diversity in the enterprise
zones. In all but 4 of the zones, there were at least 5 of the 16 sectors
significantly represented, and in 19 of the zones, there were 8 or more
sectors. (A sector was considered to have a significant presence if it ac-
counted for at least 5 percent of the total number of establishments in
the zone.) In part, this reflects the fact that many zones are quite large,
drawn to include a major portion—if not all—of the city’s industrial
land. The median number of sectors significantly represented among
the births and moves in (those accounting for at least 5 percent of the
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total) was 7; all but 5 zones saw new establishments representing 5 or
more different sectors.

We assessed the zones’ comparative advantage or disadvantage for
types of manufacturing. We compared sectors in which zones did rela-
tively better than the states (six sectors that accounted for 96 percent of
the state decline, but only 53 percent of the zone decline), and sectors in
which zones did relatively worse (accounting for 43 percent of zone de-
cline, although these sectors were actually increasing for the states).
There was no clear difference between the two groups of firms in terms
of national average wages paid in those sectors. (This analysis is based
on national average wages by two-digit SIC code, however, not on ac-
tual wages for the particular establishments moving into and out of
these zones or these states, so these results should be viewed with
caution.) But zones appeared to have a pronounced disadvantage in at-
tracting and retaining the more capital-intensive sectors of manufactur-
ing. Moreover, zones are dominated by traditional—that is, non-tech-
nology—manufacturing sectors, particularly printing and publishing
and fabricated metal products. Zones appeared to have a comparative
disadvantage in electronic equipment, instruments, and chemicals.
This may not bode too well for long-term zone growth.

Do Enterprise Zones Create Local Economic Growth?

If zone incentives are to be effective, then they must be sizeable
enough to influence geographic investment decisions. Averaged across
the 13 states for each of the sectors, we found that the incentive pack-
ages were equivalent to a 1.6 percent to 7.1 percent cut in wages. So in
many locations a relatively small wage premium would be sufficient to
wipe out the advantages created by the incentive packages there. With
the exception of some extreme cases, therefore, one would not expect
incentives to have large effects on location decisions. Our statistical
models of enterprise zone incentives and growth bear out this deduc-
tion. At best the evidence shows that enterprise zones have little or no
impact on the growth of establishments. It is almost certain then that
they have as little impact on employment growth. Our conclusions
here are in line with much, but not all, of the econometric work on en-
terprise zones and growth.

Why are enterprise zone incentives not affecting growth? Part of
the explanation probably lies in the fact that many zones are in older,
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distressed, inner-city neighborhoods. Such places suffer from a num-
ber of important locational deterrents—high levels of crime, poor infra-
structure, poorly skilled workers and so on—and it is unlikely that tax
incentives alone, small as they usually are, will make up for these neg-
atives. In other words, in growing places enterprise zones may do little
more than reinforce growth trends, but in distressed places they are sel-
dom likely to be large enough to make a huge difference. This suggests
that enterprise zone incentives could be effective if they were targeted
appropriately, were managed correctly, and were large.

In some places enterprise zone incentives are so large that it is
probable that they are successful in generating growth. For instance,
we are strongly inclined to believe that Michigan’s Renaissance Zone
program is so generous that it is effective. A few other states also have
very generous enterprise zone regimes. Considering our entire sample,
however, the incentive differences between the most generous and least
generous sites were often substantial. But for the most part, the tax ad-
vantages of enterprise zone status are not huge and the differences in
tax generosity among different enterprise zones are quite small. While
enterprise zones probably do work in the extreme cases, it is entirely
unsurprising that they do not have much effect on growth overall.

It is also important to recognize that the likely effectiveness of very
generous incentives such as Michigan’s comes at a high cost. As long
as the elasticity of economic growth with respect to taxes is less than
one, and there is reason to believe it is much less than one (for interstate
location decisions), incentives generate net revenue losses, and the
larger the incentives, the larger the losses (for a state and its localities in
the aggregate). To understand how this works, recall that larger incen-
tives will indeed mean that a larger share of the establishment growth in
a locality is induced by those incentives; but the larger the incentives,
the less the locality gains from each induced establishment, and the
more it loses in revenues by granting incentives to firms that would
have located there anyway.

Do Enterprise Zones Improve the Accessibility
of Work for Targeted Workers?

Our answers to this question are decidedly preliminary. Neverthe-
less, two broad conclusions may be drawn. Tying the provision of busi-
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ness incentives to the requirement that recipient firms hire targeted
workers appears not to have been a success. These requirements usual-
ly apply only to jobs credits, and jobs credits are typically only a small
part of provided incentive packages. Moreover, it is possible that firms
may avoid using incentives with strong “tying” provisions.

Improving access by locating zones in targeted areas also seems to
be problematic. Enterprise zones attract workers from far and wide. In
most of the enterprise zones we looked at, the majority of jobs were tak-
en by commuters from outside. Indeed, commute time of those working
in enterprise zones is often longer than the average for those working
elsewhere in the containing regions. This suggests that spatial proximi-
ty between home and work does not necessarily improve the accessibil-
ity of jobs. Moreover, there is good reason to be skeptical that trans-
portation costs—between home and work—are a major cause of higher
levels of unemployment and lower levels of labor-force participation in
inner-cities. Thus it is a mistake to believe that the location of enterprise
zones in older inner-city neighborhoods will improve the employment
opportunities available to inner-city residents.

ARE ENTERPRISE ZONES A USEFUL
ECONOMIC-DEVELOPMENT TOOL?

Our work points to a basic confusion in the enterprise zone con-
cept. Enterprise zones are seen as instruments for increasing business
investment, creating jobs, and enhancing the tax base. But to what
end? Is the objective merely to enlarge the economic base of the city—
that is, are enterprise zones just another name for local economic de-
velopment, or another way for “the urban growth coalition” to direct
resources to capital investment? If so, one would permit enterprise
zones to be drawn quite large and to incorporate the major industrial
sections of the city, whether inhabited by lower-income persons or not;
furthermore, one might allow enterprise zones outside of cities, in sub-
urbs or rural areas. This in fact appears to be the implicit purpose in
some state enterprise zone programs (most notably Ohio’s), where the
spatial targeting is limited to only some zones, individual zones some-
times include much of the city, and zones have proliferated.
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Or is the objective to raise the incomes of the residents of de-
pressed or inner-city neighborhoods? This certainly appears to be the
goal of enterprise zones in those states in which zones are narrowly
drawn, zones are limited in number, and zone eligibility is predicated
on a showing of neighborhood distress. Here the idea is that proximity
to work opportunities is essential to reducing the unemployment rates
and boosting the labor-force participation rates of people who live in
those neighborhoods, thus increasing their income. Buttressing this
idea is the spatial-mismatch hypothesis—that the suburbanization of
investment has reduced the work opportunities of inner-city minorities.
If this is the objective, then one must confront the fact that there are
many strategies for raising incomes, including programs to enhance ac-
cess to suburban jobs, programs to improve access to suburban hous-
ing, and programs to increase the employability of residents, not to
mention income transfers and social services. Where are the public’s
limited resources best spent—on a jobs-to-people strategy through
zone incentives or on other approaches?

Finally, enterprise zones may be seen as part of a neighborhood re-
development policy. In many cities the zone is just one more program
layered on top of existing neighborhood-based programs operated by
the city, by local churches, by community development corporations,
or by other nonprofit organizations, often through alliances with the
private sector. The zone tax incentives—which are often provided to a
wide range of businesses, including retail and service establishments—
are part of a broader, neighborhood-based approach to revitalizing de-
pressed areas that might include such things as job training, social ser-
vices, housing rehabilitation, infrastructure improvements, education
reform, and commercial redevelopment. Our research is certainly not
meant to be a criticism of such broad-based community development
strategies. Rather, we ask the question: Are enterprise zone incentives
that are aimed at basic economic sectors, such as manufacturing, a use-
ful and important component of such a strategy? Again, the question
should be: Where are the community’s limited resources best spent—
on incentives to attract manufacturing establishments or on other pro-
grams more directly and clearly affecting the quality of inner-city
neighborhoods?

Let us focus our attention on enterprise zones as a distinctive strat-
egy involving spatially targeted incentives aimed at creating jobs in de-
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pressed neighborhoods, rather than zones as just another name for gen-
eral economic development. The relevant questions then become: Do
zone incentives create jobs in such places, and if so, at what cost? Do
these jobs raise the employment rates and income levels of low-income
residents of the neighborhood? And most importantly, given the cost of
creating a job in a zone that goes to a low-income zone resident, could
these public funds be better spent in other ways? If we can answer
these questions we will have addressed the neighborhood development
issue as well: if zone incentives have any role to play here it is because
higher income levels would support a larger local commercial sector
and better-quality housing and schools.

The accessibility of economically disadvantaged populations to
employment could be enhanced in a number of ways besides bringing
jobs to the inner city.? Better job-placement services, for example,
would let the residents of inner-city neighborhoods know about subur-
ban job opportunities. Run properly, placement services could enhance
access to such jobs by reducing the transaction costs and prejudices of
suburban employers if such employers come to trust the agency as an
effective initial screener of prospective inner-city employees. Such an
agency should also provide the kinds of services commonly employed
in effective welfare-to-work programs—an assessment of job readi-
ness, classes in job readiness, and job-search assistance—and perhaps
referral to other programs such as GED classes, English as a Second
Language classes, or more extensive job training.

Likewise, transit options could be developed that reduce the costs
associated with reverse commuting. In fact, there are placement ser-
vices and temporary employment agencies that run their own minivans
from inner-city neighborhoods out to suburban work sites. Federal
support for reverse commuting initiatives has recently expanded and
these programs have now been in place long enough in some larger
cities that researchers have begun to provide some preliminary assess-
ments of their effectiveness and limitations (Blumenberg 2000; Minton
1999).

Another option is to facilitate the movement of people from de-
cayed neighborhoods to the suburbs. This has been tried a number of
times in the United States, the most famous of these experiments being
the Gautreaux program in Chicago. The evidence suggests that such
programs can be effective, particularly if the impacts are measured over
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more than one generation. This strategy raises the incomes of those
able to move closer to centers of employment and to places with better
schools and better environments for children. It may worsen condi-
tions, on the other hand, for those left behind as positive role models
become more scarce and labor market networks thinner, and it is cer-
tainly not compatible with community-development goals.

Other possibilities exist. To the extent that the employment prob-
lem in the inner city is a mismatch of skills or work habits, rather than
a spatial mismatch, job-training and work readiness programs, or pro-
grams to reduce high school drop-out rates, may be appropriate. The
point is this: The alternative uses of funds are many, and the incentives
offered in enterprise zones are not cheap. What if the revenues fore-
gone through zone incentives were spent directly on other programs?
Consider the following “thought experiment” involving alternative ap-
proaches to increasing the mobility of inner-city residents looking for
work.

We begin by calculating a reasonable estimate of the direct state
and local cost of creating one job for an enterprise zone resident. Let us
take as a starting point the fiscal simulations reported on in Chapter 5.
These simulations assumed a gross annual rate of job growth (births
and moves in) of 10 percent, approximately equal to the observed rate
in our zone sample over 1990-1995. Let us next assume that in the av-
erage zone 10 percent of the gross job growth is attributable to the tax
incentives available in the zone; the other 90 percent would have oc-
curred anyway. While 10 percent seems like a very low figure, it is ac-
tually quite optimistic, based on our estimates of the actual effects of
zone incentives on growth and based on other studies of the elasticity
of employment with respect to taxes.

If we take 10 percent inducement as a best case, for every 100 new
jobs in the zone each year, the 10 induced jobs would generate a net
state-local revenue gain of about $18,200 per job (the average among
our 75 cities), or a total of about $182,000. The 90 noninduced jobs
would entail a revenue loss of about $7,800 per job (the average incen-
tive cost) or about $702,000 in total. The total net loss is $520,000, or
about $52,000 per induced job. (These figures all represent the present
value of gains or losses over 20 years.)

The next step is to estimate how many of the induced jobs are filled
by enterprise zone residents. Based on the limited analyses presented
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in Chapter 8, it would be a reasonable guess to assume that on average
about one in four jobs goes to a neighborhood resident; we will assume
a best-case scenario of one in two. That means that state and local gov-
ernments spent $520,000 on average to create just five jobs for zone
residents, or about $104,000 per job. (And it only gets worse if we take
into account that these five jobs may not represent a net gain in zone
resident employment, since some of the jobs may be taken by zone res-
idents leaving an existing zone job, which might then be filled by a
non-zone resident.)

Our estimate of $104,000 per job is a present value cost over a 20-
year period. At the 10 percent discount rate that we used, it is equiva-
lent to an annual expenditure of about $12,200 over that period. (Keep
in mind that this is the best case; a more probable set of assumptions
would easily double or quadruple these figures.) So here is the thought
experiment: What could we do with $104,000?

Suppose that each prospective inner-city worker was bought a new
car. In 2000, the cheapest new cars on the market went for between
$7,000 and $9,000—used vehicles for much less. Assume that insur-
ance for the first three years for each car would average around $3,000
(estimating conservatively that it would take inner-city residents new to
the work experience about three years to become attached to the labor
market and thus able to afford their own transportation). Add to this a
liberal administrative overhead of 25 percent (a full 10 percentage
points more than JTPA allowed). Such an “access” policy would have
a direct cost of between $12,500 and $15,000 per worker.®> There
would be other indirect costs and benefits. More cars on the road
would increase infrastructure costs for government and there would be
some negative externalities for other road users. However, given that
most of the new auto use would be reverse commuting, these extra
costs might well be small. Moreover, given that the mobility of whole
families, not merely prospective workers, would be improved, there
would likely be welfare benefits beyond access to work for the one
employee.

Clearly, a program such as the one described above would be diffi-
cult to implement (requiring, for instance, monitoring that cars were ac-
tually used to get to work), and would likely be challenged politically.
For instance, there would likely be opposition to the unemployed being
given free automobiles. Environmentalists would probably be opposed
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to the further government subsidies of automobile use. The policy ex-
periment could be altered to take account of many of these challenges.
Community minivan pools, for instance, could replace individual cars.
No matter—the experiment shows that access to employment can be
provided comparatively cheaply. If the function of enterprise zones is
to provide access, then they are comparatively expensive tools.

Our thought experiment is not far from the recommendations of
some working in the area of welfare and transportation policy. Waller
and Hughes (1999) argue that both federal and state governments need
to consider the provision of autos to families in poverty. At its broad-
est, their reasoning is that the United States is an auto-dominated soci-
ety and it is unreasonable to expect poorer people to compete econom-
ically without access to cars. They are justifiably skeptical of the
efficacy of reverse-commuting initiatives and of most transit-based re-
sponses to the problems associated with access to jobs by the poor. In
response to the environmental and congestion objections to subsidizing
automobile ownership for the poor, they write:

While [clean air and congestion] are all worthy concerns, should
we pursue them on the backs of poor people being compelled by
time limits and work requirements? Lower income households
undoubtedly drive older cars, which likely produce more air-pol-
luting emissions. The answer is more assistance for better cars
and maintenance, not excluding poor workers from the highways.
More cars on these roads would undoubtedly add to congestion.
The answer is congestion pricing and other ways to manage over-
all highway demand, not just managing poor workers’ traffic. And
if public transit is the magic bullet that would solve both air quali-
ty and highway congestion, then policymakers should increase its
use by higher income workers rather than simply focus on main-
taining a captive market share among poor workers who have no
alternative. (Waller and Hughes 1999, p. 12)

In their survey of transportation support to welfare recipients,
Waller and Hughes found widespread reliance on vouchers for public
transit and mileage reimbursement for existing private automobiles.
But they also found innovative funding solutions including paratransit
alternatives such as van pools and new mechanisms that help clients ac-
quire cars. For instance, Pennsylvania and Michigan provide grants to
some families to buy cars; both states also provide for car repair. A few
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states help with getting drivers’ licenses, and all states in their survey
permit the use of Temporary Assistance for Needy Families Block
Grant (TANF) funds for car repairs and for vehicle-operating expenses.
About half the states excluded the value of at least one car from the el-
igibility determination of TANF-funded benefits. So our thought ex-
periment is not too far from strategies already being used by states to
encourage and support work among welfare recipients and others in
need.

A possible argument against this line of thinking is that enterprise
zones have at least two functions: encouraging employment and pro-
viding access. The thought experiment only deals with the latter of the
two. Our answer here is that enterprise zone incentives do not appear
to induce much employment. Enterprise zones would have to be radi-
cally more successful at inducing new investment than anyone has yet
found for them to be judged a success. In those few cases where enter-
prise zone incentives are probably successful, they are extremely cost-
ly. Presumably, in such cases, state government could set a small por-
tion of the direct subsidy package aside to provide direct support to
improving accessibility.

Furthermore, our thought experiment thus far has spent only about
$15,000 of our $104,000 in available funds. What could we do with the
rest? Following some of the suggestions made by Hughes (1989) for a
six-part mobility/income strategy for inner-city residents, a number of
alternatives spring to mind: two years of community college education
would cost a few thousand dollars per year; a $400 per month subsidy
for day-care expenses would amount to $4,800 per year, enabling more
single parents to work (and reducing welfare costs in the process).
Some of the saved revenue could be invested in upgrading neighbor-
hood schools and infrastructure, or operating a job-training and referral
center, or on housing assistance. Some of the saved revenue could fund
a state-earned income tax credit, which would supplement the wages of
entry-level jobs. The point is this: it is not difficult to imagine a set of
alternative programs that would enhance job access and improve in-
comes, immediately or in the long run, and that would cost less than the
zone incentive strategy.

The possibilities for funding alternative kinds of strategies become
clearer if we consider the total cost, in lost state and local revenues, for
a typical enterprise zone. As we reported in Chapter 5, for an average
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zone in our sample of 75 cities, with a typical incentive package and
average rates of firm births and deaths, the revenue losses from this in-
centive package would eventually rise to about $1.5 million per year
for state and local governments combined. An annual expenditure of
this magnitude clearly could fund alternative programs at a significant
level.

IMPROVING ENTERPRISE ZONES

While we have doubts about the overall effectiveness of enterprise
zone incentives, it appears that they will remain in place in the majori-
ty of states for the foreseeable future. One reason for their staying
power is that their costs are hidden; like all tax expenditures, they can
be portrayed as a tax-cut program rather than an expenditure program,
and this greatly enhances their political viability. So it is important to
consider how state enterprise zone programs could be improved. We
take as given that existing zones (except in the few states with sunset
provisions) will remain in place, and that tax incentives will remain a
central policy tool. Within those parameters, a number of reforms are
possible.

Let us assume for the moment that enterprise zone policy continues
to be guided by the basic premise that zones should be depressed areas
where additional jobs need to be created—in other words, it is a place-
based investment strategy. It is important, then, to prevent the prolifer-
ation of zones, particularly into areas that are not really economically
distressed since that weakens the relative tax advantages conferred on
zones. States should also restructure the incentives offered in their
zones. There are five problems with the kinds of tax incentives cur-
rently emphasized, generally a combination of state corporate income
tax credits for jobs or investment and local property-tax abatements: 1)
they tend to favor capital over labor; 2) they tend to favor certain sec-
tors over others, but not in an explicit and purposeful way; 3) they do
not aid in the retention of existing establishments but only in the attrac-
tion of new ones or investment in expansions; 4) they are front-loaded
and, hence, are more costly than they need to be; and 5) they rob local
governments of the ability to finance needed local services.
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There is an alternative incentive strategy that addresses all five of
these problems: exempting some percentage of zone income from state
corporate income taxation. By exempting a share of taxable income,
there is no bias in favor of any one factor of production, nor is there a
bias in favor of one industry over another. The effective tax rate on in-
come is reduced by the same percentage regardless of the economic
sector. Since the income exemption applies to all firms with facilities
and labor in an enterprise zone, it would create an incentive to remain
in the zone as well as an incentive to locate or expand there. As such it
would probably have a larger effect on total zone employment than in-
vestment incentives alone. Such an exemption is constant and perma-
nent and therefore is not front-loaded; thus even though it would be
more expensive in the short run (because existing firms would immedi-
ately qualify), since it is also more effective, in the long run it would
probably achieve a given inducement effect at lower cost to state gov-
ernment than a credit or abatement. Finally, since it is entirely state fi-
nanced, it would not drain tax resources from local governments.

Alternatively, one could reorient zone policy and think of enter-
prise zones as concentrations of the hard-to-employ; the goal of the
policy, then, is to create incentives for firms, wherever they may be, to
hire zone residents, instead of incentives for firms to locate in zones
and then hire whoever they want. Of course, individuals identified as
hard-to-employ can be found anywhere; a demographic-based zone
strategy still makes sense to the extent that location itself is an impor-
tant determinant of employability. This can occur for several reasons:
the prejudices of employers against workers from certain areas, the cul-
ture of joblessness or lack of role models that some authors attribute to
inner-city neighborhoods, the problem of transportation access, or the
lack of connectedness to job markets. Zone residence could be a nec-
essary and sufficient condition to qualify for the credits, or it could be a
necessary condition combined with some other individual attributes
that define the hard-to-employ, such as those unemployed for long peri-
ods of time, TANF recipients, or individuals who are JTPA eligible. A
third possibility, of course, is to make either zone residence or employ-
ability a sufficient condition.

Under this alternative view, criteria for creation of zones would be
based entirely on the demographics of the residents, particularly chron-
ic joblessness and high poverty rates. The zones should be confined to
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such areas, again to avoid dilution of effectiveness, but should also be
drawn to include all such areas within a given job market. (This is less
of a concern with investment-based strategies, since jobs in one place
can be filled by the hard-to-employ from neighboring areas, whereas
here we are creating a spatial definition of who qualifies.) Logically,
then, the incentives should be redesigned to consist entirely of state
jobs credits. There should be no capital incentives, including local
property-tax abatements.

The jobs credits need to be more generous than they typically have
been if they are to make a significant dent in the costs of employing the
hard-to-employ, and upper threshold limits should be eliminated, or at
least raised, to create stronger incentives to hire more-skilled, higher-
wage workers. Jobs credits are not sector neutral; they favor more la-
bor intensive sectors, but that is entirely appropriate since they are de-
signed to encourage hiring, not relocation per se. The incentives
should not be front-loaded for two reasons: front-loaded incentives will
be more costly in the long run, and it is important to create on-going in-
centives to retain the individuals hired. The credits should continue for
as long as that individual remains on the job. The credits should also be
available for replacement hires and should not be limited to hires asso-
ciated with plant expansions. This would make it even more important
for the incentives to continue, to avoid creating incentives for churning
the labor force (getting rid of employees as soon as the credits are used
up and hiring someone new to start the credit process over again.)

Regardless of whether zones are viewed as a place-based invest-
ment strategy or a people-based employment strategy, there is a need to
integrate enterprise zones with transportation and social policy so that
those most in need of jobs have better access to them. Encouraging re-
verse commuting either through changes to public transit or support for
private van-pools would be useful. Better placement services, connect-
ing inner-city residents to suburban job opportunities, would also be
good. Finally, moving people out to suburban residences would proba-
bly be the most effective of all (though also most likely to face stiff po-
litical opposition). All this implies that for enterprise zones to become
more effective, they must be part of a broader set of public policies
aimed at encouraging people to work productively.

We believe the expectations of enterprise zone policy have been far
too great. Enterprise zones, or for that matter any other simple eco-
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nomic-development policy, should not be expected to solve some of the
most deep-rooted problems in American society: racial inequality, wel-
fare dependency, inner-city crime and decay, the breakdown of big city
education systems, and so on. At the very best, enterprise zones can
only be expected to make a small dent in these vast problems. It seems
to us that the problems enterprise zones were originally meant to tackle
would be better addressed directly and massively. In this sense, enter-
prise zones are only stop-gaps until an effective social and economic
policy response becomes politically palatable. Primarily for the same
reasons, it should come as no surprise (although it did at first to us) that
enterprise zones have not been successful.

Notes

1. It should be noted that Pennsylvania enacted the new Keystone Opportunity Zone
Program, with very generous incentives, but that took effect in 1999, too late to be
reflected in our 1998 effective tax rate comparisons.

2. Hughes (1989) describes a six-part mobility strategy to improve the mobility and
thus income of inner-city residents: provide job training; create job information
systems; restructure transportation systems; provide day-care facilities; increase
the level of the earned income credit; and modify policing and correctional prac-
tices.

3. If it were assumed instead that it would take six years for workers to become at-
tached to the labor force, then total direct costs would still be $16,250-$18,750.
Assuming six years and very high administrative overhead (35 percent), direct
costs would still only be $17,550-$20,250 per worker.






Appendix A
Details of the TAIM® Model

TAIM® (Tax and Incentive Model-Enterprise Zones) is what we call our
new hypothetical-firm model for measuring effective tax rates on new invest-
ment and the value of incentives. It is a direct descendent of the original
TAIM model that we used for much of our research in the mid 1990s, in par-
ticular the research for the Upjohn Institute that led to the book Industrial In-
centives (Fisher and Peters 1998). The new TAIM® model is much larger,
considerably more flexible, and capable of tax simulations we were not able to
perform in the original model. It also contains our responses to issues raised
by others about the original model (Netzer 1997; L. Papke 1997; Schwartz
1999). However, in basic structure and principle, the two models work in
much the same way. The reader is referred to our earlier book, Industrial In-
centives, for a more complete discussion of model structure and data sources.

There are very few hypothetical-firm models in the United States. Most
have been built with specific purposes in mind and are therefore designed to
undertake quite specific simulations. We have discussed at length in various
academic papers how hypothetical-firm models should be evaluated.! Suffice
it is to say here that the overall quality of a hypothetical model should be mea-
sured on how well certain pivotal tax questions are dealt with:

e Are federal and local taxes included?

e Are tax incentives included? If so, what range of tax incentives are in-
cluded?

e Are sales taxes and sales tax exemptions and credits included?

e Does it model an existing firm’s new investment so that marginal tax
rates can be calculated, rather than the average tax burden on an estab-
lished firm?

e |sthe model multiyear, and if so how well does the model deal with the
replacement of assets?

e How well are state apportionment formulae, including throwback
rules, taken into account?

e How realistic is the model with regard to the distribution of firm pay-
roll, plant, and sales?

The original TAIM model was designed to deal comprehensively with
these seven questions. Since a number of methodological improvements were
made to the hypothetical method to provide rigorous solutions to these ques-
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tions, the new TAIM®* provides a highly flexible environment for modeling
state and local taxes and incentives.

HOW THE MODEL WORKS

The TAIM®* model begins by simulating the firm’s costs and revenues,
and changes in its balance sheet, over a 20-year period, producing a stream of
annual cash flows. The simulations are performed twice, the first with the firm
operating in a “steady state” for 20 years with no new investment and constant
sales and operating costs; the second, with the firm constructing a new plant in
one of the states or cities in our study. The internal rate of return (IRR) or the
increment to cash flow attributable to the operations of the new plant can be
used as the measure of project returns; they capture the profitability of making
an investment at a particular site. Differences in project returns among states
and cities reflect differences in state and local tax structures and incentive
packages.

TAIM®?’s implementation of the hypothetical-firm method allows simula-
tions to be performed with and without the various categories of incentives in-
cluded in the analysis. For instance, a first run might include the basic tax
structure and statewide tax incentives. A second run might add enterprise zone
incentives (or a particular enterprise zone incentive). The difference between
returns including enterprise zone incentives and without those incentives mea-
sures the value to the firm of the enterprise zone incentives. For example, one
of the sectors we model is SIC 24, lumber and wood products. In one simula-
tion of 1998 state and local taxes of a small firm in this sector (investing
around $700,000 in plant and machinery and equipment, with 25 prospective
employees), over the 20-year period of the simulation, the firm would see a re-
turn on that investment of around 16.4 percent (or an increment to cash flow of
about $380,700) if it located in Ohio but outside an enterprise zone. However,
the IRR would rise to 17.4 percent (or a $429,800 increment to cash flow) if it
located in an Ohio enterprise zone and received State of Ohio enterprise zone
incentives. In other words, the state enterprise zone program is worth about
$49,100 more in income to this particular firm.?

Along the same lines, the difference between project returns with all in-
centives (including enterprise zone incentives) included and project returns
with only the basic tax structure, measures the after-tax value of the entire in-
centive package. The difference between returns in Ohio and returns in anoth-
er state measures the competitive (dis)advantage of Ohio. For instance, the
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same SIC 24 firm (mentioned above) locating a new plant in an Indiana enter-
prise zone would generate a 15.9 percent IRR and a $346,100 increment to
cash flow. Thus, all else being equal,® for this particular firm and investment,
the Ohio state enterprise zone program provides an $83,700 competitive ad-
vantage over the Indiana state program. One additional advantage of TAIM®
is that individual elements of the tax code—a particular jobs or investment tax
credit, for instance—can be evaluated, as can hypothetical changes in such
programs.

The model generates a large amount of data besides project cash flow (in-
come) and IRR. Since tax payments to all levels of government must be cal-
culated as a part of the model, these numbers are themselves part of model
output. For instance, a property-tax abatement or exemption offered by a com-
munity would likely raise the firm’s income (its project returns). But in so do-
ing, the exemption increases the taxes paid by the firm to other levels of gov-
ernment (state income tax, for instance) and jurisdictions of government
(income taxes paid in other states, for example). Both tax and non-tax incen-
tives thus have implicit intergovernmental revenue transfer consequences.
TAIM® is able to keep track of these and is thus able to calculate the true net
revenue costs to a state or local government unit using a particular incentive
program. (The measurement of these net revenue costs should not be confused
with fiscal impact studies—those in which the object is to measure the costs a
project imposes on city- or state-provided services, as well as indirect revenue
effects.)

TAIM®?’s fiscal calculations allow us to compare the benefits that an in-
centive program provides to a firm with the net costs to government of that in-
centive, taking into account all, or an appropriate subset of, revenue transfers.
Doing so allows incentive programs to be compared on the basis of each in-
centive’s benefit-to-firm/cost-to-government ratio. The use of such a ratio has
been widely recommended in the economic development literature (for in-
stance, Rasmussen, Bendick, and Ledebur 1984), but has seldom been imple-
mented. Other things being equal, one would want government to maximize
usage of incentives that provide most benefit to the firm with least cost to gov-
ernment.

MANUFACTURING SECTORS MODELED

TAIM®* incorporates financial and operating ratios for 16 hypothetical
manufacturing firms, based on the characteristics of real firms in 16 manufac-
turing sectors. In general, we have chosen sectors at various stages in the em-
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ployment growth cycle. The sectors also vary by labor and capital intensity, so
that the full effects of labor and capital subsidies available in enterprise zones
can be better understood. Each firm is assumed to construct a new plant, with
assumed plant sizes based on employment and asset data for typical manufac-
turing establishments. Balance sheets, income statements, and statements of
cash flows were developed for each firm based mostly on financial statements
for actual manufacturing corporations in the commercial database Compustat.
For each firm, we specified a new manufacturing facility (total plant and
equipment and working capital needed, employment, sales, and so forth); the
financial statements for the new plant mirror the characteristics of the parent
firm.

Financial statements do not contain information on employment, wages or
payroll, and these variables must be included in the firm profiles for the
TAIM® model in order to simulate the effects of tax incentives tied to job cre-
ation. Such incentives are usually a dollar amount per new job or a percent of
new plant wages. Firm financial statements also tell us nothing about the size
of typical establishments (in terms of assets or employment). These problems
were solved by relying on two additional sources of data. Annual new-plant
payroll for each hypothetical firm was constructed using the average annual
wage of production workers by two-digit SIC code from the Annual Survey of
Manufactures and an assumed number of new-plant production workers. The
new-plant employment figures, in turn, were based on data from two states
(Nebraska and Ohio), by two-digit SIC code, that show new manufacturing
plant assets and employment. The states collected these data from firms re-
ceiving state incentives. These data thus provide exactly what we need: estab-
lishment- (not firm-) level data for new manufacturing branch plants. From
these data we constructed typical new plant employment sizes by two-digit
SIC code. Since the state data also contained the total value of property, plant,
and equipment (PP&E), we were able to construct a ratio of assets to employ-
ment that allowed us to scale the plant to the typical employment size. New
plant PP&E then became the starting point for constructing the new plant fi-
nancial statements: remaining statement items were constructed as ratios to
PP&E, the ratios coming from the firm-level data in the Compustat database.

The most important operating ratios for the sectors that are the focus of
this book are described in Table A.1. Capital intensity, as measured by the val-
ue of property, plant, and equipment per worker, ranges from $27,000 in the
lumber and wood products sector to $181,000 in the primary metal industries.
As a percent of total assets, inventories range from about 12 percent to nearly
37 percent, while machinery and equipment ranges from under 14 percent to
almost 53 percent. The average annual wage of production workers is under
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$14,000 in the apparel sector but reaches almost $38,000 in transportation
equipment.

Note that we include no service sectors. This is an important omission,
given that many enterprise zones seek to attract firms from a broad range of
sectors, including wholesale trade, services, and even retail. Unfortunately,
the modeling of sectors other than manufacturing is constrained by the lack of
crucial pieces of data. The omission is less important than it might appear,
however, given that previous research has shown that a large majority of the
jobs that are claimed by enterprise zone administrators are in manufacturing
(Erickson and Friedman 1990a).

THE FIRM’S FINANCIAL STATEMENTS

The heart of the TAIM® model consists of a set of pro-forma financial
statements: an income statement, a balance sheet, and a statement of cash
flows. The first year is the year prior to new-firm investment. If we are simu-
lating the tax burden on a new plant to begin operation in 1994, for example,
the firm’s financial statements would begin with 1993, showing income and
assets at the beginning of the year in the absence of the new plant. For present
value calculations, 1993 is year 0, or the present. The pro-forma projections
extend through year 20, or 2014.

In order to focus on the effects of incentives on returns from a new invest-
ment, we assume that each hypothetical firm would have been in a “steady
state” but for the expansion. That is, each year the gross value of the depre-
ciable assets in place on January 1, 1993 (to continue our example), is main-
tained by undertaking replacement investment equal to retirements. With
straight-line depreciation, annual depreciation of these assets is constant, and
therefore accumulated depreciation and the net value of these assets also re-
main constant. Replacement investment is financed by rolling over long-term
debt, so that total long-term debt and interest expense for existing assets re-
main constant. The result is that the simulation of firm operations in the ab-
sence of new-plant investment produces a constant net income after taxes each
year for the 20-year period; net income is also equal to cash flow.

Calculation of the steady-state or baseline set of financial statements was
not as simple as one might think. This is because the model must calculate
state income taxes in at least one state even in the baseline scenario (since we
are simulating an existing firm, with assets somewhere) and these state taxes
are deductible from income for federal tax purposes. Furthermore, some states



Table A.1 Characteristics of the Representative Firms

Apparel
Food and and other Lumber Furniture Paperand Printing Chemicals Rubber &
Kindred  textile andwood  and allied and  andallied plastics
products products products fixtures products publishing products products
Characteristic 202 23 24 25 26 27 28 30
Firm
Total assets ($ millions) 100.0 150.0 60.0 175.0 300.0 150.0 400.0 150.0
Total sales ($ millions) 139.9 227.2 162.6 300.6 354.7 207.7 418.8 218.4
New plant
Total Assets ($ millions) 17.2 25.2 1.4 7.7 18.5 9.0 19.3 21.7
Property, plant & equipment, gross 10.3 7.7 0.7 4.2 12.7 5.0 115 13.0
($ millions)
Employees 150 225 25 100 75 150 75 75
Average annual wage ($) 22,643 13,905 19,939 19,391 31,597 24,122 34,944 22,593
Energy costs: % of operating costs 1.2 1.2 1.7 11 34 0.8 2.8 2.1
Asset composition: % of total assets
Current assets 39.8 69.5 51.8 459 315 44.0 40.3 40.2
Inventories 18.0 36.9 21.7 17.9 11.6 12.0 13.7 15.1
Property, plant & equipment 60.2 30.5 48.2 54.1 68.5 56.0 59.7 59.8
Real property 24.2 13.1 235 21.7 15.6 14.8 19.8 14.0
Machinery & Equipment 36.1 17.4 24.7 324 52.9 41.2 40.0 45.8
Property, plant & equipment per 68,930 34,238 27,007 41,893 169,425 33,495 153,610 173,115
worker ($)
Operating profit: % of sales 9.8 9.0 6.9 9.0 13.6 13.2 18.3 11.9
Rate of return (IRR) in a zero-tax 10.8 138 18.2 12.8 13.8 174 20.4 17.7

state® (%)

V Xipusddy 2



Leather  Stone,

and clayand Primary Fabricated Electric & Instruments
leather glass metal metal  Industrial electronic Transportation & related
products products industries products machinery equipment equipment products
Characteristic 312 32 33 34 35 36 37 38
Firm
Total assets ($ millions) 50.0 200.0 250.0 60.0 50.0 40.0 100.0 100.0
Total sales ($ millions) 70.3 204.3 357.6 92.6 69.2 55.7 173.0 117.6
New plant
Total Assets ($ millions) 13.9 114 45.6 17.1 27.6 424 35.2 37.1
Property, plant & equipment, 3.1 7.4 27.2 8.8 10.2 17.8 18.6 15.0
gross ($ mill.)
Employees 100 75 150 75 100 100 300 100
Average annual wage 15,584 26,656 33,199 26,188 28,814 24,392 37,898 28,397
Energy costs: % of operating 1.0 4.7 45 15 0.8 0.8 0.6 0.8
costs
Asset composition: % of total
assets
Current assets 77.5 34.9 40.4 48.9 63.2 58.0 47.3 59.5
Inventories 32.0 15.9 18.3 19.2 20.9 20.7 19.1 21.0
Property, plant & equipment 22.5 65.1 59.6 511 36.8 42.0 52.7 40.5
Real property 8.8 17.3 135 17.8 10.9 124 15.8 144
Machinery & Equipment 13.7 47.8 46.1 333 25.9 29.6 36.9 26.1
Property, plant & equipment per 31,308 99,311 181,192 116,686 101,698 177,904 61,850 150,489
worker
Operating profit: % of sales 9.9 16.9 10.8 111 10.9 12.5 11.0 13.6
Rate of return (IRR) in a zero-tax ~ 11.1 15.4 13.9 19.2 12.1 13.6 15.7 15.0
state®

2 Industry SIC code.
Rate of return on investment in a new plant after federal taxes, if located in a state with no state or local taxes.
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allow a deduction for other state income taxes or for federal income taxes. If
the model were to allow contemporaneous deductions (so that in a reciprocal-
deductibility state such as lowa, 1992 lowa taxes are deducted in calculating
1992 federal taxes and 1992 federal taxes are deducted in calculating 1992
lowa taxes), there would be a circularity problem that would prevent the
spreadsheets from calculating. To solve this, we created a separate set of pro-
forma spreadsheets for computing the baseline cash flow; each year after the
first year, state income taxes for the previous year are deducted in calculating
federal income taxes in the current year, thus preventing circularity. Conver-
gence is reached after a few years even in states such as lowa with reciprocal
deductibility; state and federal taxes remain the same each year (at least when
rounded to the nearest dollar). The financial statements in the last year of the
baseline run (at the point when convergence is assured) define the “steady
state,” and the baseline cash flow that is produced in the steady state becomes
the model’s counterfactual—the annual cash flow that would have been pro-
duced for the next 20 years in the absence of new-plant investment. The addi-
tion to cash flow each year attributable to the new-plant investment is simply
the firm’s total net cash flow with the new investment less the baseline cash
flow.

The model begins by constructing a complete set of financial statements
for one of the prototype firms. For 1994 tax simulations, the initial balance
sheet is for January 1, 1993; the firm then builds a new establishment, with
the new-plant assets going on the books at acquisition cost at the end of 1993.
The new-plant assets generate income (and depreciation deductions) begin-
ning January 1, 1994. Short-term assets and liabilities (inventories, accounts
payable and receivable, and so forth) are increased proportionately as a result
of the expansion. New PP&E is added in the same proportions to total assets
as for the existing firm. Additional net working capital (current assets mi-
nus current liabilities) necessitated by the new plant, as well as the new-plant
fixed assets, are financed by a combination of additional long-term debt, re-
tained earnings, and the sale of common stock (if necessary), in such a way as
to maintain the same ratio of debt to equity.

New-plant private debt-financing terms vary by asset class and loan size.
The long-term rates (applied to financing land, plant, and infrastructure) are
based on corporate A-rated bond rates; the short-term rates (3—-4 years, for fi-
nancing short-lived equipment and working capital) are based on Federal Re-
serve data on commercial and industrial fixed-rate bank loans, with interest
rates declining substantially as loan size increases. Interpolation was used to
derive rates for intermediate-term loans (for equipment lasting 7-12 years).

The new PP&E is depreciated for tax purposes according to the MACRS
schedule that applies to buildings (straight line for 31.5 years prior to 1994, for
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39 years in 1994 or later), infrastructure (15 years, 150 percent declining bal-
ance), and machinery and equipment (200 percent declining balance, over a
period of 3, 5, or 7 years depending on the industry). The depreciable basis of
each asset is its acquisition cost (from the database of firm financial character-
istics) plus state and local sales taxes on machinery and equipment, where ap-
plicable. Depreciable assets are assumed to have zero salvage value and to be
replaced at the end of the appropriate class life (20 years for infrastructure, 40
years for buildings, 5 to 15 years for machinery and equipment). Since we are
using a 20-year time horizon, replacement schedules are modeled only for ma-
chinery and equipment. Assets are depreciated on the books according to the
appropriate ADS straight-line schedule (20 years for infrastructure, 40 years
for buildings, 5 to 15 years for machinery and equipment).

TAXES MODELED

Data on state taxes and tax incentives were obtained largely from Com-
merce Clearing House’s Multi State Corporate Income Tax Guide and from
copies of corporate income tax forms and instructions for each state. Data on
local taxes were obtained from state reports, where available, or directly from
each city. Local abatement schedules generally had to be obtained directly
from the city.

Corporate Income Taxes

TAIM models only the major features of the corporate income and net
worth taxes:

e rates,

e deductibility of income taxes paid to other states, the federal govern-

ment, or one’s own state,

deductibility of property taxes,

rules for apportionment of income,

depreciation methods,

the availability of general credits for other taxes paid, such as sales or

property taxes,

o the treatment of nonbusiness income—how it is allocated and whether
it is subject to apportionment,

o whether the property factor in the apportionment formula is measured
by acquisition cost or book value,



248 Appendix A

o whether the sales factor includes nonbusiness receipts, and
o the availability of investment tax credits or jobs tax credits.

There seems to be agreement among the developers of hypothetical-firm
models that there is little point in modeling the very minor differences in the
measurement of the payroll factor or in modeling the differences in the treat-
ment of subcategories of nonbusiness income: rents, royalties, interest on fed-
eral bonds, interest on state and local bonds, dividends from subsidiaries, cap-
ital gains, and so forth. We would argue that since the focus of our research is
on the location of facilities for the generation of sales of products—business
income—the treatment of such items is not relevant. There is a practical argu-
ment as well: data at this level of detail are not generally available, making the
models excessively reliant on empirically unsupported conjectures about firm
behavior. We make the simplifying assumption that the hypothetical firms
have aggregate nonbusiness income as given by the statistical data sources, but
it is entirely in the form of interest on corporate bonds, which is treated uni-
formly by the states. This approach allows us to model rules for the allocation
or apportionment of nonbusiness income without getting into the details of
what counts as nonbusiness income and what doesn’t. We also ignore the
treatment of foreign business income, foreign nonbusiness income, foreign tax
credits, extraordinary items such as write-offs for plant closures, goodwill, re-
capture of federal investment tax credits, and adding back in federal job incen-
tive credits (by creating firms that have no such income or asset category). We
do not include firms with losses because of the logical and practical difficulties
in doing so over a 20-year period; thus, net operating loss (NOL) provisions
would never apply and are not modeled.

Sales Taxes

Most studies consider only the sales tax on purchases of fuel and electric-
ity and of machinery and equipment. These are the two major categories of
expenditure by manufacturers that are sometimes taxed and sometimes ex-
empted by the states. The exemptions are most often targeted exclusively at
manufacturing machinery, and at fuel and electricity used directly in the man-
ufacturing process, which suggests that at least part of the motivation for the
exemption is an economic-development one. Our model includes expendi-
tures on machinery and equipment, furniture and fixtures, computers, and fuel
and electricity; it does not include expenditures for office supplies, construc-
tion materials, or pollution-control equipment, so the results do not reflect the
minor differences caused by state variation in taxing these latter items. Each
state’s sales tax is part of the model; to the extent that the state applies the sales
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tax fully to, or exempts, or applies a lower rate to, purchases of manufacturing
machinery, computers, furniture and fixtures, transportation equipment, or oth-
er personal property, that will be reflected in a higher acquisition cost for those
assets, and hence larger depreciation deductions and larger financing require-
ments. To the extent that the state taxes or exempts purchases of electricity or
fuel, or exempts the portion used directly in the manufacturing process, the
firm’s operating costs will be more or less each year.

Property Taxes

All states allow localities to tax real property (or realty), which consists of
land and buildings, and associated site improvements, such as access roads.
States vary considerably in rules regarding the taxation of business personal
property, which consists of inventories (of raw materials, goods in process,
and finished products), manufacturing machinery and equipment, computers
and other office machinery, furniture and fixtures, and transportation equip-
ment.

The property-tax component of TAIM® begins with specification of state
policy, which will generally determine whether local property taxes apply to
business inventories and to personal property in general, whether categories of
personal property such as manufacturing machinery and equipment are ex-
empt, and whether different classes of property must be assessed at different
ratios to market value. States also generally establish rules or guidelines for
local assessors in determining the market value of personal property; typically,
the state will publish schedules for depreciating machinery and equipment,
which are usually by category (furniture and fixtures, transportation equip-
ment) and industry (for manufacturing machinery and equipment), just as fed-
eral depreciation schedules are. The states that do not publish guidelines allow
assessors to use whatever guidelines they think appropriate; for these states,
we assume depreciation schedules representing the average of the other states.
These state guidelines are used by the model to value personal property; real
property is assumed to be valued at book value, using straight-line deprecia-
tion over the life of the building.

Property taxes are assumed to be paid in a given calendar year based on
the value of property at the end of the previous calendar year. The calculation
of property taxes begins with the valuation of taxable classes of property. In-
ventory and land values are constant from the year of new-plant construction
onward, since we assume no inflation and neither asset depreciates. Three
states tax inventories of raw materials, goods in process, and finished goods
differently. We follow the Wisconsin tax study (1990) in assuming 40 percent
of inventories are finished goods; we assume 25 percent are raw materials, 35
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percent goods in process. The second step in the calculation of property taxes
is the application of the assessment ratio (which may vary locally) to the value
of each asset. Finally, the model multiplies the assessed value by the consoli-
dated local property-tax rate—the sum of the rates for the city, the school dis-
trict (if independent of the city), the county in which a majority of the city is
located (where counties exist and levy taxes), and other special districts over-
lying the city. In the 20-state simulations of “average” locations in a state
(rather than particular cities), a statewide effective property-tax rate is applied.

THE GEOGRAPHY OF THE FIRM AND
THE DESTINATION OF SALES

Some studies using the hypothetical-firm approach to compare state busi-
ness tax burdens treat each firm as if it were a single-plant firm, or at least a
single-location firm. This may make sense for comparative tax studies, but it
is not appropriate for the measurement of development incentives such as en-
terprise zones, which are provided for new investment. A firm with the finan-
cial characteristics and asset size of the average mature firm in the industry
cannot be treated as if it were a brand new establishment. The sensible ap-
proach is to assume an ongoing profitable business that invests in a new branch
plant.

Where the parent firm and the new plant are located matters because tax
burdens can differ dramatically depending on where a firm’s sales, property,
and payroll are located. This is because the spatial pattern of the firm’s invest-
ment determines what proportion of income is taxed in each state. In an analy-
sis of five firms considering locations in 10 states, we found that for half of the
states a multistate firm would experience more than a 10 percent better (or
worse) rate of return than a single-state firm expanding in its home state (Fish-
er and Peters 1997h, Table 3).

Assumptions regarding the destination of the hypothetical firms’ sales are
critical because of the way in which states apportion business income for pur-
poses of income taxation. Most states use a three-factor apportionment for-
mula, where the three factors are payroll, property, and sales. The payroll fac-
tor, for example, is the ratio of the firm’s payroll located within the state to the
firm’s payroll everywhere. The sales factor is the ratio of the firm’s sales with
a destination within the state to the firm’s sales everywhere. A weighted aver-
age of the three factors produces the apportionment factor; when multiplied by
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the firm’s taxable income derived from operations everywhere, the result is in-
come taxable by the state in question. The weight applied to the sales factor
varies from 33 percent in a number of states (equal weight given to the three
factors) to 50 percent in many states (double-weighted sales) and 100 percent
in a few states (single-factor apportionment).

The sales factor is complicated by throw-back rules. In several states,
shipments from facilities in that state to states in which the firm has no tax
nexus, or to the federal government, are thrown back to that state—in other
words, counted as part of the numerator in the sales factor. Sales destined for
states in which the firm is taxable (and in which those sales will be reflected in
that state’s apportionment formula) are never thrown back.

In constructing a hypothetical-firm simulation, assumptions must be made
with respect to the proportion of firm sales destined for: 1) the state in which
the new plant is located, 2) the state(s) in which the original firm is located, 3)
other states in which the firm is taxable, and 4) other states in which the firm
has no tax nexus. These assumptions significantly affect the results in terms of
the apparent relative competitiveness of states. If a large share of sales is as-
sumed to go to category (4), this assumption disadvantages a state such as
Wisconsin, which requires throw-back of all such sales and which double-
weights sales in the apportionment formula. On the other hand, assuming all
sales are to states in which the firm is taxable increases the firm’s tax liability
to those states; this, in turn, puts a premium on the deductibility of other states’
income taxes, allowed in only a few states, and eliminates throwback effects
entirely.

The design of the model may constrain the sales assumptions that one can
make. If the model permits each firm to be located and taxed in only one or
two states, as most models do, one must assume that sales are quite unevenly
distributed (with all or most sales going to just those one or two states) or one
must assume that most sales are to the other 48 or 49 states and that the firm
has no tax nexus (not even a sales office) in any of those states. Both these as-
sumptions are unrealistic. Data from Wisconsin corporate income tax returns
indicate that, among apportioning corporations, about 16 percent of total sales
are thrown back, in the aggregate.

The creation of a median state, intended to represent all other states in
which the firm has facilities, provides a solution to the sales allocation dilem-
ma. We give this mythical state a population representing a large share of the
total U.S. population, and then allocate sales among the particular actual state,
the mythical median state, and the remaining (non-taxing) states in proportion
to population. This has the effect of attributing only a small share of sales to
non-taxing states (we assume 15 percent) without forcing the remainder to oc-
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cur in the actual state; most of the remainder is destined instead for the median
state, where the firm is taxed. This provides more accurate comparisons of
throwback versus non-throwback states, as well as of states allowing deduc-
tions for other states” income taxes versus states that do not. It is also consis-
tent with the national markets assumption; the actual state is allocated sales
only in proportion to its share of national population.

MEASURING EFFECTS OVER TIME AND
THE PROBLEM OF INFLATION

Almost all hypothetical-firm studies have assumed zero inflation; that is,
the financial projections are in real terms. If all project revenues and costs in-
flated at the same rate, nominal cash flows discounted at the nominal discount
rate would equal real flows discounted at the real rate, and the zero inflation
assumption would be harmless. But depreciation deductions and interest
expenses do not inflate; they are fixed at the time assets are purchased and
financed. The higher inflation is, the more advantageous are accelerated
forms of depreciation, since inflation erodes the real value of the deductions
taken in later years. On the other hand, inflation reduces the real after-tax cost
of debt.

The zero-inflation assumption could bias comparisons among states to the
extent that depreciation rules or the timing of incentives differ. Almost all
states allow federal MACRS depreciation, a notable exception being New Jer-
sey, which requires a less accelerated form of depreciation. By ignoring infla-
tion we ignore the lesser real value of New Jersey’s depreciation rules com-
pared to other states. Similarly, consider state A, which provides incentives up
front in the form of grants, and state B, which provides incentives spread over
10 years (in the form of below-market rate loans). Inflation has no effect on
the value of A’s grants, but reduces the real value of B’s annual interest cost
reductions unless the interest subsidy is increased during periods of high
inflation.

How substantial is the bias produced by assuming no inflation? Brooks,
Tannenwald, Sale, and Puri (1986) tested the effects of a 5 percent inflation
rate over the entire 60-year period of their analysis, which calculated after-tax
rates of return on new investment at 16 sites in 11 states. Ten of the states al-
lowed federal ACRS (accelerated) depreciation at that time; one (New York)
required pre-ACRS depreciation, resulting in quite different allowances in the
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first few years. The analysis also provided a test of the significance of incen-
tive-timing differences: investment tax credits were offered at various rates by
4 of the 11 states. (Unlike other tax features that apply uniformly from year
to year, an ITC usually provides all its benefits in the year an asset is ac-
quired.) Despite these differences among states, these researchers found that
“the actual rankings of the sixteen sites are virtually identical to those cal-
culated assuming zero inflation” (Brooks et al. 1986, p. 65).

Inflation could also affect comparisons of incentive packages available
at different points in time. In this book, we compare the tax burdens and in-
centive packages based on 1990 tax law with those based on 1992, 1994, or
1998 tax law. In all comparisons, we use the same yardstick: representative
firm financial ratios based on actual 1992 corporate financial statements and
1992 Census of Manufactures data. This yardstick fixes technology, prices,
capacity utilization, and sales as they existed in 1992, which of course was a
particular point in the business cycle. Our comparisons thus show how a man-
ufacturing firm as it existed in 1992 would have fared if 1990, 1992, 1994, or
1998 tax law had been applied to its financial results. The tax and incentive
differences that the model produces are therefore entirely due to tax law
changes, and not to changes in technology, prices, or the point in the business
cycle.

One must be careful, however, in interpreting differences in model results
across years. If, for example, the incentive package per job in a particular state
for a particular firm was worth $2,000 under 1990 law and $2,500 under 1998
law, that may or may not mean that incentives increased 25 percent in real
terms between 1990 and 1998. Let us suppose that the incentive consisted
entirely of an investment tax credit worth 8 percent of the value of new ma-
chinery in 1990, increased to 10 percent by 1998. This is clearly a real 25 per-
cent increase in the value of the incentive. Incentives expressed as percent-
ages are, in effect, automatically indexed to inflation (such as rises in the cost
of the machinery). If we had built into the model inflation in industrial ma-
chinery prices, the nominal value of the incentive would have been more than
$2,500 in 1998.

On the other hand, suppose that the incentive consisted entirely of a
$2,000 per job credit in 1990, increased to $2,500 in 1998. Inflation will have
eroded that value over the 8-year period. If wages had risen over that period,
the firm would have received the statutory $2,500 in 1998 in nominal terms,
but less than that in real (1990) dollars. The value of the credit as a percent of
wages would have fallen. In practice, job credits are frequently expressed in
this fashion, and the dollar amount is not adjusted for inflation in most states.
There are also fixed dollar amounts in the form of thresholds and ceilings that
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affect incentive values. Thus, inflation can affect the real value of complex tax
and incentive packages in complex ways that are not captured in our model,
which assumes constant prices. In some states, the change in the real value of
incentives over the period 1990 to 1998 will be less than the change shown by
our model results.

DISCRETIONARY INCENTIVES

Probably the biggest hole in the current research is that we have tended to
ignore discretionary agreements, including grant and loan programs, loan
guarantees, and special discretionary deals.* Our earlier research paid consid-
erable methodological attention to how the worth of discretionary incentives
should be measured. While TAIM®* is capable of simulating discretionary in-
centives, we have not gone out and collected information on what discre-
tionary incentives were available in enterprise zones in 1990, 1992, 1994,
1996, and 1998. The task would have been much too large and, given the re-
sults of our earlier research on this matter (Fisher and Peters 1997b, 1998), it is
unclear that the inclusion of such data would have had a substantive impact on
our conclusions about enterprise zones.

Moreover, we believe that in the present study there are good method-
ological reasons for leaving out estimates of actual discretionary awards. Tax
incentives are by far the largest incentive in enterprise zones. Even within in-
dividual enterprise zones offering discretionary incentives, variation in the
size of the awards present important methodological difficulties for the sorts
of econometric modeling we do later in this book. Furthermore, there is rea-
son to believe that firms respond more to tax incentives than to discretionary
incentives.

Appendix Notes

1. See Fisher and Peters (1997b, 1998).

2. The increments to cash flow are measured in present value terms; the annual incre-
ment to cash flow over 20 years is discounted at 10 percent.

3. What we mean by “all else being equal” is that TAIM®* assumes that all non-tax
costs (wage rates, for example) are equal in Ohio and Indiana. The only costs that
vary are tax costs. We also assume that the factor composition of the investment at
the two sites remains identical.
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4. For instance, in Ohio it is not uncommon for a firm that has received a large prop-
erty-tax abatement in an enterprise zone to donate money to the local school dis-
trict in lieu of the tax payment. Such donations have tax consequences useful to
the firm. Deals such as these are, more often than not, privately negotiated, and we
found it impossible to gather good information on them.
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Do High-Unemployment Places Have Lower
Business Taxes? A Comparison of Results
from TAIM and TAIM®

As we indicated in Chapter 2, Bartik (1991) has made a persuasive case
for the plausibility of national economic benefits from state and local competi-
tion for jobs. Provided that tax cuts and incentive awards are more generous in
areas with higher rates of unemployment, and therefore tend to redistribute
employment toward such areas and away from areas of lower unemployment,
there will be a net gain for the nation as a whole because 1) the benefits of a
new job, measured as the wage the job offers minus the reservation wage of
the person employed, are greater in high-unemployment areas because the
reservation wage is inversely related to the local unemployment rate; 2) infla-
tionary pressures may be reduced by increasing employment in labor surplus
areas where cost-push effects will be minimal and reducing it in tight labor
markets; 3) total employment may be increased because the overall level of la-
bor subsidies nationally is increased; and 4) the distribution of income may be-
come more equal, since the most pronounced effects will be felt by minorities
with above-average rates of unemployment.

Whether competitive state and local economic-development policy en-
hances the welfare of the nation as a whole depends crucially on whether in-
centives do affect location and where such incentives are offered. The first is-
sue has been researched extensively, and two recent and comprehensive
reviews of that research have been published. Bartik’s (1991 and 1994) re-
views of the literature on the effects of taxes on investment, employment, or
gross state product led him to conclude that the probable long-run interstate or
interregional elasticity with respect to total state and local taxes is about —0.3.
Wasylenko (1997) concludes that a reasonable estimate of this elasticity is
about —0.2. In other words, a 10 percent across-the-board reduction in state
and local taxes should produce about a 2 percent to 3 percent increase in busi-
ness activity.

Earlier research has provided only limited, and somewhat contradictory,
evidence on the second issue: what kind of places offer the lowest taxes or
highest incentives. We have reported elsewhere (Fisher and Peters 1998) on
whether the economic-development incentives offered by states and cities are
significantly higher in high-unemployment places—in other words, whether
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there is evidence that the end result of competition for jobs could be a redistri-
bution of jobs to regions that would benefit the most. The original study em-
ployed a hypothetical-firm model to analyze taxes and incentives in 24 states
(that together accounted for about 85 percent of U.S. manufacturing employ-
ment) and a random sample of 112 cities in those states. This research con-
cluded that state and local tax systems, considered in the absence of any
investment or jobs incentives, were perverse in their effects, with higher-un-
employment places tending to have higher taxes. The combined effects of
statewide, citywide, and enterprise zone incentives were, however, sufficient
(on average) to overcome the perversity of the state-local tax system. But the
end result was a pattern of returns on investment that was essentially random:
there was no discernible tendency for returns to be more attractive in high-un-
employment or in low-unemployment places.

These results were consistent with the following two arguments (though
they certainly cannot be taken as proof of either one). First, state and local tax
reductions and development incentives are adopted for a variety of reasons;
high unemployment perhaps is one, but slow growth and simple imitation of
other states may be more important. Furthermore, large deals struck with par-
ticular firms subsequently produce pressure to extend the same kinds of tax
breaks to other firms in order to “level the playing field,” regardless of the eco-
nomic climate. The second argument is that even where economic distress
(perhaps a recession) may have provided the original political impetus to cut
business taxes or adopt incentives, these measures are likely to persist even if
state economic performance improves.

As part of our current research project on enterprise zones, we have ex-
panded the simulation model to incorporate state taxes and tax incentives for
each year from 1990 through 1997, for 16 of the 24 states in the original
study.? These 16 states include 88 of the 112 cities in the sample. To test the
robustness of our results, we calculated the return on investment for each of 29
manufacturing sectors (the original model included only 8) for each of the 88
cities in 1990 and in 1997. The 16 states include all of the original 24 states
that had active significant enterprise zone programs. Of the 88 cities, 34 had
enterprise zones in 1990; 11 more established enterprise zones between 1991
and 1996.

The results of the simulations using the smaller sample of 88 cities with
1990 and 1997 taxes and incentives are shown in Table B.1. The basic result
found in the earlier book was corroborated. The pattern of returns on invest-
ment in new plants considering only the basic state and local tax systems was
negatively correlated with unemployment rates in 1990. Cities with higher un-
employment had higher tax rates on investment. Incentives moderated this ef-
fect to a degree since they tended to be higher in high-unemployment cities. By
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Table B.1 Correlation between City Unemployment Rate and
Return on New Manufacturing Investment for 88
Cities in 16 States

Return on investment 1990% 1997°

Return
After basic state and local taxes -0.26 -0.14
After taxes and statewide incentives -0.19 -0.08
With zone incentives -0.14 -0.09

Value

Total incentive package 0.16 0.05
Zone incentive package 0.07 -0.04

NOTE: Correlations shown are weighted averages of the correlations for
each of 29 manufacturing sectors, where the weights are the sectors’ shares
of U.S. manufacturing employment in 1992.

& For 1990, return after 1990 taxes and incentives was corrrelated with the

city unemployment rate in 1990.

b Return after 1997 taxes and incentives was correlated with 1996 unem-

ployment rate.

1997, however, these effects were weaker. Basic tax systems were less perverse
in their distributional pattern, and incentives exhibited no discernible spatial
pattern.

This analysis was also performed at the state level, using a statewide av-
erage local tax system to represent a “typical” city for each state. While dif-
ferences in local tax rates and tax abatements were substantial, it was largely
changes in state policies between 1990 and 1997 that accounted for the
changes in state-local tax rates on new investment over that period. Focusing
on states allowed us to measure the size of the changes in state taxes and in-
centives. Table B.2 shows how the average state-local tax rate on investment
was related to state average unemployment rates. For 1990, the pattern was
very similar to the city results, as one would expect. The perverse distribu-
tional effects of basic state and local taxes were only partly offset by the slight
tendency of non-zone incentives to be higher in higher-unemployment states.
In 1997, however, the negative relation between basic taxes and unemploy-
ment had largely disappeared as had the positive relation between incentives
and unemployment. Enterprise zone incentives, meanwhile, were negatively
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Table B.2 Correlation between State Unemployment Rate
and Return on New Manufacturing Investment at
an Average Location in Each State

Return on investment 19902 1997°

Return
After basic state and local taxes -0.22 -0.07
After taxes and statewide incentives -0.14 0.08
With zone incentives -0.19 -0.09

Value

Total incentive package 0.09 -0.01
Zone incentive package -0.01 -0.21

NOTE: Correlations shown are weighted averages of the correlations for
each of 29 manufacturing sectors, where the weights are the sectors’
shares of U.S. manufacturing employment in 1992.

& For 1990, return after 1990 taxes and incentives was correlated with
state unemployment rate in 1990-1992.

b Return after 1997 taxes and incentives was correlated with 1996-1998
unemployment rate.

correlated with state unemployment, lower unemployment states offering larg-
er zone incentives.

Differences between city and state results reflected the implicit weighting
provided by the city sample. Since the cities were sampled without regard to
state, the most populous states (California, Florida, and Texas) had a large pro-
portion of the cities in the sample, so state policies in those populous states had
a much larger effect on the city correlations. The negative relation between
zone incentives and state unemployment in 1997 was largely due to the enact-
ment of enterprise zone programs in Michigan and lowa in 1996 and 1997,
two states with lower-than-average unemployment. But since there were only
six cities in these two states, these new zone programs had less effect on the
city correlations. The state correlations also tended to overstate the effects of
zones, since for the runs that included zone incentives the “average” site in
each state was assumed to be in an enterprise zone, regardless of how wide-
spread zones were in that state.

To get a sense of which states had made the most significant changes in
tax and incentive policies between 1990 and 1997, we computed a weighted
average rate of return on new investment for each state, where the return for
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each sector was weighted by that sector’s share of manufacturing employment
nationally. We then ranked the states by that average rate of return. Table B.3
shows the results; the eight states in the top half had below-average unem-
ployment rates in the period 1996-1998 (and all but one also had rates at or be-
low average in the recession years 1990-1992). The eight states in the bottom
half had unemployment rates at or above the average in both 1990-1992 and
1996-1998.

There is no discernible relation between the state’s average level of eco-
nomic distress, as measured by unemployment rates, and that state’s adoption
of business tax cuts or development incentives between 1990 and 1997. In
fact, the low-unemployment states improved their situation on average slight-
ly more than the high-unemployment states. And while Michigan had the
highest unemployment rate in the earlier period (8.5 percent) and subsequent-
ly enacted what stands as the most generous set of enterprise zone incentives
among all the states, the Renaissance Zones (as they are called) were not en-
acted until 1996. At that point the unemployment rate had fallen to 4.9 per-
cent; so although Michigan subsequently moved from 11th to 1st place over-
all, it would be difficult to argue causality in either direction, unemployment
rates bringing about incentives or the Renaissance Zones being responsible
for the decline in unemployment (they went into effect only in 1997).



Table B.3 States Ranked by Return on Investment after Taxes and Incentives, 1990-1997

Changes in IRR 1990-97

1990: IRR® Dueto Duetochanges 1997:IRR  Unemployment Unemployment
after all basic tax in incentive after all rate rate
State? incentives  changes package incentives 1990-92 1996-98
With low unemployment
Minn. 13 3 16 16 5.0 3.0
lowa 4 1 15 4 4.5 3.1
Ind. 15 9 2 8 6.1 3.4
Wis. 7 11 11 10 5.0 3.4
Va. 6 16 4 7 55 3.8
Mich. 11 5 1 1 8.5 4.1
Ohio 3 6 5 3 6.4 4.2
Mo. 5 15 9 9 6.0 4.3
Average rank 8 8 8 7
Average value 12.9 0.06 0.40 14.0 5.9 3.7
With high unemployment
M. 2 12 13 6 6.5 4.7
Conn. 10 2 12 11 6.4 4.8
Fla. 9 7 14 12 7.1 4.8
Pa. 14 13 7 15 6.6 4.9
Ky. 8 14 3 5 6.7 5.0

g xipuaddy 29z



Tex. 12 4 10 13 6.8 53

N.Y. 1 10 8 2 7.0 5.9
Calif. 16 8 6 14 7.4 6.4
Average rank 9 9 9 10
Average value 12.9 0.04 0.18 13.7 6.8 5.2

NOTE: Highest rate of return or largest improvement in rate of return is ranked 1.

# States are listed in order by 1996-98 unemployment rate.

b Average rate of return (IRR) was calculated by weighting each of the 29 sectors by that sector’s share of U.S. manufacturing
employment in 1992.
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Appendix Notes

1. State incentives of all kinds, and investment returns after all state taxes and incen-
tives, were negatively correlated with state employment growth between 1980 and
1990; in other words, slower-growing states offered higher incentives and higher
overall returns.

2. This sample, from our original research published in Fisher and Peters (1998) and
elsewhere, is used nowhere else in this book. We use the original sample here to
indicate the comparability of the original results and those reported in this book.
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The Tax Elasticity of Employment
and Fiscal Break-Even

Bartik (1994) argued that the fiscal effects of tax cuts are bound to be neg-
ative, given the likely elasticities of economic activity with respect to differ-
ences in state and local taxes. Assuming the measure of activity is employ-
ment, this elasticity can be written:

VA

@ E= dT/T

where T represents the state-local tax rate and J represents total employment.
He then states that the net percentage change in state-local revenue resulting
from a new job, denoted dR/R, is approximately equal to dT/T plus dJ/J. Tax
revenues will increase by the percentage increase in jobs, and decrease by the
percentage reduction in tax rate. Substituting terms, he arrives at the formula
for the net change in revenue per new job:

dR _R

-+ e
@ = a+ue

For the R/J term, Bartik (1994, p. 860) substituted the national average state-
local direct business tax revenue per job across all business sectors, which is
about $1,620. Assuming an elasticity of —0.3, the fiscal effect of a new job on
average would then be —$3,780.

Bartik also showed that fiscal break-even occurs when the elasticity is
equal to —1.0. Break-even occurs when dR/dJ in Equation 2 is equal to zero. If
we set (R/J)(1 + 1/E) equal to zero and solve for E the result is —1.

One can also derive the conditions for fiscal breakeven in the context of
changes in marginal state-local tax rates (taking into account investment or
job-creation incentives) and changes in the gross flow of new jobs, rather than
changes in average tax rates and the level of employment. We will use the fol-
lowing notation:

T = total or gross taxes paid per job

C = cut in taxes per job (or the per-job value of credits or other incentives
tied to investment or job creation)

I = induced jobs (number of jobs induced by the incentives)
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N = noninduced jobs (number of jobs that would have been created in the
absence of the incentives)
(T — C) = net tax revenue per new job

Fiscal break-even occurs when the gain equals the loss; that is, when the
net revenues obtained from the jobs induced by those incentives equal the cost
of the incentives provided for the jobs that would have been created even with-
out incentives:

I(T-C) =NC,

which, by rearranging terms, could also be written:

IT=C(N+1) or

I/IN+1)=CIT

In other words, fiscal breakeven requires that the percentage increase in em-
ployment induced by the incentives is equal to the percentage tax cut. This

could also be written as an elasticity:

IN+1) 1=
CIT

3) E.

Thus if a locality adopts a property-tax-abatement ordinance that cuts
property taxes on new manufacturing plants by 25 percent from their existing
level, then at least 25 percent of the gross new manufacturing jobs created in
that locality in the future must be attributable to the abatement if the locality is
to break even in terms of tax revenue.

The usefulness of this formulation depends on whether or not we can draw
inferences about fiscal break-even from the literature on the elasticity of busi-
ness activity with respect to taxes. The elasticity of Equation 3 is based on
break-even conditions that assume cuts in marginal tax rates, not cuts in the av-
erage tax rate. That is, revenue losses occur only because some future jobs that
would have been created anyway will benefit from the cuts; the losses do not in-
clude reductions in revenue from all existing jobs, as would occur with an
across-the-board reduction in the tax rate. Thus, fiscal break-even from incen-
tives is likely if the research on the effects of changes in the marginal tax rate on
the gross flow of business activity indicates an elasticity of 1.0 or more.

Much of the research on taxes and business activity has measured changes
in the average level of business taxation and changes in the level of employ-
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ment. Bartik (1991, p. 235) has shown that the two elasticities—the marginal
and the average—are equivalent “if all gross new activity responds the same
as the dependent variable being considered to taxes, and death rates are rough-
ly constant.” The first condition means that we assume that we can draw in-
ferences about the sensitivity of new job creation or establishment birth rates
to changes in taxes from studies of the effects of taxes on, for example, gross
flows of new investment. The second condition is illustrated with the follow-
ing equation, where J is total jobs, G is the number of jobs gained, and L is the
number of jobs lost:

4 J=Ja+G-L

Bartik assumes that the “death rate” or rate of job loss L/J;_; is a constant frac-
tion f; this implies that death rates are unaffected by changes in taxes. Then in
long-run equilibrium, where J has settled at a new constant level J* = J; = J; 4,
and substituting (f x J,_;) for L, Equation 4 becomes:

Ji=Ji + G, -1,

which can be rearranged:
J* = G/f

G/JI* =1.

In other words, in equilibrium the gross rate of job growth must equal the
gross rate of job loss. Bartik concludes: “Hence, a given percentage effect of
taxes on gross new activity will imply the same long-run percentage effect of
taxes on total business activity” (1991, p. 235).

This conclusion can best be demonstrated with an example. Suppose an
economy with 100 jobs is initially in equilibrium with a death rate of 10 per-
cent. Equation 4 would become:

100 =100 + 10 - 10.

Now suppose that the elasticity of gross new activity with respect to taxes is
1.0 so that a 20 percent cut in marginal tax rates produces a 20 percent increase
in the gross flow of new jobs G, or an increase from 10 to 12 per period. A new
long-run equilibrium will be attained:

120 =120+ 12 - 12.
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In other words, total employment will also grow 20 percent, at which
point the annual job loss of 10 percent x 120 will just offset the new perma-
nently higher annual job gains. The gross job growth rate has also been re-
stored to its original level of 10 percent. The 20 percent tax cut thus produced
a 20 percent increase in gross annual job gains and in total jobs. Under Bar-
tik’s assumptions, the distinction between the marginal and average elasticities
becomes moot, and we can legitimately compare and summarize a wide range
of elasticity studies. It should also be pointed out that we are talking about
long-run elasticities here; a 20 percent increase in the annual gross flow of jobs
will eventually produce a 20 percent increase in total employment. If this elas-
ticity is equal to 1, fiscal break-even will occur immediately and each year, not
just at the point of long-run equilibrium.

One remaining problem appears to stand in the way of drawing inferences
about the fiscal effects of incentives: the elasticity research has been based for
the most part on studies using a tax variable that represents differences in av-
erage tax rates, cross-sectionally or over time, whereas the denominator in
Equation 3 is the percentage reduction in tax rates on new investment. This is
not as serious a problem as it appears. A 20 percent cut in taxes across the
board will also produce a 20 percent cut in taxes on new investment (though
the reverse is not true), and it is the cut in taxes on investment that is presum-
ably the cause of the increased economic activity represented by the dependent
variable. Thus one could argue that these econometric studies really have been
estimating the effects of cuts in taxes on new investment.

This is a valid argument to an extent, but it is likely that the proliferation
of investment incentives over the past two decades has meant that the margin-
al rate has been declining and gradually pulling the average down with it, so
that the measured reductions in average rates have understated the reductions
in rates on new investment. To the extent that is true, the estimated elasticities
are overstated. An observed increase in investment or jobs will have been pro-
duced, for example, not by the measured 20 percent reduction in average rates
but by the 50 percent reduction in marginal rates that was responsible for
pulling the average down. The tax cut in the denominator, if measured proper-
ly, would have been 50 percent instead of 20 percent, and therefore the elastic-
ity would have been smaller. The upshot is that incentives are probably even
less likely to produce fiscal break-even than we might have concluded by sim-
ply comparing Bartik’s consensus elasticity of 0.2 to —0.4 with the break-
even marginal elasticity of —1.0.

If one is willing to assume that the consensus long-run interstate or inter-
metropolitan elasticity of about —0.2 to —0.4 can also be interpreted as a rea-
sonable estimate of the marginal elasticity of Equation 3, and that jobs and es-
tablishment births and capital investment all respond in approximately the



The Tax Elasticity of Employment and Fiscal Break-Even 269

same fashion to changes in taxes, we can then rewrite this elasticity to solve
for the average expected percentage increase in establishment births given
these elasticities and given a particular percentage tax cut represented by in-
centives:

| C
5 =E —.
© N+ 1 T

The average tax cut (C/T) among the 75 enterprise zone cities in our sample
was 26.4 percent, indicating that we should expect an increase in the birth rate
(and, in the long run, in total manufacturing establishments) of 5 percent to 11
percent.

Appendix Note

1. It can be shown that the elasticity of Equation 3 is identical to the standard elastic-
ity formula based on the average over the interval, so that the percentage increase
in jobs is equal to induced jobs divided by an average of total new jobs before and
after (or with and without) the incentives, and the percentage tax cut is the cut di-
vided by the average of taxes per job with and without the incentives.
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The SSEL Data

The purpose of this appendix is to describe in more detail the structure of
the SSEL (Standard Statistical Establishment List) data set prepared by the
Census Bureau for this research project, and to discuss certain problems with
the data. The data set consists of establishment counts for every ZIP code in
the United States for three time periods: 1989-1991, 1991-1993, and 1993-
1995. The data cover every domestic employer establishment for every 2-dig-
it sector (SIC code) and for industry divisions, with the exception of private
households and governments. The data set includes approximately 1.5 million
establishments affiliated with about 180,000 multi-establishment firms, and
about 5 million single-establishment firms. The data in the SSEL come from a
variety of sources, including IRS payroll tax records, annual company organi-
zation surveys sent to all multi-unit companies, the Annual Survey of Manu-
factures, and Current Industrial Reports surveys.

All establishments were further categorized by employment-size class
and by seven mutually exclusive status groups: births, deaths, moves in,
moves out, expansions, contractions, and constant employment. The latter
three groups include only establishments that were in the same ZIP code in the
first year and the last year of the period (as, for example, in 1989 and in 1991).
Definitions of each of these categories can be found in Chapter 6. We discuss
problems with the employment-size categorizations and with the various sta-
tus classifications below.

EMPLOYMENT-SIZE CLASS

Establishments were categorized by three employment-size classes: 0-19,
20-99, and 100 or more. Establishment employment could change during a
two-year period; in most cases, the establishment is categorized by employ-
ment in the first year of the period. The only exception is for establishments
that were “born” in the second or third year of the period; here the size class
must be determined by employment in the last year of the period. Employee
counts are always as of the census survey conducted in mid March of each
year.
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The smallest employment-size class includes zero because an establish-
ment could be in the database for 1989, for example, even though it had no
employees in mid March of 1989. This could happen if the establishment
were created after March, or if it were shut down for seasonal reasons in
March. As a result, there will be too many establishments in the smallest size
class and too few in the other two classes. This problem does not affect the re-
gression analyses in Chapter 7 since establishments were not broken down by
size for this purpose. For the descriptive tables in Chapter 6, however, we
made adjustments to the counts of birth and deaths to provide a better picture
of establishment turnover by size. Adjustments to the expansion and contrac-
tion rates and problems with the moves in and out are discussed in separate
sections below.

Birth counts by size class were adjusted by estimating the number of births
that occurred in the last 9.5 months of 1991, 1993, or 1995 for the 0-19 size
class. We assume that the birth rate is constant over the 24-month period (1990
and 1991, for example) so that 9.5/24 or 40 percent of the births counted for the
given time period actually occurred after the mid-March employment reporting
date in 1991 or 1993 or 1995 and therefore have an unknown employment size
(though they were categorized in 0-19). The estimated number of births that
occurred after the point in March at which employment was measured was sub-
tracted from the total number of births in the 0-19 size class. The resultis a dis-
tribution of births by size class for all establishments for which employment
size was known. We assume that the establishments in the unknown category
are distributed by size in the same proportions; that is, we assume that births in
the last 9.5 months occur in the same proportions by employment size as they
did in the first 14.5 months. We then allocate the unknown-size births to the
three size classes in accordance with these proportions.

Similar adjustments were made to the death counts. Deaths that occurred
in the first 2.5 months of 1989, 1991, and 1993 (after January 1 but prior to the
mid March employment count) will show zero March employment. We there-
fore assume that 2.5/24 or 10.4 percent of the total deaths in a given time peri-
od are actually of unknown employment size; these deaths are subtracted from
deaths in the 0-19 size class. Once again, the proportions of establishments in
each size class, for the remaining cases of known size, are used to allocate the
unknown-size establishments among size classes.

Birth rates are calculated by dividing the adjusted birth counts for each
size class and SIC code by the estimated number of establishments in that
grouping as of the start of the period. For example, births during 1990 and
1991 are divided by the number of establishments as of the beginning of 1990,
which is estimated by taking the number of establishments present at some
point during 1989 (BEGIN) and subtracting an estimate of the number of
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deaths during 1989 (assumed to be one-half of the actual deaths during 1989
and 1990 combined). Similarly, death rates are calculated by dividing the ad-
justed death counts for each size class and SIC code by the estimated number
of establishments in that grouping as of the start of the period. For example,
deaths during 1989 and 1990 are divided by the number of establishments as
of the beginning of 1989, which is estimated by taking the number of estab-
lishments present at some point during 1989 (BEGIN) and subtracting an esti-
mate of the number of births during 1989 (assumed to be one-half of the actu-
al births during 1990 and 1991 combined).

Misclassification by employment size should occur less often for moves
in and out because these establishments existed elsewhere for part of the peri-
od and the employment size should in most cases have been correctly deter-
mined by March employment in one ZIP code or the other. For example, an
establishment that moved from ZIP A to ZIP B after March 1991 will be
recorded as a move into ZIP B for the first time period and will be assigned an
employment size based on March 1991 employment in ZIP A. However, if the
establishment moved into ZIP B sometime in 1990 and then died after January
1, 1991, but before mid March 1991 it would show up as a move in (because it
had payroll some time during 1991 in ZIP B) but with zero employment. This
is unlikely to happen very often, but, unfortunately, there is no way to estimate
the number of establishments that move and then die within this particular 2.5-
month period.

Similarly, an establishment that was born in ZIP A after mid March of
1989 but before December 31, 1989, would show up in the 0-19 size class re-
gardless of actual employment; if this establishment then moved to ZIP B in
1990 or 1991, it would be recorded as a move out of ZIP A for the 1989-1991
period. It is impossible to estimate how many of the establishments moving
out of a ZIP code were born within that 9.5-month period. However, moving
so soon after being born seems more likely to occur with very small single-es-
tablishment firms, which would be correctly classified in the 0-19-size class
anyway, rather than larger branch plants. Thus, no adjustments were made to
the size-class categorizations for the moves in and out, but it seems doubtful
that the overcounting in the smallest size class is very significant.

BIRTHS AND DEATHS

The number of births and deaths recorded in the SSEL data set within a
time period will produce reasonably accurate birth or death rates for a 24-
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month period and therefore can be divided by two to get annual rates. The
two-year death rate is recorded accurately by counting as “present” in 1989 all
establishments with payroll for at least one day and counting as “absent” in
1991 only establishments with no payroll for any day that year. All establish-
ments that actually died after January 1, 1989, will get counted as deaths,
while no firm that died after January 1, 1991, will be counted as a death, so
there will be exactly two years’ worth of deaths counted: all those that oc-
curred in 1989 and 1990 (with the minor exceptions noted below). Converse-
ly, the birth rate for 1989-1991 will record as a birth all firms that were actual-
ly born after December 31, 1989 (no payroll for any day in 1989) but before
January 1, 1992 (at least one day of payroll in 1991). Thus the birth count will
record (almost) all births during 1990 and 1991.

The only error for birth and death rates occurs when an establishment that
is born in the middle year of a period then dies the same year; such establish-
ments are not counted at all. For example, an establishment that was born in a
ZIP code in January 1990 and then died in December 1990 should actually
count as a birth and a death for the period 1989-1991. It is not counted as a
birth because it had no payroll in the ZIP code at any time during 1991, and it
is not counted as a death because it had no payroll in the ZIP code at any time
during 1989. On the other hand, firms that are born during 1991 or 1993 and
die the same year are counted both ways: as a birth for the earlier period and a
death for the later period. The undercounting will occur only for years 1990,
1992 and 1994. For a given year, the sum of uncounted births will exactly
equal the sum of uncounted deaths. Unfortunately, we have no way of deter-
mining the extent of this undercounting but we assume it is small for the man-
ufacturing sector.

MOVES IN AND OUT

Moves in and out of a ZIP code are determined in a fashion analogous to
births and deaths. An establishment that is coded in ZIP A in 1989 and is cod-
ed in ZIP B in 1991 is counted as a move out for ZIP A and as a move in for
ZIP B for the 1989-1991 period. Thus moves in, like births, should be record-
ed for establishments that actually moved into the ZIP during 1990 and 1991,
and moves out for establishments that left the ZIP during 1989 and 1990. Es-
tablishments that move existed in two different ZIP codes during the year of
the move, yet the SSEL database records only one location for any one year
(with the minor exception of establishments that underwent a reorganization
during the year).! Itis up to the firm to report the address of the establishment.
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As a result, moves that occurred in the middle year (such as 1990) will always
be recorded correctly, but moves that occurred during 1989 and 1991 may or
may not be recorded as moves during the 1989-1991 period. Suppose an es-
tablishment moves in mid 1989 from ZIP Ato ZIP B; if it is recorded as being
in ZIP A for 1989 it will count as a move, but if it is recorded in ZIP B for 1989
(and is still in ZIP B in 1991) then it will not be a move. Instead, it will be in-
cluded in either the expansion, contraction, or constant employment category.
Similarly, if it moved during 1991, then it will count as a move into ZIP B for
1989-1991 if the firm reports the 1991 location as ZIP B. If it is still coded in
ZIP A for 1991, it will not be a move for that period, though it will end up as a
move for the 1991-1993 period.

The result of these arbitrary classifications during the year of the move is
that the “moves in” category for, say, 1989-1991, will include some of the
moves during 1989, all of the moves during 1990, and some of the moves dur-
ing 1991. The same can be said for moves out, of course. For large units of
observation, it is likely that the percentage of actual moves during 1989 that
are recorded as moves is about equal to one minus the percentage of actual
moves during 1990 that are recorded as moves, so that the total approximates
two years of moves. Suppose, for example, that firms are more likely to report
the new location; this occurs in 60 percent of the cases. Then 40 percent of the
1989 moves into ZIP B will be recorded as moves in (because they had the old
ZIP, ZIP A, for 1989), while 60 percent of the moves into ZIP B during 1991
will be recorded as moves in (because they show the new ZIP, ZIP B, for
1991). Then we would end up with approximately two years’ worth of moves
in, as long as the overall actual moving rates were about the same in 1989 and
1991. The same result would follow if most firms recorded whichever ZIP the
establishment was in for the majority of the year, as long as the time pattern of
moves over the course of a year was the same in 1989 and 1991. The more
disaggregated the data (a single ZIP, a single SIC code, a single size class) the
smaller the numbers involved and the less likely it is that the data are an accu-
rate representation of two years’ worth of moves.

The data set does not allow us to distinguish establishments that actually
moved (in or out of a ZIP code) from those that remained in the same place but
had their ZIP codes changed due to ZIP code boundary changes.

EXPANSIONS AND CONTRACTIONS

The data on expansions and contractions overstate the actual number of
establishments that increased or reduced employment in a two-year time span.
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Expansions counted for the 1989-1991 period, for example, will include some
establishments that were born between March 12, 1989, and December 31,
1989. Such establishments will have payroll for some part of 1989 and so will
not be counted as births for the 1990-1991 time period, but they will have zero
employees in March 1989 and will most likely have more than zero in March
1991. These establishments end up appearing as if they were in the ZIP
throughout the period and increased employment. It is even possible that a
contraction is reported as an expansion and vice versa. Consider an establish-
ment that went into operation in late 1989 with 50 employees and had cut back
to 30 employees by March 1991. It will be counted as an expansion, from zero
to 30 employees.

The converse can be said of contractions: establishments that died after
January 1 but before mid March 1991 will have zero 1991 employment and
will be counted as a contraction for 1989-1991. Expansions and contractions
are overcounted since they include some establishments that were born or died
rather than only establishments that existed in the same ZIP code for a two-
year period (March 1989 to March 1991, for example). This does not mean
that the birth or death rates are undercounted, however; they are not. The
births that are classified as expansions occurred during 1989, while the birth
rate for 1989-1991 measures births occurring during 1990 and 1991. Similar-
ly, the deaths miscounted as contractions occurred during 1991, while death
rates for the first period measure deaths during 1989 and 1990.

A correct two-year expansion or contraction rate would consider only
firms that existed in the same ZIP code at two different points two years
apart—as of mid March 1989 and as of mid March 1991, for example. Em-
ployment on those two dates would be compared. This would tell us the per-
centage of firms that had their employment increased within 24 months.

Expansion rates were adjusted by estimating the number of births that oc-
curred in the last 9.5 months of 1989, 1991, or 1993, based on the adjusted an-
nual birth rates for that sector and firm size. Assuming that all of these later
births ended up getting counted as expansions, we subtracted them from the
count of expansions for the period (EXPAND). The expansion rate is then
found by dividing adjusted expansions by an estimate of the number of estab-
lishments in existence as of mid March. To determine the number of estab-
lishments that existed in mid March 1989, for example, we subtracted from the
number that existed at some point during 1989 (BEGIN) the number that we
estimated were born from mid March to December (as above) and the number
that died between January 1 and mid March (based on adjusted annual death
counts).

Similar adjustments were made to the contraction rates, by using annual
death rates to estimate the number of deaths that occurred in the first 2.5



The SSEL Data 277

months of 1991, 1993, and 1995 (after January 1 but prior to the mid March
employment count, thereby producing a zero March employment number and
resulting in a mislabeled contraction). To find contraction rates, the adjusted
contractions were divided by the same estimate of total establishments in mid
March of the first year as was used to calculate expansion rates.

Appendix Note

1. Trey Cole, Census Bureau, phone conversation with Peter Fisher, November 23,
1999.






Appendix E

Translating Enterprise Zone Boundaries
and Tax Characteristics of Zones

ENTERPRISE ZONE BOUNDARY FILES

For the various analyses we wished to perform, we needed a variety of
data for each zone; unfortunately, these data were available at varying levels of
geography. The state and city in which the zone was located determined the
appropriate taxes that would apply to a firm in the zone. Some of the econom-
ic variables were most appropriately defined at the county, city, or metropoli-
tan area level since they related to the broader labor market or economic re-
gion. Data for these sorts of established areas are readily available. However,
we also needed establishment counts and demographic data at the enterprise
zone level, and here it was necessary to develop boundary files for each enter-
prise zone. Most of the census data required were from the sample question-
naire section of the Census of Population and so were available only at the
tract or ZIP-code level (or higher), and the finest geographic scale for the es-
tablishment counts was the ZIP-code level (see the description of the SSEL
database in Appendix D). Therefore we had to define the actual zone bound-
aries—in digital format, for use by Geographic Information Systems (GIS)
software—and then identify the set of ZIP codes that best approximated the
zone. The same process was undertaken for Traffic Analysis Zones (TAZS) in
order to analyze commuting patterns using TAZ-based census data. In this
section we describe the problems in developing zone boundaries and their ap-
proximations.

Enterprise zone computerized boundary files were derived from a number
of sources. In a very few cases, the files were provided to us by the city or
state (for instance, all enterprise zones in Ohio). Mostly, however, the files
had to be hand digitized either from paper maps, pictures, Web pictures or text
definitions of zone perimeters. In all cases, the boundaries were not digitized
free-hand, but were assembled based on census block (and in a very few in-
stances, block group or tract) files derived from the TIGER/Line system (Bu-
reau of Transportation Statistics 1995). Since blocks are the lowest level of
census geography (besides the household), our geographic representation of
enterprise zones is generally exact. In a few cases, problems arose. These

279
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were usually suburban enterprise zones that included only a part of a large sub-
urban-exurban block whose subdivision had not yet been recognized in the
1995 TIGER/Line files. In these few cases, if the majority of the block was in
the zone, the block was defined as belonging to the zone, and vice versa. This
results in some small degradation of geographical accuracy. Chapters 6, 7, and
8 are the parts of the book that use data derived from these enterprise zone def-
initions. In almost all cases, the impact of this problem on the results is likely
to be small due to the much greater errors in translating the enterprise zone
boundaries into ZIP-code region and TAZ region equivalents.

DEFINING ZIP-CODE EQUIVALENTS OF ZONES

Converting enterprise zone boundaries into ZIP-code approximations
presents a difficult set of challenges. Enterprise zones tend to be small areas
and thus ZIP-code regions are hardly ever coterminous with enterprise zones.
Moreover, the shape of many enterprise zone boundaries is highly irregular.
As aresult ZIP equivalents of enterprise zones will tend to leave out large parts
of enterprise zones and include areas not actually designated as enterprise
zones. To solve these problems, we developed a two-stage selection process.
In the first stage, all ZIPs that had any overlap with enterprise zones in the
sample were selected, giving a sample of ZIPs, s;. We then built a computer
algorithm that either assigned or did not assign each ZIP in s; to a particular
enterprise zone.

After considerable experimentation we finally produced an algorithm im-
plementing the following two decision rules:

1. If 5 percent of the land area of the designated zone was in the ZIP,
then ZIP was included in the ZIP definition of the zone, or

2. Ifat least 10 percent of the ZIP was part of the designated zone, then
the ZIP was included in the ZIP definition of the zone.

The rules were written in a commercial GIS using a standard macro language.
The result was the final sample of enterprise zone ZIPs, s;. More stringent
rules resulted in too many spatial anomalies—too many ZIP regions not being
included that clearly should have been—and less-stringent rules resulted in the
opposite. Relying on a single rule also caused problematic definitions, al-
though the addition of any one of the two rules to the other resulted in the in-
clusion of fewer than 20 new ZIPs to the entire sample.
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Many of our results are directly dependent on this translation of enterprise
zone blocks into ZIP regions. This is particularly worrisome in Chapter 7,
where we build models of the impact of enterprise zone incentives on eco-
nomic growth in zones. In order to test the sensitivity of our econometric re-
sults to the translation algorithm used, we developed models based on pro-
gressively more stringent translation rules. In the case of the econometric
models we found little evidence of sensitivity to translation criteria.

It is also worth pointing out that previous cross-sectional analyses of en-
terprise zones and growth have used even broader scales of analysis—usually
the county, and sometimes census place. Thus we believe that the problems of
geographical definition notwithstanding, our analysis comes significantly clos-
er to accurately representing enterprise zones than previous work.

In the case of the Ohio data, other difficulties arose. Here each enterprise
zone was identified by the city that either fully or partly contained it. A sam-
ple of ZIPs (s;) was selected based on any geographic intersection between a
ZIP and the enterprise zone city. This sample (s;) was visually inspected and
ZI1Ps with negligible spatial overlap with enterprise zone cities were removed
(creating sample s,). Given the spatial proximity of many Ohio enterprise
zones, this resulted in a situation in which individual ZIPs were assigned to
multiple enterprise zone cities. To resolve the problem we wrote a further al-
gorithm that measured, in cases in which multiple enterprise zones had been
assigned to a single ZIP, the distance between each ZIP centroid and each of
the assigned city centroids. Again a standard GIS programming language was
used in algorithm development. The program then assigned the ZIP to the
closest enterprise zone city centroid and removed assignments to all other en-
terprise zones creating our final sample (sy).

DEFINING TAZ EQUIVALENTS OF ZONES

The ZIP-code data are important to Chapters 6 and 7, which look at the re-
lationship between enterprise zones and growth. The analysis relies on a spe-
cial tabulation of the SSEL data set undertaken at the ZIP-code level. Chapter
8 focuses on those who live in or commute into enterprise zones. The only na-
tional data set of use here is the 1990 Census Transportation Planning Pack-
age (CTPP) (U.S. Department of Transportation 1990). This is organized
around traffic analysis zones (TAZs) in size usually not too dissimilar from
tracts (although cities have a lot of discretion in how their TAZs should be de-
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fined). The result is that for Chapter 8, the analysis moves from the ZIP-code
region to TAZ region level. Thus, enterprise zones must be translated into
TAZ equivalents. The problems described in the above two sections arose
again, although here in less-extreme form because TAZs are much smaller
than ZIPs and are therefore better able to describe enterprise zone geography.
It was not necessary to create city TAZ definitions because, in Chapter 8, the
broader context in which the enterprise zone operates is not the city, but the
commuting region (as defined by the U.S. Department of Transportation). We
describe these data in more detail in Chapter 8. Our method for translating en-
terprise zones into TAZs was similar to that described above, although given
the higher level of geographical disaggregation, we relied on visual inspection
of the overlap between enterprise zones and TAZ zones.



Table E.1 Tax Rates and Property-Tax Abatements in the Enterprise Zones in 75 Cities, 1994

Corporate income  Local property-tax rates

Sales tax tax (%) (%)? Local property-tax abatements
rates (%)
—————— Topstate Local Manuf. Average
City State Local rate rate Real M&E Inventory Buildings M&E Inventory Term® percent
Los Angeles, Calif. 6.00 2.25 9.3 NA® 1.06 1.06 exempt NA NA NA NA NA
Pasadena, Calif. 6.00 2.25 9.3 NA 106 1.06 exempt NA NA NA NA NA
Porterville, Calif. 6.00 1.25 9.3 NA 102 1.02 exempt NA NA NA NA NA
Redding, Calif. 6.00 1.25 9.3 NA 1.06 1.06 exempt NA NA NA NA NA
Sacramento, Calif. 6.00 1.75 9.3 NA 103 103 exempt NA NA NA NA NA
Stockton, Calif. 6.00 1.75 9.3 NA 101 101  exempt NA NA NA NA NA
Hamden, Conn. 6.00 NA 9.5 NA 287 2.87 exempt Yes Yes NA 5 80.0
Hartford, Conn. 6.00 NA 9.5 NA 448 448 exempt Yes Yes NA 5 80.0
Meriden, Conn. 6.00 NA 9.5 NA 288 288 exempt Yes Yes NA 5 80.0
New Britain, Conn. 6.00 NA 9.5 NA 319 319 exempt Yes Yes NA 5 80.0
Norwalk, Conn. 6.00 NA 9.5 NA 191 191 exempt Yes Yes NA 5 80.0
Norwich, Conn. 6.00 NA 9.5 NA 217 217 exempt Yes Yes NA 5 80.0
Clearwater, Fla. 6.00 1.00 55 NA 225 225 exempt NA NA NA NA NA
Fort Lauderdale, Fla. 6.00 0.00 5.5 NA 240 240 exempt NA NA NA NA NA
Fort Myers, Fla. 6.00 0.00 5.5 NA 213 213 exempt NA NA NA NA NA
Jacksonville, Fla. 6.00 0.50 55 NA 261 261  exempt NA NA NA NA NA
Miami Beach, Fla. 6.00 0.50 55 NA 262 262  exempt NA NA NA NA NA
Tampa, Fla. 6.00 0.50 55 NA 258 258  exempt NA NA NA NA NA
Alton, 111. 6.25 0.75 4.8 NA 258 exempt exempt Yes NA NA 4 100.0
Champaign, 111, 6.25 1.00 4.8 NA 2.65 exempt exempt Yes NA NA 5 100.0
Kankakee, IlI. 6.25 0.00 4.8 NA 258 exempt exempt Yes NA NA 5 60.0
Maywood, III. 6.25 0.75 4.8 NA 452 exempt exempt Yes NA NA 10 50.0
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Table E.1 (Continued)

Corporate income Local property-tax rates
Sales tax tax (%) (%)? Local property-tax abatements
rates (%)

3 xipusddy 8¢

Top state Local Manuf. Average
City State Local rate rate Real M&E Inventory Buildings M&E Inventory Term® percent®
Moline, IlI. 6.25 0.50 4.8 NA 285 exempt exempt Yes NA NA 5 45.0
Pekin, IlI. 6.25 1.00 4.8 NA 319 exempt exempt Yes NA NA 5 100.0
Evansville, Ind. 500 NA 7.7 NA 423 423 1.67 No No No NA NA
Fort Wayne, Ind. 5,00 NA 1.7 NA 359 359 1.41 Yes Yes No 10 49.5
Hammond, Ind. 500 NA 7.7 NA 912 912 3.59 Yes Yes No 10 495
Lafayette, Ind. 500 NA 7.7 NA 362 3.62 1.43 Yes Yes No 6 58.7
Muncie, Ind. 500 NA 7.7 NA 530 5.30 2.09 Yes Yes No 3 66.3
South Bend, Ind. 500 NA 7.7 NA 5.08 5.08 2.00 Yes Yes No 6 58.7
Covington, Ky. 6.00 NA 8.3 25 145 exempt  0.58 No No Yes 20 100.0
Hopkinsville, Ky. 6.00 NA 8.3 15 075 exempt 0.30 Yes Yes Yes 5 100.0
Lexington, Ky. 6.00 NA 8.3 20 082 exempt 0.33 No No No NA NA
Louisville, Ky. 6.00 NA 8.3 15 112 exempt 045 No No No NA NA
Ownesboro, Ky. 6.00 NA 8.3 1.0 1.07 exempt 0.43 No No Yes 13 100.0
Joplin, Mo. 423 213 6.3 NA 171 142 exempt Yes No NA 20 65.0
Kansas City, Mo. 423 225 6.3 NA 290 252 exempt Yes No NA 10 50.0
Springfield, Mo. 423 175 6.3 NA 204 176 exempt Yes No NA 10 50.0
St. Joseph, Mo. 423 2.60 6.3 NA 156 1.61 exempt Yes Yes NA 10 100.0
St. Louis, Mo. 423 2.38 6.3 NA 250 223 exempt Yes No NA 10 100.0
Auburn, N.Y. 4.00 4.00 9.0 NA  3.44 exempt exempt Yes NA NA 10 27.5
New York City, N.Y. 4.00 4.25 9.0 NA 2.82 exempt exempt Yes NA NA 10 85.0

Niagara Falls, N.Y. 4,00 3.00 9.0 NA 433 exempt exempt Yes NA NA 10 85.0



Syracuse, N.Y.
Troy, N.Y.
Utica, N.Y.
Canton, Ohio
Cincinnati, Ohio
Cleveland, Ohio
Elyria, Ohio
Massillon, Ohio
Warren, Ohio
Chester, Pa.
Johnstown, Pa.
Lancaster, Pa.
Philadelphia, Pa.
Pittsburgh, Pa.
Scranton, Pa.
Amarillo, Tex.
El Paso, Tex.
Fort Worth, Tex.
Pharr, Tex.

San Antonio, Tex.

Waco, Tex.?
Danville, Va.
Lynchburg, Va.

Newport News, Va.

Petersburg, Va.

Portsmouth, Va.
Richmond, Va.

Beloit, Wis.

Fond Du Lac, Wis.

4.00
4.00
4.00
5.00
5.00
5.00
5.00
5.00
5.00
6.00
6.00
6.00
6.00
6.00
6.00
6.25
6.25
6.25
6.25
6.25
6.25
3.50
3.50
3.50
3.50
3.50
3.50
5.00
5.00

3.00
3.00
4.00
0.00
0.50
3.00
0.50
0.00
0.75
NA
NA
NA
NA
NA
NA
2.00
2.00
2.00
2.00
1.50
2.00
1.00
1.00
1.00
1.00
1.00
1.00
0.00
0.00

9.0
9.0
9.0
9.1
9.1
9.1
9.1
9.1
9.1
12.3
12.3
12.3
12.3
12.3
12.3
45
45
45
45
45
45
6.0
6.0
6.0
6.0
6.0
6.0
79
7.9

NA
NA
NA
2.0
2.1
2.0
1.8
15
15
0.5
0.3
0.0
0.0
0.6
0.6
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA

2.62
3.20
3.64
1.61
2.07
2.27
1.94
1.84
1.75
0.52
0.90
0.67
0.73
1.01
0.76
2.35
2.49
271
241
2.53
2.53
0.76
1.16
1.20
1.49
1.32
1.45
3.81
3.22

exempt
exempt
exempt
1.63
2.04
211
1.89
1.74
154
exempt
exempt
exempt
exempt
exempt
exempt
2.35
2.49
2.71
241
2.53
2.53
1.50
3.00
3.00
3.80
2.50
2.30
exempt
exempt

exempt
exempt
exempt
1.63
2.04
211
1.89
1.74
1.54
exempt
exempt
exempt
exempt
exempt
exempt
2.35
2.49
2.71
241
2.53
2.53
exempt
exempt
exempt
exempt
exempt
exempt
exempt
exempt

Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
No
No
Yes
Yes
Yes
Yes
No
Yes
Yes
NA
NA
NA
NA
NA
NA
NA
NA

NA
NA
NA
Yes
Yes
Yes
Yes
Yes
Yes
NA
NA
NA
NA
NA
NA
Yes
No
Yes
No
Yes
Yes
NA
NA
NA
NA
NA
NA
NA
NA

NA
NA
NA
Yes
Yes
Yes
Yes
Yes
Yes
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA

10
10
10
10
10
10
10
10
10
10

NA
NA
10
10

10
NA
10

NA
NA
NA
NA
NA
NA
NA
NA

85.0
275
275
60.0
100.0
67.0
67.0
75.0
67.0
43.0
84.0
59.3
NA
NA
100.0
425
50.0
38.5
NA
75.0
40.0
NA
NA
NA
NA
NA
NA
NA
NA
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Table E.1 (Continued)

Corporate income Local property-tax rates
Sales tax tax (%) (%)? Local property-tax abatements

rates (%)

Top state Local Manuf. Average
City State Local rate rate Real M&E Inventory Buildings M&E Inventory Term® percent®
Green Bay, Wis. 5.00 0.00 7.9 NA 321 exempt exempt NA NA NA NA NA
Milwaukee, Wis. 5.00 0.50 7.9 NA 3.65 exempt exempt NA NA NA NA NA
Racine, Wis. 5.00 0.00 7.9 NA 3.62 exempt exempt NA NA NA NA NA

2 Nominal local property-tax rate times assessment ratio. Tax rates on personal property other than manufacturing machinery and
equipment and inventory are not shown; such property may be subject to the same rate as real property or the same rate as M&E, or
it may be exempt, or it may have its own rate.

P Term is the number of years abatement applies; if the locality uses more than one schedule, the typical schedule applied to buildings
is shown. Average percent is the simple average percent of taxes abated over the term of the abatement, for the typical schedule ap-
plied to buildings.

¢ NA = Not Allowed under state law, or Not Applicable either because it is exempt under state law or locality does not abate that class
of property.

4 Varying schedules apply; the one shown here is for plants creating 60—100 jobs.
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Table F.1 Effective Tax Rates on New Investment in 1994 for 75
Enterprise Zone Cities (Weighted Average for 16
Manufacturing Sectors)

Percent reduction
Effective tax rate (%) in rate

After With With general  Due to Due to
basic  general & zone general zone
City and state  taxes incentives incentives incentives incentives

California
Los Angeles 9.1 7.5 6.9 18.1 7.6
Pasadena 9.1 75 6.9 18.1 7.6
Porterville 8.7 7.3 6.7 16.6 7.8
Redding 8.8 7.4 6.8 16.4 1.7
Sacramento 8.9 7.4 6.8 17.4 1.7
Stockton 8.9 7.3 6.7 17.4 1.7
Connecticut
Hamden 8.9 6.6 55 25.2 17.1
Hartford 114 8.5 7.3 25.6 13.3
Meriden 8.9 6.6 55 25.2 17.0
New Britain 9.4 7.0 5.9 25.3 16.2
Norwalk 7.4 55 4.4 24.9 20.5
Norwich 7.8 6.7 5.6 13.2 16.8
Florida
Clearwater 8.0 8.0 6.4 0.0 20.0
Fort Lauderdale 8.2 8.2 6.6 0.0 19.6
Fort Myers 7.5 7.5 6.0 0.0 21.0
Jacksonville 8.7 8.7 7.1 0.0 18.5
Miami Beach 8.8 8.8 7.1 0.0 18.4
Tampa 8.7 8.7 7.0 0.0 18.6
Illinois
Alton 5.8 5.4 4.3 6.7 20.5
Champaign 5.8 55 4.8 6.6 115
Kankakee 5.7 5.3 4.4 6.7 17.2
Maywood 7.4 7.0 5.4 5.2 23.4
Moline 6.0 5.6 5.1 6.4 7.9
Pekin 6.3 5.9 4.4 6.1 25.0
Indiana
Evansville 13.4 10.7 8.3 20.3 22.4

Fort Wayne 121 9.4 4.9 224 48.0
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Table F.1 (Continued)

Percent reduction
Effective tax rate (%) in rate

After With With general  Due to Due to
basic  general & zone general zone
City and state ~ taxes incentives incentives incentives incentives

Hammond 22.8 20.1 9.5 11.9 52.8
Lafayette 12.2 9.5 55 22.2 42.2
Muncie 155 12.7 9.2 17.6 27.8
South Bend 15.0 12.3 6.9 18.1 43.8
Kentucky
Covington 9.1 5.8 5.0 354 13.9
Hopkinsville 7.6 45 2.7 40.4 39.7
Lexington 7.7 4.9 4.0 36.9 16.5
Louisville 8.2 5.4 4.6 34.3 15.0
Owensboro 7.9 4.6 3.8 41.6 17.4
Missouri
Joplin 8.9 6.5 4.9 26.8 244
Kansas City 12.1 9.8 8.2 19.1 16.2
Springfield 9.5 7.6 6.0 20.0 20.9
St. Joseph 8.8 4.8 3.2 45.8 33.7
St. Louis 12.7 9.7 8.1 23.6 16.4
New York
Auburn 6.4 3.6 2.9 43.9 20.7
New York City 9.6 5.9 5.2 38.0 12.7
Niagara Falls 7.1 2.7 19 62.1 27.9
Syracuse 5.7 21 14 62.3 35.2
Troy 6.2 34 2.6 45.1 22.2
Utica 6.6 3.8 3.0 43.3 20.0
Ohio
Canton 9.1 8.1 5.8 10.9 28.4
Cincinnati 10.5 9.6 4.7 94 50.6
Cleveland 11.0 10.0 6.7 9.0 331
Elyria 9.9 8.9 5.9 10.0 33.7
Massillon 9.3 8.4 5.2 10.6 374

Warren 8.8 7.9 53 11.2 321
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Table F.1 (Continued)

Percent reduction
Effective tax rate (%) in rate

After With With general  Due to Due to
basic  general & zone general zone
City and state ~ taxes incentives incentives incentives incentives

Pennsylvania

Chester 11.0 104 8.5 6.0 18.2
Johnstown 10.7 10.3 8.4 4.0 18.4
Lancaster 7.4 6.5 4.6 11.5 29.0
Philadelphia 75 7.3 54 24 25.7
Pittsburgh 13.7 13.6 11.7 13 13.9
Scranton 13.0 12.3 10.4 6.0 154
Texas
Amarillo 10.6 9.7 8.3 8.7 15.1
El Paso 11.1 10.9 9.5 1.3 13.6
Fort Worth 11.8 10.9 9.4 8.1 13.6
Pharr 10.8 10.8 9.4 0.0 13.7
San Antonio 11.0 9.8 8.4 11.2 14.6
Waco 11.2 10.7 9.3 4.1 13.8
Virginia
Danville 5.2 5.2 4.4 0.0 16.4
Lynchburg 7.3 7.3 6.4 0.0 11.8
Newport News 7.3 7.3 6.5 0.0 11.7
Petersburg 8.5 8.5 7.6 0.0 10.1
Portsmouth 6.9 6.9 6.0 0.0 125
Richmond 6.7 6.7 5.9 0.0 12.7
Wisconsin
Beloit 7.6 7.6 5.6 0.0 26.7
Fond Du Lac 7.0 7.0 5.0 0.0 28.9
Green Bay 7.0 7.0 5.0 0.0 28.9
Milwaukee 7.5 7.5 5.4 0.0 275

Racine 7.4 7.4 5.4 0.0 27.4




Table F.2 The Value of Incentives to Manufacturing Firms in 75 Cities, 1994 (Net Present Value over 20
Years, per Job)

Weighted average
for 16 sectors

Sector with largest
total incentives

Sector with smallest
total incentives

Additional Additional Additional
General value General value General value
plus zone of zone plus zone of zone plus zone of zone
City incentives incentives incentives incentives incentives incentives

Hammond, Ind. 22,678 19,193 44,401 41,190 7,540 4,916
South Bend, Ind. 13,295 9,810 25,089 21,878 5,182 2,558
Fort Wayne, Ind. 11,632 8,147 20,957 17,747 4,760 2,136
Lafayette, Ind. 10,758 7,273 19,533 16,322 4,543 1,919
Muncie, Ind. 10,167 6,682 19,883 16,673 4,343 1,719
Cincinnati, Ohio 9,679 8,411 17,037 15,881 3,323 2,350
St. Joseph, Mo. 9,641 2,739 17,337 5,223 3,281 1,022
Niagara Falls, N.Y. 8,378 1,019 19,326 6,043 3,087 604
Hopkinsville, Ky. 8,282 2,780 15,655 4,361 3,094 1,489
Evansville, Ind. 8,085 4,600 15,421 12,211 3,836 1,284
St. Louis, Mo. 7,750 2,699 13,969 5,072 2,618 1,019
Ownesboro, Ky. 7,274 1,407 14,444 2,680 2,178 459
Covington, Ky. 7,120 1,414 14,212 2,689 2,152 461
New York City, N.Y. 7,082 1,021 17,279 6,045 2,720 604
Cleveland, Ohio 7,022 5,754 12,035 10,879 2,572 1,600
Syracuse, N.Y. 6,953 1,024 17,019 6,045 2,676 605
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Joplin, Mo.
Hartford, Conn.
Massillon, Ohio
Kansas City, Mo.
Louisville, Ky.
Lexington, Ky.
Elyria, Ohio
Springfield, Mo.
Utica, N.Y.

New Britain, Conn.

Auburn, N.Y.
Troy, N.Y.
Warren, Ohio
Meriden, Conn.
Hamden, Conn.
Canton, Conn.
Norwalk, Conn.
Scranton, Pa.
Lancaster, Pa.
San Antonio, Tex.
Chester, Pa.
Fort Worth, Tex.
Amarillo, Tex.
Johnstown, Pa.

Los Angeles, Calif.

Pasadena, Calif.

6,761
6,721
6,694
6,628
6,524
6,515
6,497
5,947
5,820
5,819
5,762
5,692
5,648
5,602
5,595
5,263
4,924
4,566
4,546
4,474
4,241
4,018
3,942
3,860
3,810
3,810

2,716
1,817
5,426
2,692
1,409
1,396
5,229
2,707
1,012
1,823
1,013
1,016
4,380
1,824
1,824
3,995
1,828
3,239
3,240
2,340
3,240
2,382
2,367
3,236

952

952

12,350
11,689
11,401
12,082
13,373
13,355
11,032
10,941
15,229
10,207
15,132
15,012
9,409
9,851
9,840
8,705
8,737
8,540
7,879
7,979
7,346
6,696
6,585
6,695
6,791
6,791

5,139
3,250
10,245
5,053
2,684
2,658
9,876
5,105
6,040
3,269
6,041
6,041
8,253
3,273
3,273
7,549
3,288
5774
5774
3,845
5774
3,863
3,855
5,804
1,506
1,506

2,318
2,404
2,494
2,298
2,025
2,023
2,435
2,079
2,353
2,141
2,336
2,315
2,209
2,077
2,075
2,087
1,879
1,286
1,494

738
1,406
1,196
1,172
1,296

858

858

1,020
850
1,521
1,017
561
559
1,462
1,019
603
850
603
604
1,237
851
851
1,114
851
967
967
738
967
776
770
967
291
291
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Table F.2 (Continued)

Weighted average
for 16 sectors

Sector with largest
total incentives

Sector with smallest
total incentives

Additional Additional Additional
General value General value General value
plus zone of zone plus zone of zone plus zone of zone
City incentives incentives incentives incentives incentives incentives

Sacramento, Calif. 3,632 952 6,464 1,506 823 291
Stockton, Calif. 3,628 952 6,457 1,506 822 291
Norwich, Conn. 3,556 1,820 6,435 3,262 1,486 850
Redding, Calif. 3,465 952 6,153 1,506 789 291
Porterville, Calif. 3,458 952 6,141 1,506 788 291
Philadelphia, Pa. 3,452 3,236 6,029 5,804 1,178 967
Pittsburgh, Pa. 3,450 3,234 6,029 5,804 1,178 967
Maywood, IlI. 3,338 2,678 5,605 4,453 1,059 840
Milwaukee, Wis. 3,283 3,283 5,266 5,266 1,315 1,315
Green Bay, Wis. 3,226 3,226 5,159 5,159 1,303 1,303
Fond Du Lac, Wis. 3,226 3,226 5,159 5,159 1,303 1,303
Racine, Wis. 3,225 3,225 5,158 5,158 1,303 1,303
Beloit, Wis. 3,225 3,225 5,157 5,157 1,303 1,303
Waco, Tex. 3,158 2,388 5,276 3,870 957 778
Pekin, III. 3,064 2,403 5,143 3,990 978 760
El Paso, Tex. 2,608 2,393 4,199 3,872 857 780
Alton, 111 2,462 1,801 4,142 2,988 805 586
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Pharr, Tex.

Miami Beach, Fla.
Jacksonville, Fla.
Tampa, Fla.

Fort Lauderdale, Fla.
Clearwater, Fla.
Fort Myers, Fla.
Kankakee, Ill.
Champaign, I11.
Moline, 1.
Petersburg, Va.
Richmond, Va.
Newport News, Va.
Portsmouth, Va.
Lynchburg, Va.
Danville, Va.

2,390
2,308
2,308
2,307
2,300
2,294
2,289
2,156
1,680
1,381
1,045
1,045
1,045
1,045
1,045
1,045

2,390
2,308
2,308
2,307
2,300
2,294
2,289
1,495
1,019

720
1,045
1,045
1,045
1,045
1,045
1,045

3,868
3,495
3,495
3,495
3,495
3,495
3,495
3,633
2,839
2,345
1,117
1,117
1,117
1,117
1,117
1,117

3,868
3,495
3,495
3,495
3,495
3,495
3,495
2,481
1,685
1,193
1,117
1,117
1,117
1,117
1,117
1,117

779
870
870
870
870
870
870
717
558
441
573
573
573
573
573
573

779
870
870
870
870
870
870
498
382
265
573
573
573
573
573
573
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Table F.3 Variation in City Rankings and Tax Rates by Sector, 75 Cities, 1994 (Cities Ranked by Tax Rate
after Enterprise Zone Incentives)

Highest-ranked sector

Lowest-ranked sector

Sector Tax Sector Tax Highest  Lowest Rate
City and state (SIC) Rank® rate (%) (SIC) Rank® rate (%) rate (%) rate (%) spread (%)
California
Los Angeles 30 42 6.3 27 63 6.1 9.9 4.9 5.0
Pasadena 30 42 6.3 27 63 6.1 9.9 4.9 5.0
Porterville 33 36 7.4 27 58 5.9 9.5 4.8 4.7
Redding 30 40 6.2 27 61 6.0 9.7 4.8 4.9
Sacramento 33 38 7.5 27 60 6.0 9.7 4.8 4.9
Stockton 33 37 7.5 27 59 5.9 9.6 4.8 4.8
Connecticut
Hamden 23 13 3.8 27 36 4.3 8.4 3.4 5.0
Hartford 31 31 4.1 28 65 7.6 115 4.1 75
Meriden 23 14 3.8 27 37 4.3 8.4 3.4 5.0
New Britain 23 19 4.0 20 50 8.5 9.0 35 55
Norwalk 23 10 3.1 26 21 6.4 6.4 3.0 35
Norwich 23 18 4.0 25 43 6.5 8.4 35 4.9
Florida
Clearwater 31 10 2.7 33 58 10.9 10.9 2.7 8.2
Fort Lauderdale 31 9 2.7 33 61 11.0 11.1 2.7 8.4
Fort Myers 31 8 2.6 33 55 10.1 10.1 2.6 75
Jacksonville 31 13 2.8 33 64 11.9 12.1 2.8 9.3
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Miami Beach
Tampa

Ilinois

Alton
Champaign
Kankakee
Maywood
Moline
Pekin

Indiana

Evansville
Fort Wayne
Hammond
Lafayette
Muncie
South Bend
Kentucky
Covington
Hopkinsville
Lexington
Louisville
Owensboro

Missouri

Joplin
Kansas City
Springfield

31
31

26
26
26
26
26
26

27
27
27
27
27
27

36
37
34
34
36

31
31
31

38

54

50
10

2.8
2.8

3.9
4.7
41
54
5.2
41

4.3
1.0
5.3
1.6
5.2
29

3.9
1.8
3.8
4.2
3.0

24
3.9
2.8

33
33

31
31
31
23
23
31

30
30
26
23
30
28

23
31
31
23
33

33
26
26

65
63

37
44
40
51
49
38

73
46
75
54
75
67

52
17
27
53
19

47
73
54

11.9
11.8

4.4
4.7
45
5.0
4.9
45

10.7
6.7
15.6
5.1
11.7
1.7

5.0
3.0
3.9
5.0
5.7

8.3
15.0
111

12.2
12.0

5.9
7.0
6.2
8.2
7.6
6.3

141
7.9
15.6
8.9
15.6
11.4

7.4
4.7
5.9
6.8
5.7

9.4
15.0
11.1

2.8
2.8

3.0
3.5
3.1
3.9
3.7
3.1

4.3
1.0
53
1.6
5.2
2.9

3.9
1.0
3.1
3.4
3.0

24
3.9
2.8

9.3
9.2

2.9
3.5
3.1
44
3.9
3.2

9.7
6.8
10.4
7.3
10.4
8.5

3.4
3.7
2.8
3.4
2.8

7.0
111
8.3
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Table F.3 (Continued)

Highest-ranked sector Lowest-ranked sector
Sector Tax Sector Tax Highest  Lowest Rate
City and state (SIC) Rank® rate (%) (SIC) Rank® rate (%) rate (%) rate (%) spread (%)
St. Joseph 34 2 25 26 1 5.2 5.9 1.8 4.1
St. Louis 31 48 4.9 27 73 7.6 13.8 4.9 8.9
New York
Auburn 24 4 -0.9 20 11 5.8 5.8 -0.9 6.7
New York City 24 6 1.9 31 59 53 6.7 1.9 4.7
Niagara Falls 23 2 1.6 20 4 4.2 4.2 -1.8 6.0
Syracuse 20 1 3.0 37 2 2.1 3.0 -2.5 5.5
Troy 24 3 -1.2 20 8 54 5.4 -1.2 6.5
Utica 24 5 -0.8 20 14 6.1 6.1 -0.8 6.8
Ohio
Canton 20 20 6.8 31 61 55 8.2 3.8 44
Cincinnati 20 6 53 31 42 4.6 6.5 2.9 3.6
Cleveland 37 41 5.9 31 65 6.0 9.6 45 5.0
Elyria 20 25 7.1 31 62 55 8.5 3.9 45
Massillon 20 15 6.1 23 56 53 7.4 3.4 4.1
Warren 20 17 6.3 23 57 53 7.6 3.4 4.1
Pennsylvania
Chester 26 40 9.5 24 73 10.8 10.8 7.2 35
Johnstown 26 46 9.7 24 72 10.1 11.0 7.2 3.8

Lancaster 20 7 53 31 47 49 54 3.9 15
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Philadelphia
Pittsburgh
Scranton
Texas
Amarillo
El Paso
Fort Worth
Pharr
San Antonio
Waco
Virginia
Danville
Lynchburg
Newport News
Petersburg
Portsmouth
Richmond
Wisconsin
Beloit
Fond Du Lac
Green Bay
Milwaukee
Racine
Mean

33
26
33

28
28
28
28
28
28

20
23
23
31
23
23

33
30
30
26
26

18
68
60

42
66
62
64
48
63

5
24
25
29
20
17

25
15
14
22
20

5.7
13.4
10.9

6.5
7.6
75
7.6
6.7
75

52
4.1
4.2
4.0
4.0
4.0

6.0
4.4
4.4
6.5
6.4

31
20
23

37
33
23
33
24
23

26
32
32
26
26
26

24
24
24
24
24

58
75
74

69
73
73
72
71
70

28
58
59
70
51
49

52
41
40
49
48

53
15.7
10.5

9.2
12.8
9.9
12.7
6.8
94

7.2
8.5
8.6
13.7
10.3
10.0

54
4.8
4.8
52
52

6.9
15.7
14.0

12.0
13.8
13.7
13.7
12.1
13.5

7.2
11.4
11.4
13.7
10.3
10.0

8.5
7.3
7.3
8.2
8.1
9.4

45
9.6
8.4

52
6.3
6.1
6.2
52
6.1

2.8
3.5
3.6
4.0
3.4
3.4

4.0
35
35
3.9
3.8
3.6

2.3
6.1
5.7

6.8
7.5
7.6
7.5
6.8
7.4

4.4
7.8
7.9
9.7
6.9
6.6

4.5
3.8
3.8
4.3
4.3
58

& For rankings, a lower number is better (a lower effective tax rate).
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Table F.4 State and Local Direct Revenue Gains and Incentive Costs per
New Job for New Manufacturing Plants in 75 Cities, 1994

Sector with highest revenue

Sector with lowest revenue

Average for Zone with Average for Zone with
all zones highest all zones lowest
State in state revenue in state revenue

Revenue gain per induced job
Calif. 39,865 40,389 5,316 5,220
Conn. 31,989 39,710 4,072 2,960
Fla. 39,636 41,950 4,244 4,028
1. 26,314 29,034 2,990 2,633
Ind. 43,279 53,587 3,343 1,178
Ky. 23,259 29,005 2,903 1,278
Mo. 35,192 46,109 5,056 2,255
N.Y. 20,642 35,521 -481 —-2,045
Ohio 40,085 46,202 3,835 3,240
Pa. 58,843 86,675 8,141 3,193
Tex. 50,320 52,738 5,492 4,903
Va. 34,550 41,657 4,112 2,721
Wis. 28,592 30,018 3,412 3,193
Sector with Sector with
largest incentives smallest incentives

Average for Zone with Average for Zone with

all zones largest all zones smallest

State in state incentive in state incentive

Incentive cost per non-induced job

Calif. 11,655 12,315 1,432 1,365
Conn. 14,189 17,790 3,010 2,151
Fla. 5,058 5,058 1,259 1,259
1. 6,040 8,700 1,167 656
Ind. 37,990 70,423 7,686 5,726
Ky. 22,386 24,496 3,689 3,194
Mo. 21,363 27,833 4,210 3,471
N.Y. 24,450 29,071 3,837 3,402
Ohio 18,391 27,067 3,942 3,233
Pa. 10,449 12,813 1,915 1,705
Tex. 9,043 12,592 1,563 1,207
Va. 1,616 1,616 829 829
Wis. 7,497 7,621 1,889 1,886
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Table F.5 Birth, Death, Expansion, and Contraction Rates
by Establishment Size and Time Period, for
64 Enterprise Zones

Establishment employment

Rate 0-19 20-99 100+  Allsizes
Growth
1990-91
Births 15.1 8.0 5.0 11.8
Moves in 6.7 4.1 3.0 55
Total growth 21.8 121 8.0 17.3
1992-93
Births 14.1 9.2 5.4 11.7
Moves in 11.0 8.9 5.2 9.7
Total growth 25.2 18.1 10.6 21.4
1994-95
Births 14.3 7.2 54 11.3
Moves in 6.0 4.3 3.8 5.3
Total growth 20.3 115 9.2 16.5
Shrinkage
1989-90
Deaths 175 9.5 7.4 14.0
Moves out 9.8 5.5 35 7.8
Total shrinkage 274 14.9 10.9 21.7
1991-92
Deaths 16.4 94 5.9 13.2
Moves out 11.2 104 7.7 10.5
Total shrinkage 27.6 19.7 13.6 23.7
1993-94
Deaths 15.8 9.5 55 12.9
Moves out 6.1 5.0 4.7 5.6
Total shrinkage 21.9 14.6 10.3 18.5
Expansion
1989-91 26.0 31.0 33.7 28.4
1991-93 26.5 35.3 34.8 30.0

1993-95 33.7 49.4 45.6 39.5
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Table F.5 (Continued)

Establishment employment

Rate 0-19 20-99 100+  Allsizes
Contraction
1989-91 28.3 50.3 54.7 37.9
1991-93 26.5 42.1 50.2 33.8
1993-95 23.2 32.2 42.1 28.0

NOTE: All rates represent the number of establishments being born, dy-

ing, expanding, and so forth, divided by the total number of establish-
ments at the beginning of the first year of the two-year period (or as of
mid March of the first year, for expansion and contraction rates).



Appendix G

Gravity-Based Commuting Models

Gravity or entropy models are widely used as a way of understanding spa-
tial accessibility. In the standard form:

(1) Ti=aRPW[/dS.

Commuting flows between origin i (the residence) and destination j (the work-
place), Tj; are positively related to the number of workers resident in Traffic
Analysis Zone (TAZ) i (R) and the number of job opportunities in TAZ j (W),
and are inversely related to the distance between them (d;); the Greek letters in-
dicate parameters. Various justifications for gravity models have been devel-
oped over the years. In essence the central argument is that workers and work-
places attract each other, but that the level of attraction is mediated by the
friction of distance (Isard et al. 1998). Here it should be noted that distance is
usually measured in terms of travel time (though occasionally time is replaced
by TAZ centroid-to-centroid distance in miles). Standard transportation de-
mand analysis versions of the model are usually estimated using ordinary least
squares regression on a logarithmic version of Equation 1. Data are typically
from the Census Transportation Planning Package (CTPP), though sometimes
from the PUMS (Public Use Microdata Sample) urban census sample, with R
from element 1 data, W from element 2 data, and T;; from element 3.* Typical-
ly, all TAZ-to-TAZ flows are included with zero observations removed. Dj; is
derived from TAZ centroid-to-centroid calculations or from road network mod-
els. Following Isard (1960), the accessibility of workplaces to workers is:

(2) Ai = Z f,,/R.ﬁ
j

T is calculated from the model. There are more sophisticated ways to model
these relationships—in particular the CTPP provides count flows which may
better be described by a Poisson distribution (see Smith 1987). However, re-
cent empirical results suggest that the simpler ordinary least squares model
may provide estimates of accessibility almost identical to the more complex
models.

Clearly this model poses some problems. It might be argued, for instance,
that median peak time would be a more appropriate measure. Indeed, most
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workers travel at peak time. But T;; covers commutes throughout the day and
emphasizing median peak time would exaggerate the overall impact of dis-
tance on commuting. It is very likely, however, that the & parameter would
change during the course of the day. Insofar as models ignore movements in
the d they may distort the true impact of the friction of distance on commuting
flows.

Another problem is that different groups of workers may experience the
friction of distance differently. Practically, what this means is that workers in
different income-occupational categories may be more or less inclined to trav-
el further. Part of the reason for this appears to be that workers with more
skills tend to be rewarded for longer commutes, whereas those with less skills
do not. Thus, more-skilled workers may not consider distance as much of an
impediment as less-skilled workers do. Ideally, then, different classes of
workers should be modeled separately.

Appendix Note

1. See O’Regan and Quigley (1996) for a discussion of accessibility models in a sim-
ilar context. Our presentation here relies on their work. Note, however, that in the
models we develop, R and W are not derived from row and column marginals of
the journey-to-work matrix, but from the household and work databases. Also, we
are concerned with commutes over the entire day.



Appendix H

Enterprise Zones and Commuting

The analysis presented here has been taken (and modified) from an earlier
(and preliminary) research paper undertaken in preparation for this book (Pe-
ters and Fisher 1999b). We decided not to repeat this analysis for our final
sample of cities because it would take us too far from the central concerns of
Chapter 8. Nevertheless, the results are interesting, and they reinforce the con-
clusions of Chapter 8.

Traditional spatial/transportation models which might be used in other
circumstances to measure the accessibility to employment probably do not
capture the actual employment functions of zones, since those functions differ
so widely. In relation to commuting behavior, at any rate, zones are not ho-
mogenous among states or even within states. Thus the building of traditional
gravity/entropy models of accessibility using the CTPP data—the only nation-
al data set available for this purpose—makes little sense. Instead, we focus on
answering a series of broader transportation and accessibility questions. With
regard to zone residents:

e Do zones include residential accommodation?

e Are people who live in zones wealthier than those who live outside of
zones?

e How do zone residents commute to work, and how long does it take?

With regard to zone workers:

e Are people who work in zones wealthier than those who work outside
of zones?
e How do zone workers commute to work and how long does it take?

Then, finally, with regard to flows between zone residents and zone workers:

e \Where do zone residents work?
e \Where do zone workers reside?

The analysis in this appendix relies on the CTPP, a reorganization of the
decennial Census of Population and Housing data, allowing households (com-
muting origins) to be connected, via commuting matrices, to places-of-work
(commuting destinations).

Although we are not building models and not testing hypotheses, it would
also be useful to state up front what we would hope to find from our descrip-
tive analyses. If enterprise zones do work to mitigate the effects of spatial mis-
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match, then we would hope that they are located in older inner-city neighbor-
hoods and are partly residential and that they actually contain (or are near)
“targetable” people. Moreover, if zones have the desired accessibility effect,
then residents should commute shorter distances to work and we would hope
that zones attract workers from older inner-city neighborhoods.

ZONE DEMOGRAPHICS AND COMMUTE TIME

Most of the other zones in our original sample of cities are too small (that
is, have too few TAZs in their TAZ regions) to conduct a useful commuting
analysis. Quite a few of the smaller metropolitan areas had fewer than 10
TAZs, making useful comparisons between enterprise zone and non-enterprise
zone TAZs nearly impossible. So this section focuses on enterprise zones in
regions with many TAZs (in effect, more than 40) and with a reasonable distri-
bution of zone and non-zone TAZs. In the few instances when we found prob-
lems with the CTPP data, the city was removed from the sample. Los Angeles
and New York were also excluded. The sample has a few other peculiarities.
Most importantly, a few states dominate. This is a function of the original
sampling design (oversampling where local variation in incentives was impor-
tant), and also the way zones are designated in a state.

Table H.1 describes some of the demographic differences between zone
and non-zone TAZs. Many of the zones have a much smaller average TAZ
population than non-zone TAZs. In only one case, Milwaukee, was the aver-
age enterprise zone TAZ population significantly bigger than non-zone TAZs.
Zones tend to be in industrial neighborhoods with fewer residential facilities.
The housing units variable confirms this picture.

In every case, median household income in zone TAZs was significantly
(and substantially) lower than in non-zone TAZs. In one of the more extreme
cases, St. Louis, zone TAZs had a median household income of just $7,492,
but non-zone TAZs had an income of $30,383. Unsurprisingly, in all but one
case (Kankakee) the median earnings of workers resident in zones was signif-
icantly less than that of workers resident outside the zones. But the earnings of
workers employed in the zones was mostly insignificantly different from the
earnings of workers employed outside the zone—in six cases the estimate for
in-zone earnings was actually greater than out-of-zone earnings, and in two of
these six cases, earnings in the zone were significantly higher than earnings
out of the zone (Kankakee and Milwaukee). This suggests that zones provide
good employment opportunities for workers from an area much broader than
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the zones themselves and that workers working in the zones earn considerably
more than those workers merely resident in the zones.

Travel time to work is either significantly shorter for zone residents than
non-zone residents or much the same for zone and non-zone residents. But the
travel time to work of those working in the zones was almost always longer
than those working out of zones (and in five cases the difference was statisti-
cally significant). In the case of Champaign, Illinois, workers employed in the
zone took an average of 12.6 minutes to get to work, while those employed
elsewhere took only 9.7 minutes. In only one case, St. Louis, was the travel
time of those working in the zone significantly shorter than those working out
of the zone (this may be a function of the longer, elongated boundaries of the
zone, which snake through the city).

The extra commute time of zone workers was not a function of the modal
choice of zone residents. Moreover, it was not a function of the relative pover-
ty of zone residents and thus their need to take slower public transit. On the
contrary, the commute time of those working in enterprise zones is greater
largely because of the long-distance commuters zones attracted from else-
where in the metropolitan area. Enterprise zones are metropolitan, not neigh-
borhood, employment magnets.

This picture is generally confirmed by the results presented in Table H.2.
Here we calculate time-to-work regressions for the 10 cities in our sample.t In
this table, earnings, mode, and an enterprise zone dummy were the indepen-
dent variables, time to work was dependent. In every case, the estimate on the
enterprise zone dummy was positive, and, except in three cases, statistically
significant at oo = 0.05. In more than half the cases, working in an enterprise
zone added more than three minutes to the commute time. While enterprise
zones may be providing some special local access (the data are not rich enough
to confirm or disconfirm this supposition), the fact remains that they definitely
provide work opportunities for broad regional labor markets.

COMMUTING INTO AND OUT OF ENTERPRISE ZONES

Unfortunately, the CTPP does not allow us to look at the labor character-
istics of those individuals who commute into and out of the zone for work. So
it is difficult to say what sort of workers the enterprise zone is attracting from
local residents. The commuting data are restricted to flows with the only at-
tributes being mode—nevertheless the data do extend the analysis presented
thus far.



Table H.1 Residential, Income, and Journey-to-Work Differences for Those Working in and Residing in Enterprise

Zones, 1990
Kansas St. El Forth
Duval, Champaign, Kankakee, City, Louis, Canton, Cincinnati, Paso, Worth, Milwaukee,
Fla. . . Mo. Mo.  Ohio Ohio Tex.  Tex. Wis.
Persons per TAZ
In zone 404 441 491 1,427 924 324 1,305 746 647 2,609
Out of zone 1,089* 427 719 1,980* 2,320 668 1,680 1,014* 571 1,416*
Housing units per TAZ
In zone 185 194 199 703 460 138 566 231 205 1,005
Out of zone 455* 164 270 821 947*  267* 665 323* 240 563*
Median H/hold income of residents
In zone 7,690 13,603 20,416 13,972 7,492 13588 16,119 10,716 16,355 13,769
Out of zone 27,049* 26,386*  28,340* 33,110* 30,383* 26,428* 30,316* 19,332* 24,621* 37,165*
Median earnings of workers
resident
In zone 6,551 8,871 14,124 11,881 6,592 10,716 12,749 6,513 10,359 11,464
Out of zone 15,982* 14,120* 15,510 18,920* 18,134* 16,597* 17,792* 11,190* 14,122* 20,190*
Median earnings of workers
employed
In zone 11,973 11,121 14,291 16,877 11,272 14,589 17,192 10,187 10,753 18,570
Out of zone 14,124* 11,332 7,759* 15549 17,028* 13,711 15,318 10,113 12,094 15,611*
Median travel time to work of
residents
In zone 135 10.3 13.7 17.1 10.1 12.8 18.2 154 16.4 18.2
Out of zone 19.2* 12.9* 12.6 19.7*  19.5* 17.0* 19.2 15.2 16.2 18.8

H xipuaddy  80€



Median travel time to work of those

working
In zone 15.1 12.6 14.0
Out of zone 14.8 9.7* 6.3*

20.5
15.8*

13.9
18.8*

15.2
14.3

20.3
16.4*

14.5
14.2

134
13.3

19.2
13.7*

NOTE: An asterisk (*) indicates ANOVA F-score significant at 0.05.
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Table H.2 The Effect of Enterprise Zones on Commute Time,
Regression Results for Further Cities

City Adjusted R? Enterprise zone B t
Duval, Fla. 0.16 4.6* 5.0
Champaign, 111 0.05 3.8* 2.8
Kankakee, lI. 0.08 4.2% 2.1
Kansas City, Mo. 0.23 3.2* 2.9
St. Louis, Mo. 0.30 1.9* 2.3
Canton, Ohio 0.08 2.7* 3.1
Cincinnati, Ohio 0.22 3.0* 25
El Paso, Tex. 0.05 1.6 1.9
Forth Worth, Tex. 0.16 1.1 0.6
Milwaukee, Wis. 0.13 1.6 1.3

NOTE: Log of earnings and mode were the other two independent variables.
F test was significant in all cases. An asterisk (*) indicates statistical signifi-
cance at the 0.05 level (2-tailed test).

For each zone we created maps with two distinct sets of thematic analy-
ses: the first indicated the number of commuters traveling to the TAZ-defined
enterprise zone from each TAZ. The data are derived from the CTPP’s ori-
gin/destination journey-to-work matrices.?> The second thematic analysis was
of median household income (that is, household income of residents) of each
TAZ. We do not include the resulting maps here because of their chromatic
complexity (they are available from the authors). Unsurprisingly, enterprise
zones (particularly those in larger metropolitan areas) attract a large number of
commuters (both absolutely and proportionately) from distant and wealthy
suburbs. Part of the reason for this is the type of jobs available in the enter-
prise zones. On the whole, the jobs available in enterprise zones require at
least as many skills as jobs elsewhere in the metropolitan area.

Appendix Notes

1. The time-to-work model takes its form from the well-developed journey-to-work
literature. Here, commute time is usually seen as a function of income, mode of
transportation, and a series of other variables meant to capture various aspects of
the commute under investigation, such as the race and gender of commuters and so
on. In our restricted model, t = [(i, m, &); commuting time (t) is a function of the
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natural log of earnings (i), the mode (m) of commute (expressed here as a percent-
age of workers taking public transit), and, in this case, a dummy (e) (whether the
journey-to-work destination is an enterprise zone or not). In this form, our model
is workplace based; we are concerned with the commuting habits of those working
at a particular destination, not residing at a particular origin. Extended tests of
OLS regression assumptions were undertaken; the model showed no apparent
cause for concern.

In many standard commuting models, occupation rather than income is seen
as the important predictor of commuting time. Replacing income with various oc-
cupational variables leads to much the same results. For instance, in one equation
income was replaced by the proportion of executive, administrative, and manageri-
al occupations and professional specialty occupations in the destination tract—
high-end occupations tend to be associated with longer commutes. In most cases
the B-value for the enterprise zone variable increased (those working in the zone
took longer to get to work than all others). Alterations to the occupational vari-
able—essentially to expand the definition of high-end occupations or to define
less-skilled occupations—resulted in fairly consistent Bs.

These are commuters over the entire day, not just peak periods.
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