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#### Abstract

Asymptotic analysis in the limit of large activation energy is performed to investigate the ignition of a reactive gas in the laminar boundary layer behind a propagating shock front. The study is based on a one-step, irreversible Arrhenius reaction of a premixed gas; therefore, the ignition phenomenon is thermally induced. The boundary layer consists of a thin, diffusive, reaction region at the point where the temperature is maximum and diffusive-convective non-reacting regions adjacent to the reacting region. Both adiabatic and isothermal boundary conditions are examined. For the adiabatic wall, the reaction zone is near the insulated boundary. The reaction zone is in the interior for the isothermal wall. The effects of various parameters on the non-dimensional ignition distance and the ignition point are investigated. It is found that the ignition distance decreases almost linearly with the Mach number for both the adiabatic and the isothermal wall cases. In the isothermal wall case with fixed


Mach number, the non-dimensional ignition point decreases linearly with the surface temperature, and the non-dimensional ignition distance has a minimum as the surface temperature varies.

Since the kinetic energy of the supersonic flow is converted into thermal energy through viscous heating in the boundary layer, the dependence of the viscosity on temperature is of particular importance. Sutherland's temperature-viscosity law is used in this research since it is a better approximation and provides a more rapid variation of viscosity with respect to temperature than the linear temperature-viscosity law. Use of the Sutherland's temperature-viscosity law results in coupled momentum and energy equations that are analyzed accordingly. Im, Bechtold and Law [10] did not account for the effects of the shock and used the linear temperature-viscosity law resulting in uncoupled momentum and energy equations. All four cases -Sutherland's law with shock, linear law with shock, Sutherland's law without shock, and linear law without shock- are considered for comparison.
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## Chapter 1

## INTRODUCTION

Jackson and Kapila [12] and Clark and Cant [6] have shown that an explosive event occurs in a reactive gas between an instantaneously started piston and the strong shock generated by the piston. The ignition stimulus is the relatively large temperature rise behind a shock traveling at Mach number greater than one (relative to the sound speed in the cold gas). The explosion time for the gas in the expanding region between the shock front and an insulated piston is slightly longer than a constant-volume, spatially-homogeneous explosion occurring in the same gas with initial temperature equal to the temperature behind the shock. The induction period is longer in the dynamic situation because a portion of the thermal energy produced by the reaction is converted to kinetic energy resulting in an acceleration of the shock front.

The present analysis is motivated by asking the following question: If the shock front is assumed to propagate parailel to a flat wall, will the increased temperature
due to viscous heating ignite the gas so that the ignition event occurs in the thin, viscous boundary layer near the wall and not at the insulated piston?

In an attempt to answer the above question, the following model is analyzed: A planar shock moves through a gas capable of undergoing an exothermic, chemical reaction of the Arrhenius type. The temperature of the gas ahead of the shock front is so low that the gas is considered inert. The shock front moves parallel to a flat wall, and behind the shock front, a boundary layer of the type discussed by Schlichting, H. [16], develops. The effects of heat produced by the chemical reactions initiated by the elevated temperature within the boundary layer are examined. This analysis considers only the ignition of the gas in the boundary layer. This event is short when compared to the spatially-homogeneous explosion time. The study of this model problem does not directly answer the motivating question but provides helpful insight into the initiation of chemical reactions in the boundary layer behind the shock.

The instantaneous acceleration of a piston into a quiescent gas initiates a shock front that travels into the quiescent gas and perpendicular to a flat wall. It is well known that if the shock is freely propagating into an inert gas (i.e., no wall and no reaction), a solution to the one-dimensional equations for gas dynamics relates the speed of the shock to the piston speed (the Rankine-Hugoniot relations), assuming that both the gas between the piston and the shock are moving with uniform speed. If a wall is present, the gas velocity must vanish at the wall; therefore, a boundary
layer develops behind the shock and ahead of the piston where the velocity changes from its free-stream value to zero. If the Reynolds number is large, the boundary layer is thin.

The initiation of the chemical reaction immediately behind the shock is considered. For the analysis of chemical processes within the boundary layer to be valid, the distance between the shock front and the piston must be much larger than the boundary-layer thickness and much smaller than the explosion distance. In this time period, the temperature, density, pressure, and velocity of the gas are considered to be constant in the outer, free-stream region; also, the interaction of the boundary layer and the piston is neglected. In essence, the following analysis describes a "steady state" that develops immediately behind the shock.

Since chemically-reacting, boundary layer flows are mostly nonsimilar, the theoretical studies on ignition in subsonic, laminar, boundary-layer flows concerning the issue of nonsimilarity have shown that the ignition distance basically scales linearly with the freestream velocity. These studies include Marble and Adamson [15], Cheng and Kovitz [4] and [5], Dooley [7], Sharma and Sirignano [17], and Law and Law [14]. In the last study that uses activation-energy, asymptotic analysis for the isothermal, flat-plate boundary layer, the reacting flow is shown to be locally similar in the limit of large activation energy. Using this subsonic scaling of the ignition distance to analyze the laminar, supersonic, boundary-layer flows would result in very large ignition distances; however, this assessment does not account for the effects of viscous heating
in the supersonic flow that shorten the ignition distance. In fact, viscous heating is the primary source of heat that induces ignition in an adiabatic system. Jackson and Hussaini [11] studied the effect of viscous heating in their asymptotic study of a supersonic mixing layer. Later Ju and Niioka [13] extended that analysis to include multi-step chemistry. In both of these studies, a small viscous heating effect is assumed. Grosch and Jackson [9] extended the mixing layer results to include larger viscous-heating effects, and also considered finite activation energies. Again, the importance of viscous heating effects is shown by Figueira et al. [8] in their numerical study of supersonic, flat-plate, boundary-layer ignition with hydrogen-air chemistry. All of these studies concluded that the ignition distance reduces significantly when the effects of viscous heating are included in the analysis. Physically, the kinetic energy of the supersonic flow is converted into thermal energy through viscous heating in the boundary layer, thus the temperature rises and thereby accelerates the chemical reaction.

Im, Bechtold and Law [10] performed a numerical and asymptotic study of the weakly-reactive, laminar, supersonic, flat-plate, boundary-layer flow with $O(1)$ viscous heating and with a simplified, one-step, chemical-reaction model. They assumed constant physical properties, such as the specific heat and the density-weighted massdiffusion coefficients. They also used unity values for the Lewis and Prandtl numbers. The study considered the weakly-reactive states through which ignition evolves from an initially frozen state. The inert solution provides the initial condition at the lead-
ing edge of the plate for the numerical calculations and represents the leading-order temperature and concentration profiles for the asymptotic analysis. They described the flow structure under various ignition situations and provided explicit expressions for the ignition distance. The effects of the various physical parameters on the ignition distance are assessed. They also showed that the ignition characteristics of the boundary-layer flow depend significantly on the viscous heating term appearing in the energy equation for supersonic flows. Two of the well-known mathematical models that relate viscosity and temperature are the power law

$$
\begin{equation*}
\mu=T^{s}, \quad 0.5 \leq s \leq 1 \tag{1.0.1}
\end{equation*}
$$

and Sutherland's model

$$
\begin{equation*}
\mu=\frac{a T^{\frac{3}{2}}}{b+T} \tag{1.0.2}
\end{equation*}
$$

where $a$ and $b$ are empirically determined constants. Sutherland's law is a better approximation for most gases and provides a more rapid variation of $\mu$ with respect to $T$ than the linear temperature-viscosity law (see [1]). By using the linear temperatureviscosity law, $s=1$ in the power law, the mathematical equations for the supersonic, flat-plate, boundary-layer flow are such that the momentum equation is solved independently of the energy equation. By using Sutherland's temperature-viscosity law, the momentum and energy equations are coupled.

The present study extends the analysis of $\operatorname{Im}$ et al. [10] to a more general problem concerning ignition analysis in the boundary layer behind a propagating, laminar shock front. The present study uses Sutherland's temperature-viscosity law rather
than the linear temperature-viscosity law. A schematic of the problem is shown in Figure 1.1 showing the boundary layer formed behind a normal shock front moving with constant velocity $u_{s}$ into a fluid at rest. The state of the gas behind the shock front, but outside of the boundary layer, is denoted by the subscript $\infty$. For a general review of shock waves, see [2].

### 1.1 Thesis Outline

The remainder of the thesis is organized as follows: In chapter two, non-dimensional equations are given for unsteady motion of a compressible gas in the boundary layer to leading order in a Reynolds number expansion. The choice is presented of the units of temperature, velocity, pressure, time, and length used to obtain the dimensionless independent variables. The equations are transformed through the HowarthDorodnitsyn transformation; then, a similarity variable is introduced to obtain a final closed system of equations for the unknowns $u, \rho, T$ and $Y$. The derivations of the inert-stage momentum, energy and mass-fraction equations are contained in chapter three. The solution to these equations is determined numerically for both the adiabatic boundary conditions, with no transfer of heat across the wall, and the isothermal boundary conditions, with the wall temperature held constant. The results are discussed and presented graphically. Included in chapter four is the asymptotic analysis of the momentum and energy equations. The reaction zone analysis of the adiabatic wall is presented, and the momentum and energy equations for the outer region are
derived. The boundary conditions needed to solve these outer-region equations are determined from matching the inner and outer solutions. In chapter five, the solution to the coupled momentum and energy equations for the outer region are numerically determined by using the Crank-Nicolson algorithm. The results are presented graphically. The reaction-zone analysis for the isothermal wall is presented in chapter six, and the momentum and energy equations for the outer region are derived. The boundary conditions needed to solve the outer-region equations are again determined through matching the inner and outer solutions. In chapter seven, the solution to the outer-region momentum and energy equations for the isothermal wall are numerically determined by using the Crank-Nicolson algorithm. Concluding remarks are included in chapter eight. The appendices include details of the analysis that are either non-standard or not necessarily obvious.


Figure 1.1: Schematic of the problem. a) Dimensional units in a frame of reference with the shock moving into a quiescent gas. b) Non-dimensional units and similarity variable in frame of reference with shock stationary.

## Chapter 2

## GOVERNING EQUATIONS

### 2.1 Boundary Layer Equations

The non-dimensional equations to the leading order in a Reynolds number expansion that govern the two-dimensional, unsteady motion of a compressible, reacting gas in the boundary layer are given by:

Continuity Equation

$$
\begin{equation*}
\rho_{t}+(\rho u)_{x}+(\rho \hat{v})_{\hat{y}}=0, \tag{2.1.1}
\end{equation*}
$$

Momentum Equation

$$
\begin{equation*}
\rho\left[u_{t}+u u_{x}+\hat{v} u_{\hat{y}}\right]+\frac{1}{\gamma M^{2}} P_{x}=\left(\mu u_{\hat{y}}\right)_{\hat{y}}, \tag{2.1.2}
\end{equation*}
$$

## Energy Equation

$$
\begin{array}{r}
\rho\left[T_{t}+u T_{x}+\hat{v} T_{\hat{y}}\right]-\frac{\gamma-1}{\gamma}\left(P_{t}+u P_{x}\right)= \\
\frac{1}{P_{\tau}}\left(\mu T_{\hat{y}}\right)_{\hat{y}}+(\gamma-1) M^{2} \mu\left(u_{\hat{y}}\right)^{2}+\beta \Omega \tag{2.1.3}
\end{array}
$$

## Mass-Fraction Equation

$$
\begin{equation*}
\rho\left[Y_{t}+u Y_{x}+\hat{v} Y_{\hat{y}}\right]=\frac{1}{P_{r} L_{e}}\left(\mu Y_{\hat{y}}\right)_{\hat{y}}-\Omega \tag{2.1.4}
\end{equation*}
$$

and

## Equation of State

$$
\begin{equation*}
P=\rho T \tag{2.1.5}
\end{equation*}
$$

$T$ is the temperature, $\rho$ is the density, $P$ is the pressure and $Y$ is the mass fraction of the deficient reactant in the combustible gas. The reaction is modeled as a simple, single-step, irreversible reaction.

The $x$-axis is taken in the direction of the flow and tangent to the wall; the $y$-axis is normal to the wall. The velocity component $u$ is tangential to the wall, and $\hat{v}$ is the properly scaled component normal to the wall. In the derivation of the above system of equations, the rescaled boundary-layer variables

$$
\begin{equation*}
y=\frac{1}{\sqrt{R_{e}}} \hat{y} \quad \text { and } \quad v=\frac{1}{\sqrt{R}_{e}} \hat{v} \tag{2.1.6}
\end{equation*}
$$

have been introduced in order to study the effects of chemistry in the boundary layer. Balancing the $v$-momentum equation, it is determined that to the leading order in the boundary layer, the pressure is a function of $x$ and $t$.

The dimensionless variables are obtained by selecting $T_{0}^{\prime}, Y_{0}^{\prime}, L_{0}^{\prime} / u_{0}^{\prime}, \rho_{0}^{\prime} R T_{0}^{\prime}$, and $L_{0}^{\prime}$ to be the units of temperature, mass fraction, time, pressure and length respectively. For convenience, $T_{0}^{\prime}, \rho_{0}^{\prime}$ and $u_{0}^{\prime}$ are chosen to be the freestream values behind the shock and are also denoted by $T_{\infty}^{\prime}, \rho_{\infty}^{\prime}$ and $u_{\infty}^{\prime}$. Thus $M=u_{\infty}^{\prime} / a_{\infty}^{\prime}$ is the Mach number of the gas (piston) pushing the shock front, and $a_{\infty}^{\prime}$ is the speed of sound in the gas behind the shock front. The remaining non-dimensional quantities are the Prandtl number

$$
\begin{equation*}
P_{r}=\frac{\mu_{0}^{\prime} c_{p}^{\prime}}{k_{0}^{\prime}}, \tag{2.1.7}
\end{equation*}
$$

the ratio of specific heat of a gas at constant pressure to that at constant volume $\gamma$, and the Reynolds number $R_{e}$

$$
\begin{equation*}
R_{e}=L_{0}^{\prime} /\left(\frac{\mu_{0}^{\prime}}{u_{0}^{\prime} \rho_{0}^{\prime}}\right) \quad \gg 1 . \tag{2.1.8}
\end{equation*}
$$

The heat release parameter $\beta$ and the reaction term $\Omega$ are

$$
\begin{equation*}
\beta=\frac{Q^{\prime} Y_{0}^{\prime}}{c_{p}^{\prime} T_{0}^{\prime}} \tag{2.1.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega=D \rho Y e^{-E / T} \tag{2.1.10}
\end{equation*}
$$

where $E=E^{\prime} / R^{0} T_{0}^{\prime}$ is the activation energy and $D=L_{0}^{\prime} / u_{0}^{\prime} D^{\prime}=t_{0}^{\prime} D^{\prime}$ is the Damkohler number, with $D^{\prime}$ being the pre-exponential factor. Presently, the parameter D is arbitrary and making a choice implies a choice of the length scale. If $D$ is
$O(1)$, then $\Omega \rightarrow 0$ in the limit $E \rightarrow \infty$, and the reaction term is zero to all algebraic orders. This suggests that $D$ be chosen as

$$
\begin{equation*}
D=D_{0} \epsilon^{\delta} e^{E / T^{*}} \tag{2.1.11}
\end{equation*}
$$

where $D_{0}, \delta$, and $T^{*}$ are determined later in the analysis. The length scale of the problem is now given as

$$
\begin{equation*}
L_{0}^{\prime}=\frac{u_{0}^{\prime}}{D^{\prime}} D_{0} \epsilon^{\delta} e^{E / T^{*}} \tag{2.1.12}
\end{equation*}
$$

It is noted that the expression for $D$ does not determine the characteristic length until the temperature $T^{*}$ has been specified. If $T^{*}>1$, the characteristic length is much shorter than the outer explosion distance (i.e., the distance between the shock and an insulated piston at thermal runaway; see [12]). In addition, if the distance between the shock and the piston face is much greater than the thickness of the boundary layer, the chemical effects are initially confined to the boundary layer with the outer flow being essentially inert. This allows the study of the "steady state" which develops in the boundary layer directly behind the shock. For a general discussion of activation energy asymptotics, see [3].

### 2.2 Variable Transformations

The mean flow equations (2.1.1) - (2.1.5) are first transformed to the incompressible equations by means of the Howarth-Dorodnitsyn transformation through the change
of variables

$$
\begin{gather*}
\xi=\int_{0}^{y} \rho\left(x, y^{\prime}, t\right) d y^{\prime}  \tag{2.2.13}\\
\bar{x}=x \tag{2.2.14}
\end{gather*}
$$

and

$$
\begin{equation*}
\bar{t}=t . \tag{2.2.15}
\end{equation*}
$$

Then another change of variables is introduced

$$
\begin{align*}
\eta & =\frac{\sqrt{u_{s} \xi}}{\sqrt{u_{s} \bar{t}-\bar{x}}}  \tag{2.2.16}\\
X & =u_{s} \bar{t}-\bar{x} \tag{2.2.17}
\end{align*}
$$

and

$$
\begin{equation*}
\overline{\bar{t}}=\bar{t} \tag{2.2.18}
\end{equation*}
$$

where $\eta$ is the similarity variable. The transformation in $X$ means that the equations are relative to a new coordinate system in which the shock front is stationary and the fluid moves towards the shock front at a constant speed $u_{s}$. This speed $u_{s}$ is found in terms of the Mach number $M$ of the piston speed to be

$$
\begin{equation*}
u_{s}=\frac{(3-\gamma) M+\sqrt{(\gamma+1)^{2} M^{2}+16}}{4 M} \tag{2.2.19}
\end{equation*}
$$

This relation is derived from Rankine-Hugoniot conditions (see appendix A ). Figure 2.1 shows the shock speed $u_{s}$ versus the Mach number $M$. Note that $u_{s} \rightarrow \infty$ as $M \rightarrow 0$, and for large $M$, the shock speed $u_{s} \rightarrow 1$. In reality, $u_{s}$ measures the speed of a traveling discontinuity that is initiated by the instantaneous movement
of the piston. This discontinuity is not formally a shock wave unless the speed of the discontinuity is greater than the speed of sound in the undisturbed gas. This condition for a formal shock wave to exist is equivalent to $M>1$. Also, it is known that a small disturbance in the limit of zero Mach number travels at the speed of sound; the asymptotic relation $u_{s} \sim 1 / M$ as $M \rightarrow 0$ is consistent with this fact since in dimensional units this asymptotic relation gives $u_{s}^{\prime} / u_{\infty}^{\prime} \sim a_{\infty}^{\prime} / u_{\infty}^{\prime}$.

Assuming that the pressure is constant, then $P(x, t)=1$, and the transformations (2.2.13) and (2.2.18) yield

## Continuity Equation

$$
\begin{align*}
& \frac{-u_{s} \eta}{2 X} \frac{\partial \rho}{\partial \eta}+u_{s} \frac{\partial \rho}{\partial X}+\frac{\partial \rho}{\partial \bar{t}}+\frac{\partial \xi}{\partial t} \sqrt{\frac{u_{s}}{X}} \frac{\partial \rho}{\partial \eta} \\
& \quad+\frac{\eta}{2 X} \frac{\partial(\rho u)}{\partial \eta}-\frac{\partial(\rho u)}{\partial X}+\frac{\partial \xi}{\partial x} \sqrt{\frac{u_{s}}{X}} \frac{\partial(\rho u)}{\partial \eta}+\rho \sqrt{\frac{u_{s}}{X}} \frac{\partial(\rho \hat{v})}{\partial \eta}=0 \tag{2.2.20}
\end{align*}
$$

## Momentum Equation

$$
\begin{align*}
& \frac{-u_{s} \eta}{2 X} \frac{\partial u}{\partial \eta}+u_{s} \frac{\partial u}{\partial X}+\frac{\partial u}{\partial \bar{t}}+\frac{\partial \xi}{\partial t} \sqrt{\frac{u_{s}}{X}} \frac{\partial u}{\partial \eta} \\
& \quad+u\left[\frac{\eta}{2 X} \frac{\partial u}{\partial \eta}-\frac{\partial u}{\partial X}+\frac{\partial \xi}{\partial x} \sqrt{\frac{u_{s}}{X}} \frac{\partial u}{\partial \eta}\right]+\rho \hat{v} \sqrt{\frac{u_{s}}{X}} \frac{\partial u}{\partial \eta}=\frac{u_{s}}{X} \frac{\partial^{2} u}{\partial \eta^{2}} \tag{2.2.21}
\end{align*}
$$

## Energy Equation

$$
\begin{align*}
\frac{\partial T}{\partial \bar{t}} & -\frac{u_{s} \eta}{2 X} \frac{\partial T}{\partial \eta}+u_{s} \frac{\partial T}{\partial X}+\frac{\partial \xi}{\partial t} \sqrt{\frac{u_{s}}{X}} \frac{\partial T}{\partial \eta} \\
& +u\left[\frac{\eta}{2 X} \frac{\partial T}{\partial \eta}-\frac{\partial T}{\partial X}+\frac{\partial \xi}{\partial x} \sqrt{\frac{u_{s}}{X}} \frac{\partial T}{\partial \eta}\right]+\rho \hat{v} \sqrt{\frac{u_{s}}{X}} \frac{\partial T}{\partial \eta} \\
& =\frac{1}{P_{r}} \frac{u_{s}}{X} \frac{\partial^{2} T}{\partial \eta^{2}}+(\gamma-1) M^{2} \frac{u_{s}}{X}\left(u_{\eta}\right)^{2}+\frac{\beta}{\rho} \Omega, \tag{2.2.22}
\end{align*}
$$

and

## Mass-Fraction Equation

$$
\begin{align*}
\frac{\partial Y}{\partial \bar{t}} & -\frac{u_{s} \eta}{2 X} \frac{\partial Y}{\partial \eta}+u_{s} \frac{\partial Y}{\partial X}+\frac{\partial \xi}{\partial t} \sqrt{\frac{u_{s}}{X}} \frac{\partial Y}{\partial \eta}+u\left[\frac{\eta}{2 X} \frac{\partial Y}{\partial \eta}-\frac{\partial Y}{\partial X}\right. \\
& \left.+\frac{\partial \xi}{\partial x} \sqrt{\frac{u_{s}}{X}} \frac{\partial Y}{\partial \eta}\right]+\rho \hat{v} \sqrt{\frac{u_{s}}{X}} \frac{\partial Y}{\partial \eta}=\frac{1}{P_{r} L_{e}} \frac{u_{s}}{X} \frac{\partial^{2} Y}{\partial \eta^{2}}-\frac{1}{\rho} \Omega . \tag{2.2.23}
\end{align*}
$$

In the equations (2.2.20) - (2.2.23), the quantities $\xi_{t}, \xi_{x}$ and $\xi_{x} u$ are

$$
\begin{gather*}
\xi_{t}=\int_{0}^{\eta}\left\{\xi_{t} \frac{\rho_{\eta}^{\prime}}{\rho}-\frac{1}{2} \sqrt{\frac{u_{s}}{X}} \frac{\eta^{\prime} \rho_{\eta^{\prime}}}{\rho}+u_{s} \sqrt{\frac{X}{u_{s}}} \frac{\rho_{X}}{\rho}+\sqrt{\frac{X}{u_{s}}} \frac{\rho_{\bar{t}}^{\prime}}{\rho}\right\} d \eta^{\prime},  \tag{2.2.24}\\
\xi_{x}=\int_{0}^{y}\left\{\frac{1}{2} \frac{1}{\sqrt{u_{s} X}} \frac{\eta^{\prime} \rho_{\eta^{\prime}}}{\rho}-\sqrt{\frac{X}{u_{s}}} \frac{\rho_{X}}{\rho}+\xi_{x} \frac{\rho_{\eta^{\prime}}}{\rho}\right\} d \eta^{\prime}, \tag{2.2.25}
\end{gather*}
$$

and

$$
\begin{equation*}
\xi_{x} u=\int_{0}^{\eta}\left\{\frac{1}{2} \frac{u}{\sqrt{u_{s} X}} \frac{\eta^{\prime} \rho_{\eta^{\prime}}}{\rho}-u \sqrt{\frac{X}{u_{s}}} \frac{\rho_{X}}{\rho}+u \xi_{x} \frac{\rho_{\eta^{\prime}}}{\rho}+\xi_{x} u_{\eta^{\prime}}\right\} d \eta^{\prime} . \tag{2.2.26}
\end{equation*}
$$

The derivation of the above relations is given in appendix B. The continuity equation (2.2.20) is solved for $(\rho \hat{v})_{\eta}$ and both sides integrated with respect to $\eta$ to get $\rho \hat{v}$. Simplifying by use of equations (2.2.24) and (2.2.26) yields

$$
\begin{equation*}
\rho \hat{v}=-\xi_{t}-\xi_{x} u-\frac{1}{\sqrt{u_{s} X}} \int_{0}^{\eta} \frac{1}{2} \eta^{\prime} u_{\eta^{\prime}} d \eta^{\prime}+\sqrt{\frac{X}{u_{s}}} \int_{0}^{\eta} u_{X} d \eta^{\prime} . \tag{2.2.27}
\end{equation*}
$$

Using this expression, the momentum, energy, and mass-fraction equations (2.2.21), (2.2.22) and (2.2.23) are

## Momentum Equation

$$
\begin{equation*}
u_{\bar{t}}^{\bar{t}}+\left(u_{s}-u\right) u_{X}-\frac{u_{s} \eta}{2 X} u_{\eta}+\frac{u_{\eta}}{2 X} \int_{0}^{\eta} u d \eta^{\prime}+u_{\eta} \int_{0}^{\eta} u_{X} d \eta^{\prime}=\frac{u_{s}}{X}\left(\mu \rho u_{\eta}\right)_{\eta} \tag{2.2.28}
\end{equation*}
$$

## Energy Equation

$$
\begin{gather*}
T_{\bar{\hbar}}+\left(u_{s}-u\right) T_{X}-\frac{u_{s} \eta}{2 X} T_{\eta}+\frac{T_{\eta}}{2 X} \int_{0}^{\eta} u d \eta^{\prime}+T_{\eta} \int_{0}^{\eta} u_{X} d \eta^{\prime}= \\
\frac{1}{P_{\tau}} \frac{u_{s}}{X}\left(\mu \rho T_{\eta}\right)_{\eta}+(\gamma-1) M^{2} \frac{u_{s}}{X}(\mu \rho)\left(u_{\eta}\right)^{2}+\frac{\beta}{\rho} \Omega \tag{2.2.29}
\end{gather*}
$$

and

## Mass-Fraction Equation

$$
\begin{array}{r}
Y_{\bar{t}}+\left(u_{s}-u\right) Y_{X}-\frac{u_{s} \eta}{2 X} Y_{\eta}+\frac{Y_{\eta}}{2 X} \int_{0}^{\eta} u d \eta^{\prime}+Y_{\eta} \int_{0}^{\eta} u_{X} d \eta^{\prime}= \\
\frac{1}{P_{r} L_{e}} \frac{u_{s}}{X}\left(\mu \rho Y_{\eta}\right)_{\eta}-\frac{1}{\rho} \Omega \tag{2.2.30}
\end{array}
$$

which along with the equation of state

$$
\begin{equation*}
\rho T=1 \tag{2.2.31}
\end{equation*}
$$

provide a closed system for the unknowns $u, \rho, T$ and $Y$.


Figure 2.1: Speed of shock wave $u_{s}$ as a function of Mach number $M$ from RankineHugoniot conditions.

## Chapter 3

## INERT STATE

### 3.1 Introduction

In the flow behind the shock front, there exists an inert heating stage prior to the events that lead to ignition. In this inert state, the flow is self-similar and it is assumed that the solution is independent of $X$ and $t$. To get the momentum and energy equations for the inert state, we let $u(\eta, X, \bar{t})=u_{I}(\eta), T(\eta, X, \overline{\bar{t}})=T_{I}(\eta)$ and $Y(\eta, X, \overline{\bar{t}})=Y_{I}(\eta)$ in the equations (2.2.28), (2.2.29) and (2.2.30). The subscript I denotes the inert-state dependent variables. The streamfunction $f(\eta)$ is introduced by letting $u_{I}(\eta)=f^{\prime}(\eta)$. The appropriate change of variables is used to transform the momentum equation to the form of $\operatorname{Im}$ et al. [10]. The resulting nonlinear, coupled system of equations with known boundary conditions for both adiabatic and isothermal walls is numerically determined. The inert solution provides the leadingorder temperature and velocity profiles for the asymptotic analysis of ignition. A
comparison to the model of Im et al. [10] is made.

### 3.2 Inert State Equations

The momentum and energy equations for the inert state are

$$
\begin{equation*}
u_{I \eta}\left[\int_{0}^{\eta} u_{I} d \eta^{\prime}-u_{s} \eta\right]=2 u_{s}\left(\mu \rho u_{I \eta}\right)_{\eta} \tag{3.2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{2}\left[\int_{0}^{\eta} u_{I}\left(\eta^{\prime}\right) d \eta^{\prime}-u_{s} \eta\right] T_{I \eta}=\frac{u_{s}}{P_{r}}\left[\mu \rho T_{I \eta}\right]_{\eta}+u_{s}(\gamma-1) M^{2}\left[\mu \rho u_{I \eta}^{2}\right] \tag{3.2.2}
\end{equation*}
$$

subject to the boundary conditions

$$
\begin{gather*}
u_{I}(0)=0, \quad u_{I}(\infty)=1  \tag{3.2.3}\\
T_{I}(\infty)=1  \tag{3.2.4}\\
T_{I}(0)=T_{s} \quad \text { for isothermal wall, } \tag{3.2.5}
\end{gather*}
$$

and

$$
\begin{equation*}
\frac{d T_{I}(0)}{d \eta}=0 \quad \text { for adiabatic wall. } \tag{3.2.6}
\end{equation*}
$$

In the adiabatic case, the wall at $\eta=0$ is insulated so that there is no transfer of heat across that surface; whereas, in the isothermal case, the wall at $\eta=0$ is held constant at some temperature $T_{s}$. The mass-fraction equation is trivially solved subject to the conditions $Y_{I}(\infty)=1$ and $Y_{I \eta}(0)=0$ to get

$$
\begin{equation*}
Y_{I}(\eta)=1 \tag{3.2.7}
\end{equation*}
$$

Letting $u_{I}(\eta)=f^{\prime}(\eta)$ and denoting $\mu \rho$ by $\bar{\mu}$, the momentum equation becomes

$$
\begin{equation*}
\left(f-u_{s} \eta\right) f^{\prime \prime}=2 u_{s}\left(\bar{\mu} f^{\prime \prime}\right)_{\eta} \tag{3.2.8}
\end{equation*}
$$

subject to

$$
\begin{align*}
& f(0)=0  \tag{3.2.9}\\
& f^{\prime}(0)=0 \tag{3.2.10}
\end{align*}
$$

and

$$
\begin{equation*}
f^{\prime}(\infty)=1 \tag{3.2.11}
\end{equation*}
$$

The energy equation (3.2.2) becomes

$$
\begin{equation*}
\frac{1}{2}\left[f(\eta)-u_{s} \eta\right] T_{I \eta}=\frac{u_{s}}{P_{\tau}}\left[\bar{\mu} T_{I \eta}\right]_{\eta}+u_{s}(\gamma-1) M^{2}\left[\bar{\mu} f^{\prime \prime 2}\right] \tag{3.2.12}
\end{equation*}
$$

subject to the same boundary conditions as above.
The momentum equation (3.2.8) is not independent of the energy equation since the term $\bar{\mu}$ is a function of temperature. In case of $\operatorname{Im}$ et al. [10], the linear temperature-viscosity law is used ( $\bar{\mu}=1$ ); the momentum equation decouples from the energy equation; and the velocity field is determined independently.

For comparison, it is convenient to transform the equations to the form of Im et al. [10] using the change of variables

$$
\begin{equation*}
f-u_{s} \eta=-\sqrt{2 u_{s}} F \tag{3.2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\eta=\sqrt{2 u_{s}} \bar{\eta} \tag{3.2.14}
\end{equation*}
$$

The momentum equation is now

$$
\begin{equation*}
F \ddot{F}=-(\dot{\bar{\mu} \stackrel{\ddot{F}}{F}}) \tag{3.2.15}
\end{equation*}
$$

subject to

$$
\begin{gather*}
F(0)=0  \tag{3.2.16}\\
\dot{F}(0)=u_{s} \tag{3.2.17}
\end{gather*}
$$

and

$$
\begin{equation*}
\dot{F}(\infty)=u_{s}-1 \tag{3.2.18}
\end{equation*}
$$

where $(\dot{( })$ is for $\frac{d}{d \vec{n}}$.
Similarly, the energy equation for the inert state in terms of $\bar{\eta}$ is

$$
\begin{equation*}
-F T_{I \bar{\eta}}=\frac{1}{P_{\tau}}\left[\bar{\mu}\left(T_{I}\right) T_{I \bar{\eta}}\right]_{\bar{\eta}}+(\gamma-1) M^{2} \bar{\mu}\left(T_{I}\right) \ddot{F}^{2} \tag{3.2.19}
\end{equation*}
$$

subject to

$$
\begin{array}{cc}
T_{I}(\infty)=1 \\
\frac{d T_{I}(0)}{d \bar{\eta}}=0 \quad \text { for adiabatic wall, } \tag{3.2.21}
\end{array}
$$

and

$$
\begin{equation*}
T_{I}(0)=T_{s} \quad \text { for isothermal wall. } \tag{3.2.22}
\end{equation*}
$$

We note here that the governing equations are identical to the governing equations of $\operatorname{Im}$ et al. [10], except that they have $\dot{F}(0)=0$ and $\dot{F}(\infty)=1$ as the boundary conditions and $\bar{\mu}=1$. For comparison, these governing equations are solved using the
boundary conditions of [10] and $\bar{\mu}=1$. This is referred to as the linear temperatureviscosity law with $u_{s}=0$ case. Also solved are these governing equations using the boundary conditions of [10] and $\bar{\mu}$ computed through Sutherland's temperatureviscosity law. This is referred to as the Sutherland's law with $u_{s}=0$ case. The solution of the above system, using the boundary conditions (3.2.16) through (3.2.18) for $\bar{\mu}=1$, is referred to as the linear temperature-viscosity law with $u_{s} \neq 0$ case, and the solution for $\bar{\mu}$ computed through Sutherland's temperature-viscosity law is referred to as the Sutherland's law with $u_{s} \neq 0$ case. The results of all the four cases with different sets of the physical parameters are discussed in the next section.

### 3.3 Numerical Solutions and Results

The coupled momentum and energy equations (3.2.15) and (3.2.19) are numerically solved using COLSYS for both adiabatic and isothermal boundary conditions with different values of the independent parameters like Mach number, surface temperature and Prandtl number. For comparison purposes, the inert-state problem for the linear temperature-viscosity law is also solved for different values of the independent parameters. In addition, the inert-state problems for both the Sutherland's law and the linear temperature-viscosity law are solved for the boundary conditions in [10]. Results for the adiabatic boundary conditions, where there is no transfer of heat across the surface at $\bar{\eta}=0$, are shown in Figures 3.1 through 3.6. Figure 3.1 shows the temperature $T_{I}(\bar{\eta})-1$ versus $\bar{\eta}$ for various values of Mach number increasing from
$M=0.5$ to $M=5$ and unit Prandtl number. The speed of shock wave $u_{s}$ is calculated from equation (2.2.19). Note that, as the Mach number increases, there is a corresponding increase in the maximum inert temperature occurring at the boundary near $\bar{\eta}=0$ due to viscous heating. This quantity will be referred to as the adiabatic surface temperature $T_{a d}$. The thickness of this thermal layer in terms of the similarity variable $\bar{\eta}$ remains relatively constant.

The asymptotic analysis of ignition in chapter four shows that $\ddot{T}_{I}(0)$ is an important quantity. In Figure $3.2, \ddot{T}_{I}(0)$ versus Mach number $M$ shows the significant increase in the magnitude of the $\vec{T}_{I}(0)$ for large Mach numbers. For comparison, the graph of $\ddot{T}_{I}(0)$ versus Mach number $M$ is shown for the four different problems mentioned. Solid and dash curves show the results of using the Sutherland's temperatureviscosity law. The shock speed $u_{s}$ has been calculated from equation (2.2.19) (solid curve) and has also been set to zero (dashed curve). The dotted and circle curves show the results of using the linear temperature-viscosity law with $u_{s} \neq 0$ and with $\dot{F}(0)=0$ and $\dot{F}(\infty)=1$; for brevity, this will hereafter be referred to as the $u_{s}=0$ case. The magnitude of the second derivative of the inert-state temperature near the boundary for the Sutherland's viscosity law is significantly larger than for the linear temperature-viscosity law, especially for large Mach numbers. This indicates a more localized viscous heating. A similar comparison is shown in Figure 3.3 and Figure 3.4 by plotting the inert-state temperature $T_{I}(\bar{\eta})-1$ versus $\bar{\eta}$ for these four cases. The Mach number $M=2.0$ is used for Figure 3.3, and $M=5.0$ is used for Figure
3.4. The difference is more significant for a large Mach number. Note that, although the adiabatic wall-temperature is the same for a constant Mach number, changing from the linear temperature-viscosity law to the Sutherland's temperature-viscosity law and changing from $u_{s}=0$ to the shock speed $u_{s}$ calculated through the RankineHugoniot relations localizes the viscous heating near the boundary. On this point alone, it is seen that the ignition results found here differ substantially from [10].

Figure 3.5 shows velocity $u_{I}(\eta)$ versus $\eta$ for different values of the Mach number and unit Prandtl number. Figure 3.6 shows $u_{I}(\eta)$ versus $\eta$ for Mach number $M=5.0$ for the above four cases. The solid and dashed curves are for Sutherland's law with $u_{s} \neq 0$ and $u_{s}=0$, respectively. The dotted and circle curves are for the linear temperature-viscosity law with $u_{s} \neq 0$ and $u_{s}=0$, respectively. The graph shows no difference between the velocity profiles for the $u_{s} \neq 0$ case and the $u_{s}=0$ case. This is quite interesting since it is the velocity profiles that govern the creation of thermal energy through viscous heating. The major differences in the results for the $u_{s} \neq 0$ case and the $u_{s}=0$ case are due to the differences in the convective terms only. These differences show up in the temperature profiles as seen in Figure 3.3 and Figure 3.4. Along with the previous differences noted in the second derivative of the temperature at the wall surface, it is found that when $u_{s} \neq 0$ and the Mach number is relatively large, the temperature profile is broader than in the $u_{s}=0$ case when each are considered using the appropriate similarity variable. This is the opposite of the behaviour found at the wall. It should be noted that a direct comparison is not
necessarily proper since, in the two cases, the similarity variables represent different quantities; however, the overlapping of the two velocity profiles in their respective variables merit the special mention given here.

The system of equations (3.2.15) and (3.2.19) are also solved for the isothermal boundary conditions where the surface temperature is kept at a constant temperature $T_{s}$. In the isothermal wall case, there are two varying parameters, namely, the Mach number $M$ and the surface temperature $T_{s}$. The effects of both parameters are analyzed by keeping one of them constant and varying the other. Also, for comparison purposes, the problem is solved for the linear temperature-viscosity law and the effect of changing from $u_{s}$, calculated from the Rankine-Hugoniot conditions, to the $u_{s}=0$ case. Figure 3.7 shows the temperature $T_{I}(\bar{\eta})-1$ versus $\bar{\eta}$ for different values of Mach numbers ranging from $M=0.5$ to $M=5.0$ with surface temperature $T_{s}=1$ and unit Prandtl number. The speed $u_{s}$, of the shock front, is calculated from equation (2.2.19). The plot shows that the maximum temperature lies in the interior of the boundary layer and the maximum value increases as the Mach number increases. It also shows that the effect of the Mach number on the location of the maximum temperature is not very significant. Figure 3.8 is a plot of $T_{I}(\bar{\eta})-1$ versus $\bar{\eta}$, for fixed Mach number $M=5.0$, surface temperature $T_{s}=1.0$ and Prandtl number $P_{r}=1.0$. Solid and dash curves show the results of using the Sutherland's temperature-viscosity law. The solid curve is for $u_{s}$ calculated from equation (2.2.19) and the dashed curve is for the $u_{s}=0$ case. The dotted and circle curves show the results of using the
linear temperature-viscosity law for the $u_{s} \neq 0$ case and the $u_{s}=0$ case, respectively. The plot shows a shift in the position of the maximum temperature location between the $u_{s} \neq 0$ and the $u_{s}=0$ cases. Figure 3.9 shows the temperature $T_{I}(\bar{\eta})-1$ versus $\bar{\eta}$ for fix Mach number $M=5.0$ and with the surface temperature increasing from $T_{s}=0.5$ to $T_{s}=3.5$. The effect of the surface temperature $T_{s}$ on temperature profiles is shown in Figure 3.10 for fixed Mach number $M=2.5$. If the value of the surface temperature $T_{s}$ is greater than the adiabatic value $T_{a d}$, then the temperature attains its maximum at the boundary $\bar{\eta}=0$. Hence, the outer-region analysis for the isothermal wall, discussed in chapter six, fails. Figure 3.11 shows the velocity $u_{I}(\eta)$ versus $\eta$ for different values of the Mach number. It is determined that the velocity profile does not vary much with the Mach number $M$. The effect of surface temperature on the velocity profiles is shown in Figure 3.12 for fixed Mach number $M=5.0$. In Figure 3.13 , velocity profiles for the Sutherland's and the linear temperature-viscosity law are shown. The solid curve denotes the use of the Sutherland's law and the dotted curve denotes the use of the linear law.


Figure 3.1: Mean flow temperature profiles for adiabatic wall for Mach number increasing from $M=0.5$ to $M=5.0$.


Figure 3.2: Plots of $\bar{T}_{I}(0)$ versus Mach number $M$ for adiabatic wall case. Solid curve for Sutherland's law with $u_{s}$ calculated from Rankine-Hugoniot condition. Dashed curve for Sutherland's law with $u_{s}=0$. Dotted and circle curves for linear law with $u_{s} \neq 0$ and $u_{s}=0$, respectively.


Figure 3.3: Mean flow temperature profiles for adiabatic wall. Solid and dashed curves for Sutherland's law with $u_{s} \neq 0$ and $u_{s}=0$, respectively. Dotted and circle curves for linear law with $u_{s} \neq 0$ and $u_{s}=0$, respectively. The value of Mach number used for these results is 2.0 .


Figure 3.4: Mean flow temperature profiles for adiabatic wall. Solid and dashed curves for Sutherland's law with $u_{s} \neq 0$ and $u_{s}=0$, respectively. Dotted and circle curves for linear law with $u_{s} \neq 0$ and $u_{s}=0$, respectively. The value of Mach number used is 5.0 .


Figure 3.5: Mean flow velocity profile for adiabatic wall $u_{I}(\eta)$ versus $\eta$ for Mach number increasing from $M=0.5$ to $M=5.0$.


Figure 3.6: Mean flow velocity profiles for adiabatic wall $u_{I}(\eta)$ versus $\eta$ for Mach number $M=5.0$. Solid and dashed curves for Sutherland's law with $u_{s} \neq 0$ and $u_{s}=0$, respectively. Dotted and circle curves for linear law with $u_{s} \neq 0$ and $u_{s}=0$, respectively. There is no discernible difference between the mean flow velocity profiles for $u_{s}=0$ and $u_{s} \neq 0$.


Figure 3.7: Mean flow temperature profiles for isothermal wall case for Mach number increasing from $M=0.5$ to $M=5.0$.


Figure 3.8: Mean flow temperature profile for isothermal wall. Solid and dashed curves for Sutherland's law with $u_{s} \neq 0$ and $u_{s}=0$, respectively. Dotted and circle curves for linear law with $u_{s} \neq 0$ and $u_{s}=0$, respectively. The value of Mach number used is 5.0 and the surface temperature $T_{s}=1.0$.


Figure 3.9: Mean flow temperature profiles for isothermal wall for fixed Mach number $M=5.0$ and surface temperature increasing from $T_{s}=0.5$ to $T_{s}=3.5$.


Figure 3.10: Mean flow temperature profiles for isothermal wall for fixed Mach number $M=2.5$ and surface temperature increasing from $T_{s}=0.25$ to $T_{s}=3.25$.


Figure 3.11: Mean flow velocity profile for isothermal wall $u_{I}(\eta)$ versus $\eta$ for fixed surface temperature $T_{s}=1.0$ and Mach number increasing from $M=0.5$ to $M=5.0$.


Figure 3.12: Mean flow velocity profile for isothermal wall $u_{I}(\eta)$ versus $\eta$ for fixed Mach number $M=5.0$ and surface temperature increasing from $T_{s}=0.5$ to $T_{s}=3.5$.


Figure 3.13: Mean flow velocity profiles for isothermal wall $u_{I}(\eta)$ versus $\eta$ for Mach number $M=5.0$. Solid curve for Sutherland's law, dashed curve for linear law.

## Chapter 4

## ANALYSIS OF THE

## ADIABATIC WALL

### 4.1 Introduction

In this section, high activation-energy asymptotics is used to analyze the ignition process. Using the transformations (3.2.13) and (3.2.14), the momentum equation (2.2.28) and the energy equation (2.2.29) are transformed in terms of the variable $\bar{\eta}$ to get

$$
\begin{align*}
& 2 X\left(u_{\bar{t}}+\left(u_{s}-u\right) u_{X}\right)-u_{s} \bar{\eta} u_{\bar{\eta}} \\
& \quad+\frac{1}{\sqrt{2 u_{s}}} u_{\bar{\eta}} \int_{0}^{\sqrt{2 u_{s} \bar{\eta}} u d \bar{\eta}^{\prime}+\frac{2 X}{\sqrt{2 u_{s}}} u_{\bar{\eta}} \int_{0}^{\sqrt{2 u_{s} \bar{\eta}}} u_{X} d \bar{\eta}^{\prime}=\left(\mu \rho u_{\bar{\eta}}\right)_{\bar{\eta}}} \tag{4.1.1}
\end{align*}
$$

and

$$
\begin{align*}
2 X\left(T_{\overline{\bar{t}}}+\left(u_{s}\right.\right. & \left.-u) T_{X}\right)-u_{s} \bar{\eta} T_{\bar{\eta}}+\frac{1}{\sqrt{2 u_{s}}} T_{\overline{\bar{\eta}}} \int_{0}^{\sqrt{2 u_{s} \bar{\eta}}} u d \bar{\eta}^{\prime} \\
& +\frac{2 X}{\sqrt{2 u_{s}}} T_{\bar{\eta}} \int_{0}^{\sqrt{2 u_{S} \bar{\eta}}} u_{X} d \bar{\eta}^{\prime} \\
& =\frac{1}{P_{r}}\left(\mu \rho T_{\bar{\eta}}\right)_{\bar{\eta}}+(\gamma-1) M^{2}(\mu \rho)\left(u_{\bar{\eta}}\right)^{2}+2 X \frac{\beta}{\rho} \Omega . \tag{4.1.2}
\end{align*}
$$

The assumption is made that the reacting flow behind the shock front is steady in the frame of reference moving with the shock front; hence, the time dependence in the above equations will be dropped. As the distance from the shock increases, the terms in equation (4.1.2) multiplied by $X$ become important. To analyze this process, introduce the perturbation of $u, T, Y$ and $\bar{\mu}$ as

$$
\begin{align*}
u & =u_{I}(\bar{\eta})+\epsilon \bar{u}_{0}(X, \bar{\eta} ; \epsilon)+O\left(\epsilon^{2}\right)  \tag{4.1.3}\\
T & =T_{I}(\bar{\eta})+\epsilon \Psi_{0}(X, \bar{\eta} ; \epsilon)+O\left(\epsilon^{2}\right)  \tag{4.1.4}\\
Y & =Y_{I}(\bar{\eta})+\epsilon Y_{0}(X, \bar{\eta} ; \epsilon)+O\left(\epsilon^{2}\right), \tag{4.1.5}
\end{align*}
$$

and

$$
\begin{equation*}
\bar{\mu}=\bar{\mu}\left(T_{I}\right)+\epsilon \bar{\mu}^{\prime}\left(T_{I}\right) \Psi_{0}(X, \bar{\eta} ; \epsilon)+O\left(\epsilon^{2}\right) . \tag{4.1.6}
\end{equation*}
$$

The equations, valid through terms which are larger than $O\left(\epsilon^{2}\right)$, are

## Perturbed Momentum Equation

$$
\begin{align*}
& 2 X \dot{F} \bar{u}_{0 X}-F \bar{u}_{0 \bar{\eta}}-\left(\bar{\mu}_{I} \bar{u}_{0 \bar{\eta}}\right)_{\bar{\eta}}= \\
& \quad-\left[\bar{\mu}_{I}^{\prime} \ddot{F} \Psi_{0}\right]_{\bar{\eta}}+\frac{1}{\sqrt{2 u_{s}}} \ddot{F}\left[\int_{0}^{\sqrt{2 u_{s} \bar{\eta}}} \bar{u}_{0} d \bar{\eta}^{\prime}++2 X \int_{0}^{\sqrt{2 u_{s}} \bar{\eta}} \bar{u}_{0 X} d \bar{\eta}^{\prime}\right] \tag{4.1.7}
\end{align*}
$$

and
Perturbed Energy Equation

$$
\begin{align*}
2 X \dot{F} \Psi_{0 X}-F \Psi_{0 \bar{\eta}} & +\frac{1}{\sqrt{2 u_{s}}} T_{I \bar{\eta}}\left[\int_{0}^{\sqrt{2 u_{s} \bar{\eta}}} \bar{u}_{0} d \bar{\eta}^{\prime}+2 X \int_{0}^{\sqrt{2 u_{s} \bar{\eta}}} \bar{u}_{0 X} d \bar{\eta}^{\prime}\right]= \\
& \frac{1}{P_{r}}\left[\bar{\mu}_{I} \Psi_{0 \bar{\eta}}+\bar{\mu}_{I}^{\prime} T_{I \bar{\eta}} \Psi_{0}\right]_{\bar{\eta}} \\
& +(\gamma-1) M^{2}\left[-2 \ddot{F} \bar{\mu}_{I} \bar{u}_{0 \bar{\eta}}+\bar{\mu}_{I}^{\prime} \ddot{F}^{2} \Psi_{0}\right]+\frac{2 X \beta}{\epsilon \rho} \Omega \tag{4.1.8}
\end{align*}
$$

where the reaction term $\Omega$ will be expanded later. The functions $\bar{u}_{0}$ and $\Psi_{0}$ satisfy homogeneous boundary conditions, since the non-zero boundary conditions for momentum and temperature are completely satisfied by the leading-order terms of the asymptotic expansion, namely $u_{I}$ and $T_{I}$. Therefore,

$$
\begin{equation*}
\bar{u}_{0}(0)=\bar{u}_{0}(\infty)=\Psi_{0}(0)=\Psi_{0}(\infty)=0 \tag{4.1.9}
\end{equation*}
$$

### 4.2 Reaction Zone Analysis

The reaction term $\Omega$ in the perturbed energy equation (4.1.8) is sensitive to temperature variations, and a slight temperature rise is sufficient for ignition to occur on a much shorter time scale. The exponent in the reaction term suggests that, in the limit $E \rightarrow \infty$ being considered here, the reaction initiates near the hottest location in the inert-state flow field. For the adiabatic case, the reaction zone is near the wall (i.e., near $\bar{\eta}=0$ ). Expanding $T_{I}(\bar{\eta})$ near $\bar{\eta}=0$ gives

$$
\begin{equation*}
T_{I}(\bar{\eta})=T_{a d}+\frac{\bar{\eta}^{2}}{2} \frac{d^{2} T_{I}(0)}{d \bar{\eta}^{2}}+\ldots \tag{4.2.10}
\end{equation*}
$$

meaning the inert-state profile has a parabolic shape and suggests that the inner structure is of $O(\sqrt{\epsilon})$ thickness. To examine the behaviour in the reaction zone, the inner, stretched variable $\xi$ is introduced as

$$
\begin{equation*}
\bar{\eta}=\epsilon^{\frac{1}{2}} \xi \tag{4.2.11}
\end{equation*}
$$

Note that the $\xi$ used here is different from the $\xi$ used before.
The expansions of the inert temperature, mass fraction, viscosity and streamfunction used in the forthcoming analysis are

$$
\begin{equation*}
T_{I}=T_{a d}+\epsilon \frac{\ddot{T}_{I}(0)}{2} \xi^{2}+\ldots \tag{4.2.12}
\end{equation*}
$$

$$
\begin{gather*}
Y_{I}=1  \tag{4.2.13}\\
\bar{\mu}\left(T_{I}\right)=\bar{\mu}\left(T_{a d}\right)+\epsilon \bar{\mu}^{\prime}\left(T_{a d}\right) \frac{\ddot{T}_{I}(0)}{2} \xi^{2}+\ldots  \tag{4.2.14}\\
\bar{\mu}^{\prime}\left(T_{I}\right)=\bar{\mu}^{\prime}\left(T_{a d}\right)+\epsilon \bar{\mu}^{\prime \prime}\left(T_{a d}\right) \frac{\ddot{T}_{I}(0)}{2} \xi^{2}+\ldots  \tag{4.2.15}\\
F=\epsilon^{\frac{1}{2}} u_{s} \xi+\epsilon \frac{\ddot{F}(0)}{2} \xi^{2}+\ldots  \tag{4.2.16}\\
\dot{F}=u_{s}+\epsilon^{\frac{1}{2}} \ddot{F}(0) \xi+\epsilon \frac{1}{2} \frac{d^{3} F}{d \bar{\eta}^{3}}(0) \xi^{2}+\ldots
\end{gather*}
$$

and

$$
\begin{equation*}
\ddot{F}=\ddot{F}(0)+\epsilon^{\frac{1}{2}} \frac{d^{3} F}{d \bar{\eta}^{3}}(0)+\epsilon \frac{1}{2} \frac{d^{4} F}{d \bar{\eta}^{4}}(0) \xi^{2}+\ldots \tag{4.2.18}
\end{equation*}
$$

Substituting the transformation (4.2.11) and the expansions (4.2.12) through (4.2.18) into the perturbed momentum and energy equations (4.1.7) and (4.1.8) and keeping only $O\left(\epsilon^{-1 / 2}\right)$ and lower-order terms gives

$$
\begin{equation*}
-\epsilon^{-1} \bar{\mu}\left(T_{a d}\right) \bar{u}_{0 \xi \xi}=-\epsilon^{-1 / 2} \bar{\mu}^{\prime}\left(T_{a d}\right) \ddot{F}(0) \Psi_{0 \xi} \tag{4.2.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\epsilon^{-1} \frac{1}{P_{r}}\left[\bar{\mu}\left(T_{a d}\right) \Psi_{0 \xi}\right]_{\xi}=-\epsilon^{-1} \frac{2 X \beta}{\rho} \Omega+\epsilon^{-1 / 2} 2(\gamma-1) M^{2} \ddot{F}(0) \bar{\mu}\left(T_{a d}\right) \bar{u}_{0 \xi} \tag{4.2.20}
\end{equation*}
$$

which simplifies to

$$
\begin{equation*}
\bar{u}_{0 \xi \xi}=\epsilon^{\frac{1}{2}} \frac{\bar{\mu}^{\prime}\left(T_{a d}\right)}{\bar{\mu}\left(T_{a d}\right)} \ddot{F}(0) \Psi_{0 \xi} \tag{4.2.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\Psi_{0 \xi \xi}=\frac{-2 X P_{r}}{\bar{\mu}\left(T_{a d}\right)} \frac{\beta}{\rho} \Omega+\epsilon^{\frac{1}{2}}\left[2 P_{r}(\gamma-1) M^{2} \ddot{F}(0) \bar{u}_{0 \xi}\right] \tag{4.2.22}
\end{equation*}
$$

Of primary concern is the form of the reaction term under these assumptions. By definition,

$$
\begin{align*}
\Omega & =D \rho Y e^{-E / T} \\
& =D_{0} \epsilon^{\delta} \rho Y e^{E\left[1 / T^{*-1 / T]}\right.} \tag{4.2.23}
\end{align*}
$$

where

$$
\begin{equation*}
D=D_{0} \epsilon^{\delta} e^{\frac{E}{T^{*}}} . \tag{4.2.24}
\end{equation*}
$$

The unknown quantities $D_{0}, \delta$ and $T^{*}$ are chosen in the analysis below. The perturbation expansion for $T$ from equation (4.1.4) is

$$
\begin{align*}
T & =T_{I}+\epsilon \Psi_{0}(X, \bar{\eta} ; \epsilon)+\ldots \\
& =T_{a d}+\epsilon\left\{\frac{\ddot{T}(0)}{2} \xi^{2}+\Psi_{0}\right\}+\ldots \tag{4.2.25}
\end{align*}
$$

Using this, the term $\left[1 / T^{*}-1 / T\right]$ on the right-hand side of equation (4.2.23) for $T^{*}=T_{a d}$ simplifies to

$$
\begin{equation*}
\frac{1}{T^{*}}-\frac{1}{T}=\epsilon \frac{\Psi_{0}+\frac{\ddot{T}(0)}{2} \xi^{2}}{T_{a d}^{2}} \tag{4.2.26}
\end{equation*}
$$

suggesting that, for convenience, the choice of $\epsilon$ should be

$$
\begin{equation*}
\epsilon=\frac{T_{a d}^{2}}{E} \tag{4.2.27}
\end{equation*}
$$

where $T_{a d}$ and $E$ are the non-dimensional wall temperature and activation energy respectively. The exponential is now simplified as

$$
\begin{equation*}
e^{E\left[1 / T^{*}-1 / T\right]} \approx e^{\left(\ddot{T}_{I}(0) \xi^{2} / 2+\Psi_{0}\right)} . \tag{4.2.28}
\end{equation*}
$$

Using (4.2.28) in (4.2.22), the energy equation becomes

$$
\begin{equation*}
\Psi_{0 \xi \xi}=-\epsilon^{\delta} \frac{2 X P_{r}}{\bar{\mu}\left(T_{a d}\right)} \beta D_{0} e^{\left(\ddot{T}_{r}(0) \xi^{2} / 2+\Psi_{0}\right)}+\epsilon^{1 / 2}\left[2 P_{r}(\gamma-1) M^{2} \ddot{F}(0) \bar{u}_{0 \xi}\right] . \tag{4.2.29}
\end{equation*}
$$

Achieving an asymptotic match with the outer solution requires that $\Psi_{0}(X, \xi)$ be expressed as

$$
\begin{equation*}
\Psi_{0}(X, \xi)=\bar{\psi}_{0}(X)+\epsilon^{1 / 2} \bar{\psi}_{1}(X, \xi) \tag{4.2.30}
\end{equation*}
$$

and balancing terms in the momentum equation requires

$$
\begin{equation*}
\bar{u}_{0}(X, \xi)=u_{0}(X, \xi)+\epsilon^{1 / 2} u_{1}(X, \xi) . \tag{4.2.31}
\end{equation*}
$$

This governing system is now

$$
\begin{align*}
& u_{0 \xi \xi}=0,  \tag{4.2.32}\\
& u_{1 \xi \xi}=0, \tag{4.2.33}
\end{align*}
$$

and

$$
\begin{equation*}
\bar{\psi}_{1 \xi \xi}=-\epsilon^{\delta-1 / 2} \frac{2 P_{r}}{\bar{\mu}\left(T_{a d}\right)} \beta D_{0} X e^{\bar{\psi}_{0}(X)} e^{-b^{*} \xi^{2}}+P_{r}(\gamma-1) M^{2} \ddot{F}(0) u_{0 \xi} \tag{4.2.34}
\end{equation*}
$$

where

$$
\begin{equation*}
b^{*}=\frac{-\ddot{T}_{I}(0)}{2} \tag{4.2.35}
\end{equation*}
$$

For the reaction term to be included in the analysis, $\delta=1 / 2$ must be chosen. By choosing $\delta, T^{*}$ and for convenience $D_{0}=1$, the choice of a length scale for the original problem is complete.

Integrating equations (4.2.32) and (4.2.33) twice with respect to $\xi$ and using the physical boundary condition at $\xi=0$ gives

$$
\begin{equation*}
u_{0}(X, \xi)=A_{1} \xi \tag{4.2.36}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{1}(X, \xi)=\bar{u}_{1}(X) \xi \tag{4.2.37}
\end{equation*}
$$

where $\bar{\psi}_{0}(X)$ and $\bar{u}_{1}(X)$ remain unknown at this point, but are found later. Achieving an asymptotic match with the outer solution requires $A_{1} \equiv 0$. Hence, the last term on the right-hand side of equation (4.2.34) is zero.

Integrating equation (4.2.34) twice with respect to $\xi$ and using the result

$$
\begin{equation*}
\int_{0}^{\xi} \int_{0}^{\xi^{\prime}} e^{-b^{*} \xi^{\prime \prime 2}} d \xi^{\prime \prime} d \xi^{\prime} \rightarrow \frac{\sqrt{\pi}}{2 \sqrt{b^{*}}} \xi+\frac{1}{2 b^{*}}-\frac{1}{b^{*}} e^{-b^{*} \xi^{2}}+\ldots \quad \text { as } \quad \xi \rightarrow \infty \tag{4.2.38}
\end{equation*}
$$

provides the relation for $\bar{\psi}_{1}$ in the limit as $\xi \rightarrow \infty$,

$$
\begin{equation*}
\bar{\psi}_{1}(X, \xi) \rightarrow-\frac{2 P_{\tau}}{\bar{\mu}\left(T_{a d}\right)} \beta X e^{\bar{\psi}_{0}(X)}\left\{\frac{1}{2 b^{*}}+\frac{\sqrt{\pi}}{2 \sqrt{b^{*}}} \xi\right\} \tag{4.2.39}
\end{equation*}
$$

The leading-order term $\bar{\psi}_{0}(X)$ is determined after matching the inner reaction-zone solution $t$ o the outer non-reacting-zone solution. The equation (4.2.39) is written in a simplified form as

$$
\begin{equation*}
\bar{\psi}_{1}(X, \xi) \rightarrow A \xi+B \quad \text { as } \quad \xi \rightarrow \infty \tag{4.2.40}
\end{equation*}
$$

where

$$
\begin{align*}
A & =-\frac{\bar{D} \sqrt{\pi}}{2 \sqrt{b^{*}}} X e^{\bar{\psi}_{0}(X)}  \tag{4.2.41}\\
B & =-\frac{\bar{D}}{2 b^{*}} X e^{\bar{\psi}_{0}(X)} \tag{4.2.42}
\end{align*}
$$

and

$$
\begin{equation*}
\bar{D}=\frac{2 P_{r} \beta}{\bar{\mu}\left(T_{a d}\right)} \tag{4.2.43}
\end{equation*}
$$

### 4.3 Analysis of the Outer Region

To analyze the problem in the outer frozen region, the expansions

$$
\begin{equation*}
u=u_{I}(\bar{\eta})+\epsilon U(X, \bar{\eta})+O\left(\epsilon^{3 / 2}\right) \tag{4.3.44}
\end{equation*}
$$

and

$$
\begin{equation*}
T=T_{I}(\bar{\eta})+\epsilon \Phi(X, \bar{\eta})+O\left(\epsilon^{3 / 2}\right) \tag{4.3.45}
\end{equation*}
$$

are used in the momentum equation (4.1.1) and the energy equation (4.1.2) to get

$$
\begin{align*}
& 2 X \dot{F} U_{X}-F U_{\bar{\eta}}-\left(\bar{\mu}_{I} U_{\bar{\eta}}\right)_{\bar{\eta}}= \\
& \quad-\left[\bar{\mu}_{I}^{\prime} \ddot{F} \Phi\right]_{\bar{\eta}}+\frac{1}{\sqrt{2 u_{s}}} \ddot{F}\left[\int_{0}^{\sqrt{2 u_{s} \bar{\eta}}} U d \bar{\eta}^{\prime}+2 X \int_{0}^{\sqrt{2 u_{s} \bar{\eta}}} U_{X} d \bar{\eta}^{\prime}\right] \tag{4.3.46}
\end{align*}
$$

and

$$
\begin{align*}
& 2 X \dot{F} \Phi_{X}-F \Phi_{\bar{\eta}}+\frac{1}{\sqrt{2 u_{s}}} T_{I \bar{\eta}}\left[\int_{0}^{\sqrt{2 u_{s} \bar{\eta}}} U d \bar{\eta}^{\prime}+2 X \int_{0}^{\sqrt{2 u_{s}} \bar{\eta}} U_{X} d \bar{\eta}^{\prime}\right]= \\
& \frac{1}{P_{r}}\left[\bar{\mu}_{I} \Phi_{\bar{\eta}}+\bar{\mu}_{I}^{\prime} T_{\Gamma \bar{\eta}} \Phi\right]_{\bar{\eta}} \\
&+(\gamma-1) M^{2}\left[-2 \ddot{F} \bar{\mu}_{I} U_{\bar{\eta}}+\bar{\mu}_{I}^{\prime} \ddot{F}^{2} \Phi\right]+\frac{2 X \beta}{\epsilon \rho} \Omega . \tag{4.3.47}
\end{align*}
$$

For $\bar{\eta}=O(1)$, the reaction term in equation (4.3.47) is exponentially small and, therefore, negligible to all orders of the perturbation expansion in this zone.

### 4.4 Matching the Inner and Outer Solution

### 4.4.1 Momentum Equation

The inner expansion of $u$ is

$$
\begin{align*}
u_{\text {inner }} & =u_{I}+\epsilon u_{0}+\epsilon^{\frac{3}{2}} u_{1}+\ldots \\
& =u_{I}+\epsilon\left(A_{1} \xi\right)+\epsilon^{\frac{3}{2}}\left\{+\bar{u}_{1}(X)\right\} \xi+\ldots . \tag{4.4.48}
\end{align*}
$$

The outer-region expansion with $\bar{\eta}=\epsilon^{\frac{1}{2}} \xi$ and $X=X$ is

$$
\begin{align*}
u_{\text {outer }} & =u_{I}+\epsilon U(X, \bar{\eta})+\ldots \\
& =u_{I}+\epsilon\left\{U(X, 0)+U_{\bar{\eta}}(X, 0) \bar{\eta}+\ldots\right\} \\
& =u_{I}+\epsilon U(X, 0)+\epsilon^{\frac{3}{2}} U_{\bar{\eta}}(X, 0) \xi+\ldots . \tag{4.4.49}
\end{align*}
$$

The matching of inner and outer expansions of $U$ from equations (4.4.48) and (4.4.49) for each $\xi$ forces $A_{1}=0$ so that

$$
\begin{equation*}
U(X, 0)=0 \tag{4.4.50}
\end{equation*}
$$

and

$$
\begin{equation*}
U_{\bar{\eta}}(X, 0)=\bar{u}_{1}(X) . \tag{4.4.51}
\end{equation*}
$$

These are the boundary conditions used to solve the momentum equation for the outer region.

### 4.4.2 Energy Equation

In the reaction zone, the temperature solution is of the form

$$
\begin{align*}
T_{\text {inner }} & =T_{I}+\epsilon \Psi_{0}(X, \xi)+\ldots \\
& =T_{I}+\epsilon\left\{\bar{\psi}_{0}(X)+\epsilon^{1 / 2} \bar{\psi}_{1}(X, \xi)\right\}+\ldots \tag{4.4.52}
\end{align*}
$$

which in the limit $\xi \rightarrow \infty$ becomes

$$
\begin{equation*}
T_{\text {inner }}=T_{I}+\epsilon \bar{\psi}_{0}(X)+\epsilon^{3 / 2}\{A \xi+B\}+\ldots \tag{4.4.53}
\end{equation*}
$$

where

$$
\begin{gather*}
A=-\frac{\bar{D} \sqrt{\pi}}{2 \sqrt{b^{*}}} X e^{\bar{\psi}_{0}(X)}  \tag{4.4.54}\\
B=-\frac{\bar{D}}{2 b^{*}} X e^{\bar{\psi}_{0}(X)}, \tag{4.4.55}
\end{gather*}
$$

and

$$
\begin{equation*}
\bar{D}=\frac{2 P_{r} \beta}{\bar{\mu}\left(T_{a d}\right)} \tag{4.4.56}
\end{equation*}
$$

The expansion for temperature in the outer region is

$$
\begin{align*}
T_{\text {outer }} & =T_{I}+\epsilon \Phi+\ldots \\
& =T_{I}+\epsilon\left\{\Phi(X, 0)+\Phi_{\bar{\eta}}(X, 0) \bar{\eta}\right\}+\ldots \tag{4.4.57}
\end{align*}
$$

Since $\bar{\eta}=\epsilon^{1 / 2} \xi$, the outer solution becomes

$$
\begin{equation*}
T_{\text {outer }}=T_{I}+\epsilon \Phi(X, 0)+\epsilon^{3 / 2} \Phi_{\bar{\eta}}(X, 0) \xi+\ldots, \tag{4.4.58}
\end{equation*}
$$

and for the inner solution to match with the outer solution for all $\xi$ forces

$$
\begin{equation*}
\Phi(X, 0)=\bar{\psi}_{0}(X) \tag{4.4.59}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi_{\bar{\eta}}(X, 0)=-\frac{\bar{D} \sqrt{\pi}}{2 \sqrt{b^{*}}} X e^{\bar{\psi}_{0}(X)} . \tag{4.4.60}
\end{equation*}
$$

These are the boundary conditions used to solve the energy equation for the outer region.

## Chapter 5

## NUMERICAL SOLUTIONS

### 5.1 Introduction

To solve the perturbed energy and momentum equations in the outer region numerically, it is noticed that the numerical integrations are simplified by using the transformation

$$
\begin{equation*}
\rho=\dot{F}=\frac{d F}{d \bar{\eta}} \tag{5.1.1}
\end{equation*}
$$

Thus, the domain has changed from $0 \leq \bar{\eta} \leq \infty$ to $u_{s} \geq \rho \geq u_{s}-1$. In terms of the spatial variable $\rho$ (note that $\rho$ no longer refers to the density), the inert equations are
and

$$
\begin{equation*}
F \ddot{F}+(\dot{\bar{\mu}} \overline{\tilde{F}})=0 \tag{5.1.3}
\end{equation*}
$$

### 5.2 Energy Equation

The perturbed energy equation (4.3.47) is transformed in terms of the outer variable $\rho$ and is simplified by adding the term

$$
\begin{equation*}
-(\dot{\bar{\mu} \overrightarrow{\tilde{F}}}) \Phi_{\rho} \tag{5.2.4}
\end{equation*}
$$

to both sides to get

$$
\begin{align*}
& 2 X \dot{F} \Phi_{X}+\frac{1}{\sqrt{2 u_{s}}} \ddot{F} T_{I \rho}\left\{\int_{0}^{\sqrt{2 u_{s} \bar{\pi}}} U d \bar{\eta}^{\prime}+2 X \int_{0}^{\sqrt{2 u_{s} \bar{\eta}}} U_{X} d \bar{\eta}^{\prime}\right\}= \\
& \quad\left(\frac{1}{P_{r}}-1\right)\left[(\overline{\bar{\mu}} \ddot{F}) \Phi_{\rho}\right]+\frac{1}{P_{r}} \bar{\mu}_{I}\left(T_{I}\right) \ddot{F}^{2} \Phi_{\rho \rho}+\frac{1}{P_{r}}\left[\left(\overline{\bar{\mu}_{I}^{\prime}\left(T_{I}\right) \Phi \ddot{F}}\right) T_{I \rho}+\bar{\mu}_{I}^{\prime} \Phi \ddot{F}^{2} T_{I \rho \rho}\right] \\
& \quad+(\gamma-1) M^{2}\left[-2 \ddot{F}^{2} \bar{\mu}_{I} U_{\rho}+\bar{\mu}_{I}^{\prime} \ddot{F}^{2} \Phi\right] . \tag{5.2.5}
\end{align*}
$$

The reaction term is zero in this outer region. The integrals on the left-hand side of the above equation are still in terms of the variable $\bar{\eta}$. These integrals, in terms of $\rho$, are

$$
\begin{align*}
\bar{I}_{1} & =\frac{1}{\sqrt{2 u_{s}}} \int_{0}^{\sqrt{2 u_{s} \bar{\eta}}} U_{X} d \bar{\eta}^{\prime} \\
& =\int_{u_{s}}^{\rho} \frac{U_{X}\left(\rho^{\prime}, X\right)}{\ddot{F}\left(\rho^{\prime}\right)} d \rho^{\prime} \tag{5.2.6}
\end{align*}
$$

and

$$
\begin{align*}
I_{2} & =\frac{1}{\sqrt{2 u_{s}}} \int_{0}^{\sqrt{2 u_{s} \bar{\eta}}} U\left(\bar{\eta}^{\prime}, X\right) d \bar{\eta}^{\prime} \\
& =\int_{u_{s}}^{\rho} \frac{U\left(\rho^{\prime}, X\right)}{\ddot{F}\left(\rho^{\prime}\right)} d \rho^{\prime} \tag{5.2.7}
\end{align*}
$$

Now the variable

$$
\begin{equation*}
\sigma=\ln (\hat{A} X) \tag{5.2.8}
\end{equation*}
$$

is used to transform the product $X \partial / \partial X$ to $\partial / \partial \sigma . \hat{A}$ is chosen later for convenience. The integral $X \bar{I}_{1}$ is transformed to new variable $\sigma$ to get

$$
\begin{equation*}
X \bar{I}_{1}=\frac{\partial}{\partial \sigma} \int_{u_{s}}^{\rho} \frac{U\left(\rho^{\prime}, X\right)}{\ddot{F}\left(\rho^{\prime}\right)} d \rho^{\prime}=I_{1} \tag{5.2.9}
\end{equation*}
$$

The energy equation is now

$$
\begin{align*}
& 2 \dot{F} \Phi_{\sigma}-\frac{1}{P_{r}} b \Phi_{\rho \rho}=\left[\left(\frac{1}{P_{r}}-1\right) a+\frac{1}{P_{r}} c T_{I \rho}\right] \Phi_{\rho} \\
& \quad+\left[\frac{1}{P_{r}}\left(b d T_{I \rho}+a e\right) T_{I \rho}+\frac{1}{P_{r}} c T_{I \rho \rho}+(\gamma-1) M^{2} c\right] \Phi \\
& \quad-2(\gamma-1) M^{2} b U_{\rho}-\ddot{F} T_{I \rho} I_{2}-2 \ddot{F} T_{I \rho} I_{1} . \tag{5.2.10}
\end{align*}
$$

Multiplying equation (5.2.10) by $-P_{r} / b$ and rearranging the terms, the final form of the energy equation is

$$
\begin{equation*}
\Phi_{\rho \rho}-g \Phi_{\sigma}=\bar{A} \Phi_{\rho}+\bar{B} \Phi+\bar{C} U_{\rho}+\bar{D} I_{2}+\bar{E} I_{1} \tag{5.2.11}
\end{equation*}
$$

with the coefficients

$$
\begin{gather*}
\bar{A}=-\frac{P_{r}}{b}\left[\frac{1-P_{r}}{P_{r}} a+\frac{c T_{I \rho}}{P_{r}}\right],  \tag{5.2.12}\\
\bar{B}=P_{r} e \frac{F \bar{F}}{b} T_{I \rho}-d\left(T_{I \rho}\right)^{2},  \tag{5.2.13}\\
\bar{C}=2 P_{r}(\gamma-1) M^{2},  \tag{5.2.14}\\
\bar{D}=\frac{P_{r} \ddot{F} T_{I \rho}}{b} \tag{5.2.15}
\end{gather*}
$$

and

$$
\begin{equation*}
\bar{E}=\frac{2 P_{r} \ddot{F} T_{I \rho}}{b} \tag{5.2.16}
\end{equation*}
$$

where

$$
\begin{align*}
a & =\dot{\bar{\mu}} \dot{\bar{F}}  \tag{5.2.17}\\
b & =\bar{\mu} \ddot{F}^{2}  \tag{5.2.18}\\
c & =\bar{\mu}^{\prime} \ddot{\vec{F}}^{2}  \tag{5.2.19}\\
d & =\left(\frac{\bar{\mu}^{\prime}}{\bar{\mu}}\right)^{\prime},  \tag{5.2.20}\\
e & =\frac{\bar{\mu}^{\prime}}{\bar{\mu}} \tag{5.2.21}
\end{align*}
$$

and

$$
\begin{equation*}
g=\frac{2 P_{r} \dot{F}}{b} \tag{5.2.22}
\end{equation*}
$$

The boundary conditions (4.4.59) and (4.4.60) at $\bar{\eta}=0$, in terms of the integration variables $\sigma$ and $\rho$, are

$$
\begin{equation*}
\Phi\left(\sigma, u_{s}\right)=\tilde{\psi}_{0}(\sigma) \tag{5.2.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi_{\rho}\left(\sigma, u_{s}\right)=-\frac{P_{r} \beta \sqrt{\pi}}{\bar{\mu}\left(T_{a d}\right) \sqrt{b^{*}} \ddot{F}(0)} \frac{e^{\sigma}}{\hat{A}} e^{\bar{\psi}_{0}(\sigma)} . \tag{5.2.24}
\end{equation*}
$$

Now, for convenience, choose

$$
\begin{equation*}
\hat{A}=-\frac{P_{r} \beta \sqrt{\pi}}{\bar{\mu}\left(T_{a d}\right) \sqrt{b^{*}} \ddot{F}(0)}, \tag{5.2.25}
\end{equation*}
$$

and equation (5.2.24) is written as

$$
\begin{equation*}
\Phi_{\rho}\left(\sigma, u_{s}\right)=e^{\left[\bar{\psi}_{0}(\sigma)+\sigma\right]} \tag{5.2.26}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\psi}_{0}(\sigma)=\bar{\psi}_{0}(X) \tag{5.2.27}
\end{equation*}
$$

A homogeneous boundary condition is required at $\rho=u_{s}-1$.

### 5.3 Momentum Equation

Using the transformation (5.1.1), the governing equation for velocity $U$ in terms of the computational variable $\rho$ is

$$
\begin{align*}
& 2 X \dot{F} U_{X}-F \ddot{F} U_{\rho}-\left\{\dot{\bar{\mu} \vec{F}} U_{\rho}+\bar{\mu}\left(T_{I}\right) \ddot{F}^{2} U_{\rho \rho}\right\}= \\
& \quad-[I]+\ddot{F} \int_{u_{s}}^{\rho} \frac{U\left(\rho^{\prime}, X\right)}{\ddot{F}\left(\rho^{\prime}\right)} d \rho^{\prime}+\ddot{F} \int_{u_{s}}^{\rho} \frac{U_{X}\left(\rho^{\prime}, X\right)}{\ddot{F}\left(\rho^{\prime}\right)} d \rho^{\prime} \tag{5.3.28}
\end{align*}
$$

with

$$
\begin{align*}
{[I] } & =\left[\Phi \bar{\mu}^{\prime} \ddot{\vec{F}}\right]_{\bar{\eta}} \\
& =\Phi_{\rho} \bar{\mu}_{I}^{\prime} \ddot{F}^{2}+\Phi\left\{\left(\frac{\bar{\mu}_{I}^{\prime}}{\bar{\mu}_{I}}\right)^{\prime} T_{I \rho} \bar{\mu}_{I} \ddot{F}^{2}+\frac{\bar{\mu}^{\prime} \dot{\bar{\mu}} \overline{\mu_{I}} \ddot{F}^{\prime}}{}\right. \tag{5.3.29}
\end{align*}
$$

Using equation (3.2.15) in the left-hand side of equation (5.3.28) and the above relation for $I$ in the right-hand side, the momentum equation simplifies to

$$
\begin{align*}
2 X \dot{F} U_{X}-\bar{\mu}\left(T_{I}\right) \ddot{F}^{2} U_{\rho \rho} & =-\left\{\bar{\mu}_{I}^{\prime} \ddot{F}^{2} \Phi_{\rho}+\left[\left(\frac{\bar{\mu}_{I}^{\prime}}{\bar{\mu}_{I}}\right)^{\prime} \bar{\mu}_{I} \ddot{F}^{2} T_{I \rho}+\frac{\bar{\mu}_{I}^{\prime}}{\bar{\mu}} \dot{\bar{\mu}_{I} \ddot{F}}\right] \Phi\right\} \\
& +\ddot{F} \int_{u_{s}}^{\rho} \frac{U\left(\rho^{\prime}, X\right)}{\tilde{F}\left(\rho^{\prime}\right)} d \rho^{\prime}+2 X \ddot{F} \int_{u_{s}}^{\rho} \frac{U_{X}}{\ddot{F}\left(\rho^{\prime}\right)} d \rho^{\prime} \tag{5.3.30}
\end{align*}
$$

The transformation $\sigma=\ln (\hat{A} X)$ produces the equation

$$
\begin{equation*}
2 \dot{F} U_{\sigma}-b U_{\rho \rho}=-c \Phi_{\rho}-\left[b d T_{I \rho}+a e\right] \Phi+\ddot{F} I_{2}+2 \ddot{F} I_{1} \tag{5.3.31}
\end{equation*}
$$

Multiplying both sides of this equation by $-1 / b$ and rearranging the terms, the momentum equation becomes

$$
\begin{equation*}
U_{\rho \rho}-\overline{\bar{g}} U_{\sigma}=\overline{\bar{A}} \Phi_{\rho}+\overline{\bar{B}} \Phi+\overline{\bar{D}} I_{2}+\overline{\bar{E}} I_{1} \tag{5.3.32}
\end{equation*}
$$

where $a, b, c, d, e, I_{1}$ and $I_{2}$ are the same as before and

$$
\begin{gather*}
\overline{\bar{g}}=\frac{2 \dot{F}}{b},  \tag{5.3.33}\\
\overline{\bar{A}}=\frac{c}{b},  \tag{5.3.34}\\
\overline{\bar{B}}=\frac{1}{b}\left[b d T_{I \rho}+a e\right],  \tag{5.3.35}\\
\overline{\bar{D}}=-\frac{\ddot{F}}{b}, \tag{5.3.36}
\end{gather*}
$$

and

$$
\begin{equation*}
\overline{\bar{E}}=\frac{-2 \ddot{F}}{b} \tag{5.3.37}
\end{equation*}
$$

The boundary conditions (4.4.50) and (4.4.51) at $\bar{\eta}=0$, in terms of the integration variables $\sigma$ and $\rho$, are

$$
\begin{equation*}
U\left(\sigma, u_{s}\right)=0 \tag{5.3.38}
\end{equation*}
$$

and

$$
\begin{equation*}
U_{\rho}\left(\sigma, u_{s}\right)=\tilde{u}_{1}(\sigma) . \tag{5.3.39}
\end{equation*}
$$

A homogeneous condition is required at $\rho=u_{s}-1$.

### 5.4 Derivation of the Initial Condition

The solutions of the perturbed energy and momentum equations are numerically determined using a Crank-Nicolson algorithm with finite differencing in the $\rho$-direction and implicit marching in the $\sigma$-direction. Since $\Phi(\sigma, \rho) \rightarrow 0$ as $\sigma \rightarrow-\infty$, an asymptotic form of the initial condition for energy and momentum is needed to start the Crank-Nicolson algorithm; therefore, let

$$
\begin{equation*}
\Phi(\sigma, \rho)=\hat{\psi}_{0}(\rho) e^{\sigma}+O\left(e^{2 \sigma}\right) \tag{5.4.40}
\end{equation*}
$$

and

$$
\begin{equation*}
U(\sigma, \rho)=\hat{u}_{0}(\rho) e^{\sigma}+O\left(e^{2 \sigma}\right) \tag{5.4.41}
\end{equation*}
$$

Using these in the energy equation (5.2.11) gives

$$
\begin{equation*}
\frac{d^{2} \hat{\psi}_{0}}{d \rho^{2}}-g \hat{\psi}_{0}=\bar{A} \frac{d \hat{\psi}_{0}}{d \rho}+\bar{B} \hat{\psi}_{0}+\bar{C} \frac{d \hat{u}_{0}}{d \rho}+(\bar{D}+\bar{E}) I \tag{5.4.42}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
\hat{\psi}_{0 \rho}\left(u_{s}\right)=1 \tag{5.4.43}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\psi}_{0}\left(u_{s}-1\right)=0 \tag{5.4.44}
\end{equation*}
$$

Similarly, using (5.4.40) and (5.4.41) in the momentum equation (5.3.32) gives

$$
\begin{equation*}
\frac{d^{2} \hat{u}_{0}}{d \rho^{2}}-\overline{\bar{g}} \hat{u}_{0}=\overline{\bar{A}} \frac{d \hat{\psi}_{0}}{d \rho}+\overline{\bar{B}} \hat{\psi}_{0}+(\overline{\bar{D}}+\overline{\bar{E}}) I \tag{5.4.45}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
\hat{u}_{0}\left(u_{s}\right)=0 \tag{5.4.46}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{u}_{0}\left(u_{s}-1\right)=0 . \tag{5.4.47}
\end{equation*}
$$

These differential equations are solved numerically using COLSYS, and the relations (5.4.40) and (5.4.41) give appropriate initial conditions when $\sigma$ is chosen to be a large negative number.

### 5.5 System of Equations

The complete system of differential and partial differential equations for the adiabatic wall that is solved numerically is

$$
\begin{equation*}
F \ddot{F}+\dot{\bar{\mu}} \dot{\vec{F}}=0 \tag{5.5.48}
\end{equation*}
$$

with boundary conditions

$$
\begin{align*}
& F(0)=0,  \tag{5.5.49}\\
& \dot{F}(0)=u_{s} \tag{5.5.50}
\end{align*}
$$

and

$$
\begin{gather*}
\dot{F}(\infty)=u_{s}-1 ;  \tag{5.5.51}\\
-F \ddot{F} T_{I \rho}=\frac{1}{P_{r}}\left\{\left(\overline{\left.\bar{\mu}\left(T_{I}\right) \ddot{F}\right)} T_{I \rho}+\bar{\mu}\left(T_{I}\right) \ddot{F}^{2} T_{I \rho \rho}\right\}+(\gamma-1) M^{2} \bar{\mu}\left(T_{I}\right) \ddot{F}^{2}\right. \tag{5.5.52}
\end{gather*}
$$

with boundary conditions

$$
\begin{equation*}
T_{I \rho}\left(u_{s}\right)=0 \tag{5.5.53}
\end{equation*}
$$

and

$$
\begin{gather*}
T_{I}\left(u_{s}-1\right)=1  \tag{5.5.54}\\
\Phi_{\rho \rho}-g \Phi_{\sigma}=\bar{A} \Phi_{\rho}+\bar{B} \Phi+\bar{C} u_{0 \rho}+\bar{D} I_{2}+\bar{E} I_{1} \tag{5.5.55}
\end{gather*}
$$

with boundary conditions

$$
\begin{gather*}
\Phi\left(\sigma, u_{s}\right)=\tilde{\psi}_{0}(\sigma),  \tag{5.5.56}\\
\Phi_{\rho}\left(\sigma, u_{s}\right)=e^{\bar{\psi}_{0}(\sigma)+\sigma} \tag{5.5.57}
\end{gather*}
$$

and

$$
\begin{equation*}
\Phi\left(\sigma, u_{s}-1\right)=0 ; \tag{5.5.58}
\end{equation*}
$$

and

$$
\begin{equation*}
U_{\rho \rho}-\overline{\bar{g}} U_{\sigma}=\overline{\bar{A}} \Phi_{\rho}+\overline{\bar{B}} \Phi+\overline{\bar{D}} I_{2}+\overline{\bar{E}} I_{1} \tag{5.5.59}
\end{equation*}
$$

with boundary conditions

$$
\begin{gather*}
U\left(\sigma, u_{s}\right)=0  \tag{5.5.60}\\
U_{\rho}\left(\sigma, u_{s}\right)=\tilde{u}_{1}(\sigma), \tag{5.5.61}
\end{gather*}
$$

and

$$
\begin{equation*}
U\left(\sigma, u_{s}-1\right)=0 \tag{5.5.62}
\end{equation*}
$$

The initial conditions are as derived in the previous section.

### 5.6 Numerical Results and Discussions

The system (5.5.55) through (5.5.62) is overdetermined and, hence, has a solution only for particular values of $\tilde{\psi}_{0}(\sigma)$ and $\tilde{u}_{1}(\sigma)$. This system is solved numerically using a Crank-Nicolson algorithm with finite differencing in the $\rho$-direction and implicit marching in the $\sigma$-direction. The starting value of $\sigma$ is determined to be -10 . Values of $\sigma$ less than -10 give the same output. A value of $\tilde{\psi}_{0}(\sigma)$ is chosen and the equations ( 5.5 .55 ) and ( 5.5 .59 ) are solved subject to ( 5.5 .57 ), ( 5.5 .58 ), ( 5.5 .60 ) and (5.5.62). The secant method is used to update the value of $\tilde{\psi}_{0}(\sigma)$ that would also satisfy (5.5.56). The function $\tilde{u}_{1}(\sigma)$ is then directly computed using (5.5.61). The grid size for $\rho$ is 0.001 , and a variable grid size is used for the $\sigma$-direction starting with 0.01 . As $\sigma$ increases, the perturbed temperature near the wall becomes infinite, signaling thermal runaway. Thus, the step size is reduced to 0.000001 near the ignition distance. Figure 5.1 shows the perturbed temperature at the boundary versus $\sigma$ for two different values of the Mach number. The dashed curve is for $M=5$ and the solid curve is for $M=2$. The point at which $\Phi(\sigma, \rho)$ becomes unbounded is denoted by $\sigma_{*}$ and is referred to as the ignition distance. The plot shows that the non-dimensional ignition distance for Mach number $M=5$ is shorter than for $M=2$. The perturbed temperature profile at $\sigma=\sigma_{*}$ as a function of $\left(u_{s}-\rho\right)$ is shown in Figure 5.2. The dashed curve is for Mach number 5.0 and the solid curve is for Mach number 2.0. The graph shows the steady decrease in the perturbed temperature away from the boundary. The temperature values for $M=5.0$ are higher than the temperature values for $M=2.0$ at each point. In this formulation, the non-dimensional ignition distance depends mainly on the Mach number, and it is determined that the Prandtl number does not play a significant role in determining the ignition distance. Figure 5.3 is a plot of the ignition distance $\sigma_{*}$ versus Mach number. This graph shows that
$\sigma_{*}$ is nearly a linearly decreasing function of the Mach number. To see the effect of the Mach number on the velocity, the perturbed velocity profile at $\sigma=\sigma_{*}$ as a function of $\left(u_{s}-\rho\right)$ is shown in Figure 5.4 for Mach numbers $M=2.0$ and $M=5.0$. The dashed curve is for $M=5.0$ and the solid curve is for $M=2.0$.


Figure 5.1: Perturbed temperature growth with $\sigma$ at the ignition point. Solid curve for Mach number $M=2.0$ and dashed curve for $M=5.0$.


Figure 5.2: Perturbed temperature profile at ignition distance $\sigma_{*}$ as a function of $\left(u_{s}-\rho\right)$. Solid curve for $M=2.0$ and dashed curve for $M=5.0$.


Figure 5.3: Ignition distance $\sigma_{*}$ as a function of Mach number $M$.


Figure 5.4: The perturbed velocity profile at $\sigma=\sigma_{*}$ as a function of $\left(u_{s}-\rho\right)$. Solid curve for $M=2.0$ and dashed curve for $M=5.0$.

## Chapter 6

## ANALYSIS OF THE

## ISOTHERMAL WALL

### 6.1 Introduction

Now consider the case in which the wall temperature is held constant. The situation where viscous dissipation mainly provides the heating source for temperature increase is analyzed, and it is assumed that the surface temperature $T_{s}$ is less than the maximum temperature $T_{m a x}$. The inert-state temperature profile, Figure 3.7, has a maximum value at $\bar{\eta}=\eta^{*}$ which lies in the interior of the boundary layer, and since the reaction will initiate near the hottest location in the inert-state flow field, the reaction zone will be in the interior. Therefore, in the isothermal case, the boundary layer consists of two outer regions, $0<\bar{\eta}<\eta^{*}$ and $\eta^{*}<\bar{\eta}<\infty$, separated by an inner, reaction zone near $\eta^{*}$. The exponent of the reaction term suggests that, in the limit $E \rightarrow \infty$ being considered, the reaction term will be significant only in the region
where $\left|T-T_{m a x}\right|=O\left(E^{-1}\right)$. Using this fact, the thickness of the inner reaction zone is determined to be $O\left(\epsilon^{1 / 2}\right)$.

### 6.2 Reaction Zone Analysis

To examine the behaviour in the reaction zone for the isothermal wall, the inner stretched variable $\xi$ is introduced as

$$
\begin{equation*}
\bar{\eta}=\eta^{*}+\epsilon^{1 / 2} \xi . \tag{6.2.1}
\end{equation*}
$$

Also, as in the adiabatic case, the expansions of the inert temperature, mass fraction, viscosity and streamfunction used in the forthcoming analysis are

$$
\begin{gather*}
T_{I}=T_{I}\left(\eta^{*}\right)+\epsilon \frac{\ddot{T}_{I}\left(\eta^{*}\right)}{2} \xi^{2}+\ldots,  \tag{6.2.2}\\
Y_{I}=1  \tag{6.2.3}\\
\bar{\mu}=\bar{\mu}\left(T_{m a x}\right)+\epsilon \frac{1}{2} \bar{\mu}^{\prime}\left(T_{m a x}\right) \ddot{T}_{I}\left(\eta^{*}\right) \xi^{2}+\ldots  \tag{6.2.4}\\
\bar{\mu}^{\prime}=\bar{\mu}^{\prime}\left(T_{\max }\right)+\epsilon \frac{1}{2} \bar{\mu}^{\prime \prime}\left(T_{m a x}\right) \ddot{T}_{I}\left(\eta^{*}\right) \xi^{2}+\ldots  \tag{6.2.5}\\
F=F\left(\eta^{*}\right)+\epsilon^{\frac{1}{2}} \dot{F}\left(\eta^{*}\right) \xi+\ldots,  \tag{6.2.6}\\
\dot{F}=\dot{F}\left(\eta^{*}\right)+\epsilon^{\frac{1}{2}} \ddot{F}\left(\eta^{*}\right) \xi+\ldots \tag{6.2.7}
\end{gather*}
$$

and

$$
\begin{equation*}
\ddot{F}=\ddot{F}\left(\eta^{*}\right)+\epsilon^{\frac{1}{2}} \frac{d^{3} F}{d \bar{\eta}^{3}}\left(\eta^{*}\right) \xi+\ldots \tag{6.2.8}
\end{equation*}
$$

where $T_{\max }$ is the maximum inert temperature at $\eta=\eta^{*}$. Using the transformation (6.2.1) and expansions (6.2.2) - (6.2.8) in the perturbed momentum and energy equations (4.1.7) and (4.1.8) and keeping only $O\left(\epsilon^{-1 / 2}\right)$ and lower-order terms gives

$$
\begin{equation*}
-\epsilon^{-1} \bar{\mu}\left(T_{m a x}\right) \bar{u}_{0 \xi \xi}=\epsilon^{\frac{-1}{2}}\left\{F\left(\eta^{*}\right) \bar{u}_{0 \xi}-\bar{\mu}^{\prime}\left(T_{m a x}\right) \ddot{F}\left(\eta^{*}\right) \Psi_{0 \xi}\right\} \tag{6.2.9}
\end{equation*}
$$

and

$$
\begin{align*}
& -\epsilon^{\frac{-1}{2}} F\left(\eta^{*}\right) \Psi_{0 \xi}=\epsilon^{-1} \frac{1}{P_{r}} \bar{\mu}\left(T_{m a x}\right) \Psi_{0 \xi \xi} \\
& \quad-2 \epsilon^{\frac{-1}{2}}(\gamma-1) M^{2} \ddot{F}\left(\eta^{*}\right) \bar{\mu}\left(T_{m a x}\right) u_{0 \xi}+\epsilon^{-1} \frac{2 X \beta}{\rho} \Omega \tag{6.2.10}
\end{align*}
$$

which are written as

$$
\begin{equation*}
\bar{u}_{0 \xi \xi}=\epsilon^{1 / 2}\left[\frac{\bar{\mu}^{\prime}\left(T_{\max }\right)}{\bar{\mu}\left(T_{\max }\right)} \ddot{F}\left(\eta^{*}\right) \bar{\Psi}_{0 \xi}-\frac{F\left(\eta^{*}\right)}{\bar{\mu}\left(T_{\max }\right)} \bar{u}_{0 \xi}\right] \tag{6.2.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\Psi_{0 \xi \xi}=-\frac{2 X P_{r}}{\bar{\mu}\left(T_{\max }\right)} \frac{\beta}{\rho} \Omega-\epsilon^{\frac{1}{2}} \frac{P_{r} F\left(\eta^{*}\right)}{\bar{\mu}\left(T_{\max }\right)} \Psi_{0 \xi}+\epsilon^{1 / 2} 2 P_{r}(\gamma-1) M^{2} \ddot{F}\left(\eta^{*}\right) \bar{u}_{0 \xi} . \tag{6.2.12}
\end{equation*}
$$

The form of the reaction term under these assumption is

$$
\begin{align*}
\Omega & =D \rho Y e^{-E / T} \\
& =D_{0} \epsilon^{\delta} \rho Y e^{E\left(1 / T^{*}-1 / T\right)} \\
& =D_{0} \epsilon^{\delta} \rho Y e^{\left(-b \xi^{2}+\Psi_{0}\right)} \tag{6.2.13}
\end{align*}
$$

where $T^{*}=T_{m a x}$ and quantities $D_{0}$ and $\delta$ are chosen in the analysis.
Also,

$$
\begin{equation*}
\epsilon=\frac{T_{\max }^{2}}{E} \tag{6.2.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{b}=-\frac{\ddot{T}_{I}\left(\eta^{*}\right)}{2} \tag{6.2.15}
\end{equation*}
$$

Now equation (6.2.12) gives

$$
\begin{align*}
\Psi_{0 \xi \xi} & =-\epsilon^{\delta} \frac{2 X P_{r}}{\bar{\mu}\left(T_{\max }\right)} \beta D_{0} e^{-\bar{\delta} \xi^{2}+\Psi_{0}} \\
& -\epsilon^{1 / 2} \frac{P_{r} F\left(\eta^{*}\right)}{\bar{\mu}\left(T_{\max }\right)} \Psi_{0 \xi}+\epsilon^{1 / 2} 2 P_{r}(\gamma-1) M^{2} \ddot{F}\left(\eta^{*}\right) \bar{u}_{0 \xi} \tag{6.2.16}
\end{align*}
$$

Achieving an asymptotic match with the outer solutions requires that $\Psi_{0}(X, \xi)$ be expressed as

$$
\begin{equation*}
\Psi_{0}(X, \xi)=\bar{\psi}_{0}(X)+\epsilon^{1 / 2} \bar{\psi}_{1}(X, \xi) \tag{6.2.17}
\end{equation*}
$$

and balancing terms in the momentum equation requires that

$$
\begin{equation*}
\bar{u}_{0}(X, \xi)=u_{0}(X, \xi)+\epsilon^{1 / 2} u_{1}(X, \xi) . \tag{6.2.18}
\end{equation*}
$$

The governing system is now

$$
\begin{gather*}
u_{0 \xi \xi}=0  \tag{6.2.19}\\
u_{1 \xi \xi}=-\frac{F\left(\eta^{*}\right)}{\bar{\mu}\left(T_{m a x}\right)} u_{0 \xi}, \tag{6.2.20}
\end{gather*}
$$

and

$$
\begin{equation*}
\epsilon^{1 / 2} \bar{\psi}_{1 \xi \xi}=-\epsilon^{\delta} \frac{2 X P_{\tau}}{\bar{\mu}\left(T_{m a x}\right)} \beta D_{0} e^{\bar{\psi}_{0}(X)} e^{-\bar{\xi} \xi^{2}}+\epsilon^{1 / 2} 2 P_{r}(\gamma-1) M^{2} \ddot{F}\left(\eta^{*}\right) u_{0 \xi} . \tag{6.2.21}
\end{equation*}
$$

For the reaction term to be included in the analysis, $\delta=1 / 2$. By choosing $\delta, T^{*}$ and for convenience $D_{0}=1$, the choice of the length scale for the original problem is complete. The equation is now simply

$$
\begin{equation*}
\bar{\psi}_{1 \xi \xi}=-\bar{D} X e^{\bar{\psi}_{0}(X)} e^{-\bar{b} \xi^{2}}+2 P_{r}(\gamma-1) M^{2} \ddot{F}\left(\eta^{*}\right) u_{0 \xi} \tag{6.2.22}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{D}=\frac{2 P_{\digamma}}{\bar{\mu}\left(T_{\max }\right)} \beta \tag{6.2.23}
\end{equation*}
$$

Integrating equations (6.2.19) and (6.2.20) twice with respect to $\xi$ gives

$$
\begin{equation*}
u_{0}(X, \xi)=A \xi+B \tag{6.2.24}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{1}(X, \xi)=\frac{-F\left(\eta^{*}\right)}{\bar{\mu}\left(T_{\max }\right)} \int_{0}^{\xi} u_{0}\left(X, \xi^{\prime}\right) d \xi^{\prime}+\bar{u}_{1}(X) \xi \tag{6.2.25}
\end{equation*}
$$

where $A$ and $B$ are arbitrary functions of $X$. It is found later that achieving an asymptotic match with the outer solution requires $A$ to be identically zero. Therefore,

$$
\begin{equation*}
u_{0}(X, \xi)=B \tag{6.2.26}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{1}(X, \xi)=\frac{-F\left(\eta^{*}\right)}{\bar{\mu}\left(T_{\max }\right)} B \xi+\bar{u}_{1}(X) \xi \tag{6.2.27}
\end{equation*}
$$

where $B$ and $\bar{u}_{1}(X)$ are determined after matching the inner reaction-zone solution to the outer non-reacting-zone solutions. From equation (6.2.26), $u_{0 \xi} \equiv 0$, and the energy equation (6.2.22) reduces to

$$
\begin{equation*}
\bar{\psi}_{1 \xi \xi}=-\bar{D} X e^{\bar{\psi}_{0}(X)} e^{-\overline{\xi^{2}}} \tag{6.2.28}
\end{equation*}
$$

Integrating this equation twice with respect to $\xi$ gives

$$
\begin{equation*}
\bar{\psi}_{1}(X, \xi)=-\bar{D} X e^{\bar{\psi}_{0}(X)} \int_{0}^{\xi} \int_{0}^{\xi^{\prime}} e^{-\sigma \xi^{\prime \prime 2}} d \xi^{\prime \prime} d \xi^{\prime}+\bar{\psi}_{1 \xi}\left(X, \eta^{*}\right) \xi \tag{6.2.29}
\end{equation*}
$$

### 6.3 Analysis of the Outer Region

Since, in the case of the isothermal wall, the boundary layer is in the interior of the domain at the point $\eta^{*}$, there is an outer region on both sides of $\eta^{*}$. The left-hand side is for $0<\bar{\eta}<\eta^{*}$ and the right-hand side is for $\eta^{*}<\bar{\eta}<\infty$.

### 6.3.1 Left-Hand-Side Analysis

To analyze the problem in the outer region on the left-hand side, the expansions

$$
\begin{equation*}
u(X, \bar{\eta})=u_{I}(\bar{\eta})+\epsilon U(X, \bar{\eta})+O\left(\epsilon^{2}\right) \tag{6.3.30}
\end{equation*}
$$

and

$$
\begin{equation*}
T(X, \bar{\eta})=T_{I}(\bar{\eta})+\epsilon \Phi(X, \bar{\eta})+O\left(\epsilon^{2}\right) \tag{6.3.31}
\end{equation*}
$$

are used in the momentum equation (4.1.1) and the energy equation (4.1.2) to get

$$
\begin{align*}
& 2 X \dot{F} U_{X}-F U_{\bar{\eta}}-\left(\bar{\mu}_{I} U_{\bar{\eta}}\right)_{\bar{\eta}}= \\
& \quad-\left[\bar{\mu}_{I}^{\prime} \ddot{F} \Phi\right]_{\bar{\eta}}+\frac{1}{\sqrt{2 u_{s}}} \ddot{F}\left[\int_{0}^{\sqrt{2 u_{s} \bar{\eta}}} U d \bar{\eta}^{\prime}+2 X \int_{0}^{\sqrt{2 u_{s} \bar{\eta}}} U_{X} d \bar{\eta}^{\prime}\right] \tag{6.3.32}
\end{align*}
$$

and

$$
\begin{align*}
2 X \dot{F} \Phi_{X}-F \Phi_{\bar{\eta}}+ & \frac{1}{\sqrt{2 u_{s}}} T_{I \bar{\eta}}\left[\int_{0}^{\sqrt{2 u_{s}} \bar{\eta}} U d \bar{\eta}^{\prime}+2 X \int_{0}^{\sqrt{2 u_{s} \bar{\eta}}} U_{X} d \bar{\eta}^{\prime}\right]= \\
& \frac{1}{P_{r}}\left[\bar{\mu}_{I} \Phi_{\bar{\eta}}+\bar{\mu}_{I}^{\prime} T_{I \bar{\eta}} \Phi\right]_{\bar{\eta}} \\
& +(\gamma-1) M^{2}\left[-2 \ddot{F}_{\bar{\mu}}{ } U_{\bar{\eta}}+\bar{\mu}_{I}^{\prime} \ddot{F}^{2} \Phi\right]+\frac{2 X \beta}{\epsilon \rho} \Omega . \tag{6.3.33}
\end{align*}
$$

### 6.3.2 Right-Hand-Side Analysis

To analyze the problem in the outer region on the right-hand side, the expansions

$$
\begin{equation*}
u(X, \bar{\eta})=u_{I}(\bar{\eta})+\epsilon \bar{U}(X, \bar{\eta})+O\left(\epsilon^{2}\right) \tag{6.3.34}
\end{equation*}
$$

and

$$
\begin{equation*}
T(X, \bar{\eta})=T_{I}(\bar{\eta})+\epsilon \bar{\Phi}(X, \bar{\eta})+O\left(\epsilon^{2}\right) \tag{6.3.35}
\end{equation*}
$$

are used in the momentum equation (4.1.1) and the energy equation (4.1.2) to get the outer-region momentum and energy equations for the right-hand side in terms of variables $\bar{\eta}$ and $X$. These are

$$
\begin{align*}
& 2 X \dot{F} \bar{U}_{X}-F \bar{U}_{\bar{\eta}}-\left(\bar{\mu}_{I} \bar{U}_{\bar{\eta}}\right)_{\bar{\eta}}= \\
& \quad-\left[\bar{\mu}_{I}^{\prime} \ddot{F} \bar{\Phi}\right]_{\bar{\eta}}+\frac{1}{\sqrt{2 u_{s}}} \ddot{F}\left[\int_{0}^{\sqrt{2 u_{s} \eta^{*}}} \bar{U} d \bar{\eta}^{\prime}+\int_{\sqrt{2 u_{s} \eta^{*}}}^{\sqrt{2 u_{s} \bar{\eta}}} \bar{U} d \bar{\eta}^{\prime}\right. \\
& \left.\quad+2 X\left\{\int_{0}^{\sqrt{2 u_{s} \eta^{*}}} \bar{U}_{X} d \bar{\eta}^{\prime}+\int_{\sqrt{2 u_{s} \eta^{*}}}^{\sqrt{2 u_{s} \bar{\eta}}} \bar{U}_{X} d \bar{\eta}^{\prime}\right\}\right] \tag{6.3.36}
\end{align*}
$$

and

$$
2 X \dot{F} \bar{\Phi}_{X}-F \bar{\Phi}_{\bar{\eta}}+\frac{1}{\sqrt{2 u_{s}}} T_{I \bar{\eta}}\left[\int_{0}^{\sqrt{2 u_{s} \eta^{*}}} \bar{U} d \bar{\eta}^{\prime}+\int_{\sqrt{2 u_{s} \eta^{*}}}^{\sqrt{2 u_{s}} \bar{\eta}} \bar{U} d \bar{\eta}^{\prime}\right.
$$

$$
\begin{align*}
& \left.+2 X\left\{\int_{0}^{\sqrt{2 u_{s} \eta^{*}}} \bar{U}_{X} d \bar{\eta}^{\prime}+\int_{\sqrt{2 u_{s} \eta^{*}}}^{\sqrt{2 u_{s}} \bar{\eta}} \bar{U}_{X} d \bar{\eta}^{\prime}\right\}\right]= \\
& \frac{1}{P_{r}}\left[\bar{\mu}_{I} \bar{\Phi}_{\bar{\eta}}+\bar{\mu}_{I}^{\prime} T_{I \bar{\eta}} \overline{\bar{\phi}}\right]_{\bar{\eta}} \\
& +(\gamma-1) M^{2}\left[-2 \ddot{F} \bar{\mu}_{I} \bar{U}_{\bar{\eta}}+\bar{\mu}_{I}^{\prime} \ddot{F}^{2} \bar{\Phi}\right]+\frac{2 X \beta}{\epsilon \rho} \Omega . \tag{6.3.37}
\end{align*}
$$

### 6.4 Matching the Inner and Outer Solutions

### 6.4.1 Left-Hand-Side Matching-Momentum Equation

The inner-region expansion of $u$ is

$$
\begin{align*}
u_{\text {inner }} & =u_{I}+\epsilon u_{0}+\epsilon^{\frac{3}{2}} u_{1}+\ldots \\
& =u_{I}+\epsilon(A \xi+B)+\epsilon^{\frac{3}{2}}\left[\frac{-F\left(\eta^{*}\right)}{\bar{\mu}\left(T_{\max }\right)} B+\bar{u}_{1}(X)\right] \xi+\ldots \tag{6.4.38}
\end{align*}
$$

The outer-region expansion of $u$ with $\bar{\eta}=\eta^{*}+\epsilon^{\frac{1}{2}} \xi$ and $X=X$ is

$$
\begin{align*}
u_{\text {outer }} & =u_{I}+\epsilon U(X, \bar{\eta})+\ldots \\
& =u_{I}+\epsilon\left[U\left(X, \eta^{*}\right)+\epsilon^{\frac{1}{2}} \xi U_{\bar{\eta}}\left(X, \eta^{*}\right)\right]+\ldots \\
& =u_{I}+\epsilon U\left(X, \eta^{*}\right)+\epsilon^{\frac{3}{2}} \xi U_{\bar{\eta}}\left(X, \eta^{*}\right)+\ldots \tag{6.4.39}
\end{align*}
$$

The matching of the inner and outer expansions of $u$ for each $\xi$ requires

$$
\begin{gather*}
A=0,  \tag{6.4.40}\\
U\left(X, \eta^{*}\right)=B, \tag{6.4.41}
\end{gather*}
$$

and

$$
\begin{equation*}
U_{\bar{\eta}}\left(X, \eta^{*}\right)=\frac{-F\left(\eta^{*}\right)}{\bar{\mu}\left(T_{\max }\right)} B+\bar{u}_{1}(X) . \tag{6.4.42}
\end{equation*}
$$

These are the boundary conditions at $\bar{\eta}=\eta^{*}$ used to solve the momentum equation for the left-hand-side outer region. A homogeneous boundary condition is required at $\bar{\eta}=0$.

### 6.4.2 Left-Hand-Side Matching-Energy Equation

In the reaction zone, the temperature solution is of the form

$$
\begin{align*}
T_{\text {inner }} & =T_{I}+\epsilon \Psi_{0}(X, \xi)+\ldots  \tag{6.4.43}\\
& =T_{I}+\epsilon \bar{\psi}_{0}(X)+\epsilon^{\frac{3}{2}} \bar{\psi}_{1}(X, \xi)+\ldots \tag{6.4.44}
\end{align*}
$$

The integral in the expression for $\bar{\psi}_{1}(X, \xi)$ in equation (6.2.29) for the left-hand-side matching as $\xi \rightarrow-\infty$ goes as

$$
\begin{equation*}
I=\int_{0}^{\xi} \int_{0}^{\xi^{\prime}} e^{-\bar{b} \xi^{\prime \prime 2}} d \xi^{\prime \prime} d \xi^{\prime} \quad \rightarrow \quad \frac{-\sqrt{\pi}}{2 \sqrt{b}} \xi+\frac{1}{2 \bar{b}}+\ldots \tag{6.4.45}
\end{equation*}
$$

Using this, equation (6.2.29) is written as

$$
\begin{equation*}
\bar{\psi}_{1}(X, \xi) \approx-\bar{D} X e^{\bar{\psi}_{0}(X)}\left[\frac{-\sqrt{\pi}}{2 \sqrt{b}} \xi+\frac{1}{2 \bar{b}}\right]+\bar{\psi}_{1 \xi}\left(X, \eta^{*}\right) \xi \tag{6.4.46}
\end{equation*}
$$

or

$$
\begin{equation*}
\bar{\psi}_{1}(X, \xi) \approx M(X) \xi+N(X) \tag{6.4.47}
\end{equation*}
$$

where

$$
\begin{equation*}
M(X)=\frac{\bar{D} X \sqrt{\pi}}{2 \sqrt{b}} e^{\bar{\psi}_{0}(X)}+\bar{\psi}_{1 \xi}\left(X, \eta^{*}\right) \tag{6.4.48}
\end{equation*}
$$

and

$$
\begin{equation*}
N(X)=-\frac{\bar{D} X}{2 \bar{b}} e^{\bar{\psi}_{0}(X)} \tag{6.4.49}
\end{equation*}
$$

The expression for $T_{\text {inner }}$ is therefore

$$
\begin{equation*}
T_{\text {inner }}=T_{I}+\epsilon \bar{\psi}_{0}(X)+\epsilon^{\frac{3}{2}}\{M(X) \xi+N(X)\}+\ldots \tag{6.4.50}
\end{equation*}
$$

The expansion of the temperature on the left-hand side of the outer region is

$$
\begin{align*}
T_{\text {outer }} & =T_{I}+\epsilon \Phi(X, \bar{\eta})+\ldots \\
& =T_{I}+\epsilon\left\{\Phi\left(X, \eta^{*}\right)+\Phi_{\bar{\eta}}\left(X, \eta^{*}\right)\left(\bar{\eta}-\eta^{*}\right)+\ldots\right\} \tag{6.4.51}
\end{align*}
$$

and since $\bar{\eta}=\eta^{*}+\epsilon^{\frac{1}{2}} \xi$,

$$
\begin{equation*}
T_{\text {outer }}=T_{I}+\epsilon \Phi\left(X, \eta^{*}\right)+\epsilon^{\frac{3}{2}} \Phi_{\bar{\eta}}\left(X, \eta^{*}\right) \xi+\ldots \tag{6.4.52}
\end{equation*}
$$

The inner solution matches with the outer solution for each value of $\xi$ if

$$
\begin{equation*}
\Phi\left(X, \eta^{*}\right)=\bar{\psi}_{0}(X) \tag{6.4.53}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi_{\bar{\eta}}\left(X, \eta^{*}\right)=\frac{\bar{D} X \sqrt{\pi}}{2 \sqrt{b}} e^{\bar{\psi}_{0}(X)}+\bar{\psi}_{1 \xi}\left(X, \eta^{*}\right) \tag{6.4.54}
\end{equation*}
$$

These are the boundary conditions at $\bar{\eta}=\eta^{*}$ used to solve the energy equation for the left-hand-side outer region. A homogeneous boundary condition is required at $\bar{\eta}=0$.

### 6.4.3 Right-Hand-Side Matching-Momentum Equation

The inner-region expansion of $u$ for the right-hand side is

$$
\begin{align*}
u_{\text {inner }} & =u_{I}+\epsilon u_{0}+\epsilon^{\frac{3}{2}} u_{1}+\ldots \\
& =u_{I}+\epsilon B+\epsilon^{\frac{3}{2}}\left[\frac{-F\left(\eta^{*}\right)}{\bar{\mu}\left(T_{\max }\right)} B+\bar{u}_{1}(X)\right] \xi+\ldots, \tag{6.4.55}
\end{align*}
$$

and outer-region expansion for $u$ with $\bar{\eta}=\eta^{*}+\epsilon^{\frac{1}{2}} \xi$ and $X=X$ is

$$
\begin{align*}
u_{\text {outer }} & =u_{I}+\epsilon \bar{U}(X, \bar{\eta})+\ldots \\
& =u_{I}+\epsilon\left[\bar{U}\left(X, \eta^{*}\right)+\epsilon^{\frac{1}{2}} \xi \bar{U}_{\bar{\eta}}\left(X, \eta^{*}\right)\right]+\ldots \\
& =u_{I}+\epsilon \bar{U}\left(X, \eta^{*}\right)+\epsilon^{\frac{3}{2}} \bar{U}_{\bar{\eta}}\left(X, \eta^{*}\right) \xi+\ldots \tag{6.4.56}
\end{align*}
$$

The matching of the inner and outer expansions of $u$ for each $\xi$ requires

$$
\begin{equation*}
\bar{U}\left(X, \eta^{*}\right)=B \tag{6.4.57}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{U}_{\bar{\eta}}\left(X, \rho^{*}\right)=\frac{-F\left(\eta^{*}\right)}{\bar{\mu}\left(T_{\max }\right)} B+\bar{u}_{1}(X) . \tag{6.4.58}
\end{equation*}
$$

These are the boundary conditions at $\bar{\eta}=\eta^{*}$ used to solve the momentum equation for the right-hand-side outer region. A homogeneous boundary condition is required at $\bar{\eta} \rightarrow \infty$.

### 6.4.4 Right-Hand-Side Matching-Energy Equation

For the right-hand side-matching, the integral on the right-hand side of equation (6.2.29) as $\xi \rightarrow \infty$ goes as

$$
\begin{equation*}
I=\int_{0}^{\xi} \int_{0}^{\xi^{\prime}} e^{-\sigma \xi^{\prime \prime 2}} d \xi^{\prime \prime} d \xi^{\prime} \quad \rightarrow \quad \frac{\sqrt{\pi}}{2 \sqrt{\bar{b}}} \xi+\frac{1}{2 \bar{b}}+\ldots \tag{6.4.59}
\end{equation*}
$$

Using this, equation (6.2.29) is written as

$$
\begin{equation*}
\bar{\psi}_{1}(X, \xi) \approx-\bar{D} X e^{\bar{\psi}_{0}(X)}\left[\frac{\sqrt{\pi}}{2 \sqrt{\bar{b}}} \xi+\frac{1}{2 \bar{b}}\right]+\bar{\psi}_{1 \xi}\left(X, \eta^{*}\right) \xi \tag{6.4.60}
\end{equation*}
$$

or

$$
\begin{equation*}
\bar{\psi}_{1}(X, \xi) \approx \bar{M}(X) \xi+\bar{N}(X) \tag{6.4.61}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{M}(X)=\frac{-\bar{D} X \sqrt{\pi}}{2 \sqrt{b}} e^{\bar{\psi}_{0}(X)}+\bar{\psi}_{1 \xi}\left(X, \eta^{*}\right) \tag{6.4.62}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{N}(X)=-\frac{\bar{D} X}{2 \bar{b}} e^{\bar{\psi}_{0}(X)} . \tag{6.4.63}
\end{equation*}
$$

The inner-region expansion for the temperature $T$ on the right-hand side is

$$
\begin{align*}
T_{\text {inner }} & =T_{I}+\epsilon \bar{\psi}_{0}(X)+\epsilon^{\frac{3}{2}} \bar{\psi}_{1}(X, \xi)+\ldots \\
& =T_{I}+\epsilon \bar{\psi}_{0}(X)+\epsilon^{\frac{3}{2}}\{\bar{M}(X) \xi+\bar{N}(X)\}+\ldots \tag{6.4.64}
\end{align*}
$$

and the outer-region expansion with $\bar{\eta}=\eta^{*}+\epsilon^{\frac{1}{2}} \xi$ and $X=X$ is

$$
\begin{align*}
T_{\text {outer }} & =T_{I}+\epsilon \bar{\Phi}(X, \bar{\eta})+\ldots \\
& =T_{I}+\epsilon\left\{\bar{\Phi}\left(X, \eta^{*}\right)+\bar{\Phi}_{\bar{\eta}}\left(X, \eta^{*}\right)\left(\bar{\eta}-\eta^{*}\right)+\ldots\right\} \\
& =T_{I}+\epsilon \bar{\Phi}\left(X, \eta^{*}\right)+\epsilon^{\frac{3}{2}} \bar{\Phi}_{\bar{\eta}}\left(X, \eta^{*}\right) \xi+\ldots \tag{6.4.65}
\end{align*}
$$

For the inner expansion to match with the outer expansion for each $\xi$ requires

$$
\begin{equation*}
\bar{\Phi}\left(X, \eta^{*}\right)=\bar{\psi}_{0}(X) \tag{6.4.66}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{\Phi}_{\bar{\eta}}\left(X, \eta^{*}\right)=-\frac{\bar{D} X \sqrt{\pi}}{2 \sqrt{b}} e^{\bar{\psi}_{0}(X)}+\bar{\psi}_{1 \xi}\left(X, \eta^{*}\right) \tag{6.4.67}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{D}=\frac{2 P_{r} \beta}{\bar{\mu}\left(T_{\max }\right)} . \tag{6.4.68}
\end{equation*}
$$

These are the boundary conditions at $\bar{\eta}=\eta^{*}$ to solve the energy equation for the right-hand-side outer region. A homogeneous condition is required at $\bar{\eta} \rightarrow \infty$.

## Chapter 7

## NUMERICAL SOLUTIONS

### 7.1 Introduction

To solve the perturbed momentum and energy equations for the outer region numerically, the integration variables $\rho$ and $\sigma$ are introduced through the transformations

$$
\begin{equation*}
\rho=\frac{d F}{d \bar{\eta}} \tag{7.1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma=\ln (\hat{A} X) \tag{7.1.2}
\end{equation*}
$$

The momentum and energy equations, along with the corresponding boundary conditions for the outer region, are then transformed in terms of the variables $\rho$ and $\sigma$. The outer-region problem is now solved for the left-hand-side region $u_{s} \geq \rho \geq \dot{F}\left(\eta^{*}\right)$ and the right-hand-side region $\dot{F}\left(\eta^{*}\right) \geq \rho \geq u_{s}-1$.

### 7.2 Left-Hand-Side Problem

Proceeding as in the adiabatic case, the simplified momentum and energy equations for the left-hand-side outer region in terms of the integration variables $\rho$ and $\sigma$, are Momentum Equation

$$
\begin{equation*}
U_{\rho \rho}-\overline{\bar{g}} U_{\sigma}=\overline{\bar{A}} \Phi_{\rho}+\overline{\bar{B}} \Phi+\overline{\bar{D}} I_{2}+\overline{\bar{E}} I_{1} \tag{7.2.3}
\end{equation*}
$$

and

## Energy Equation

$$
\begin{equation*}
\Phi_{\rho \rho}-g \Phi_{\sigma}=\bar{A} \Phi_{\rho}+\bar{B} \Phi+\bar{C} U_{\rho}+\bar{D} I_{2}+\bar{E} I_{1} . \tag{7.2.4}
\end{equation*}
$$

The boundary condition for the momentum equation at $\bar{\eta}=\eta^{*}$, as found through matching the inner and outer solution, is

$$
\begin{equation*}
U_{\bar{\eta}}\left(X, \eta^{*}\right)=-\frac{F\left(\eta^{*}\right)}{\bar{\mu}\left(T_{\max }\right)} B+\bar{u}_{1}(X) \tag{7.2.5}
\end{equation*}
$$

which, in terms of variables $\rho$ and $\sigma$, is

$$
\begin{equation*}
U_{\rho}\left(\sigma, \rho^{*}\right)=-\frac{F\left(\eta^{*}\right)}{\bar{\mu}\left(T_{\max }\right) \stackrel{\stackrel{F}{F}}{ }\left(\eta^{*}\right)} B(\sigma)+\tilde{u}_{1}(\sigma) \tag{7.2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
B(\sigma)=U\left(\sigma, \rho^{*}\right) \tag{7.2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho^{*}=\dot{F}\left(\eta^{*}\right) \tag{7.2.8}
\end{equation*}
$$

The boundary condition at $\rho=u_{s}$ is

$$
\begin{equation*}
U\left(\sigma, u_{s}\right)=0 . \tag{7.2.9}
\end{equation*}
$$

Similarly, the boundary condition for the energy equation at $\bar{\eta}=\eta^{*}$, as found through matching the inner and outer solution, is

$$
\begin{equation*}
\Phi_{\bar{\eta}}\left(X, \eta^{*}\right)=\frac{P_{r} \beta \sqrt{\pi}}{\bar{\mu}\left(T_{m a x}\right) \sqrt{b}} X e^{\bar{\psi}_{0}(X)}+\bar{\psi}_{1 \xi}\left(X, \eta^{*}\right) \tag{7.2.10}
\end{equation*}
$$

which, in terms of $\rho$ and $\sigma$, is

$$
\begin{equation*}
\Phi_{\rho}\left(\sigma, \rho^{*}\right)=\frac{P_{r} \beta \sqrt{\pi}}{\bar{\mu}\left(T_{m a x}\right) \sqrt{\bar{b}} \ddot{F}\left(\eta^{*}\right)} \frac{e^{\sigma}}{\hat{A}} e^{\bar{\psi}_{0}(\sigma)}+\tilde{\psi}_{1}\left(\sigma, \rho^{*}\right) . \tag{7.2.11}
\end{equation*}
$$

For simplicity, $\hat{A}$ is chosen to be

$$
\begin{equation*}
\hat{A}=-\frac{P_{r} \beta \sqrt{\pi}}{\bar{\mu}\left(T_{\max }\right) \sqrt{b} \ddot{F}\left(\eta^{*}\right)} \tag{7.2.12}
\end{equation*}
$$

which simplifies (7.2.11) as

$$
\begin{equation*}
\Phi_{\rho}\left(\sigma, \rho^{*}\right)=-e^{\left[\bar{\psi}_{0}(\sigma)+\sigma\right]}+\tilde{\psi}_{1}\left(\sigma, \rho^{*}\right) \tag{7.2.13}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\psi}_{0}(\sigma)=\Phi\left(\sigma, \rho^{*}\right) \tag{7.2.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\psi}_{1}\left(\sigma, \rho^{*}\right)=\frac{\bar{\psi}_{1 \underline{\xi}}\left(X, \eta^{*}\right)}{\stackrel{F}{F}\left(\eta^{*}\right)} . \tag{7.2.15}
\end{equation*}
$$

The boundary condition at $\rho=u_{s}$ is

$$
\begin{equation*}
\Phi\left(\sigma, u_{s}\right)=0 \tag{7.2.16}
\end{equation*}
$$

### 7.3 Right-Hand-Side Problem

The simplified momentum and energy equations for the right-hand-side outer region $\dot{F}\left(\eta^{*}\right) \geq \rho \geq u_{s}-1$, in terms of the integration variables $\rho$ and $\sigma$, are

Momentum Equation

$$
\begin{equation*}
\bar{U}_{\rho \rho}-\overline{\bar{g}} \bar{U}_{\sigma}=\overline{\bar{A}} \bar{\Phi}_{\rho}+\overline{\bar{B}} \bar{\Phi}+\bar{D} I_{2}+\overline{\bar{E}} I_{1} \tag{7.3.17}
\end{equation*}
$$

and

## Energy Equation

$$
\begin{equation*}
\bar{\Phi}_{\rho \rho}-g \bar{\Phi}_{\sigma}=\bar{A} \bar{\Phi}_{\rho}+\bar{B} \bar{\Phi}+\bar{C} U_{\rho}+\bar{D} I_{2}+\bar{E} I_{1} . \tag{7.3.18}
\end{equation*}
$$

The boundary conditions for the momentum equation, in terms of $\sigma$ and $\rho$, are

$$
\begin{equation*}
\bar{U}_{\rho}\left(\sigma, \rho^{*}\right)=-\frac{F\left(\eta^{*}\right)}{\bar{\mu}\left(T_{\max }\right) \ddot{F}\left(\eta^{*}\right)} B(\sigma)+\tilde{u}_{1}(\sigma) \tag{7.3.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{U}\left(\sigma, u_{s}-1\right)=0 \tag{7.3.20}
\end{equation*}
$$

The boundary conditions for the energy equation, in terms of the variables $\rho$ and $\sigma$, are

$$
\begin{equation*}
\bar{\Phi}_{\rho}\left(\sigma, \rho^{*}\right)=e^{\left[\bar{\psi}_{0}(\sigma)+\sigma\right]}+\tilde{\psi}_{1}\left(\sigma, \rho^{*}\right) \tag{7.3.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{\Phi}\left(\sigma, u_{s}-1\right)=0 \tag{7.3.22}
\end{equation*}
$$

Note, that although the temperature has a jump in the derivative from the left-hand side to the right-hand side owing to the heat produced in the reaction term, the momentum equation does not have a jump in the derivative, and thus, the right-hand sides of (7.2.6) and (7.3.19) can be taken as a single unknown function of $\sigma$.

### 7.4 Derivation of the Initial Condition

Proceeding as in the adiabatic case, let $\Phi(\sigma, \rho)=\bar{\psi}_{0}(\rho) e^{\sigma}$ and $U(\sigma, \rho)=\bar{u}_{0}(\rho) e^{\sigma}$. The system of differential equations derived and solved numerically for the initial condition needed to start the solution in the outer region is

## Momentum Equation

$$
\begin{equation*}
\frac{d^{2} \bar{u}_{0}}{d \rho^{2}}-\overline{\bar{g}} \bar{u}_{0}=\overline{\bar{A}} \frac{d \bar{\psi}_{0}}{d \rho}+\overline{\bar{B}} \bar{\psi}_{0}+(\overline{\bar{D}}+\overline{\bar{E}}) I \tag{7.4.23}
\end{equation*}
$$

and

## Energy Equation

$$
\begin{equation*}
\frac{d^{2} \bar{\psi}_{0}}{d \rho^{2}}-g \bar{\psi}_{0}=\bar{A} \frac{d \bar{\psi}_{0}}{d \rho}+\bar{B} \bar{\psi}_{0}+\bar{C} \frac{d \bar{u}_{0}}{d \rho}+(\bar{D}+\bar{E}) I \tag{7.4.24}
\end{equation*}
$$

where

$$
\begin{equation*}
I=\int_{u_{s}}^{\rho} \frac{\bar{u}_{0}}{\tilde{F}\left(\rho^{\prime}\right)} d \rho^{\prime} \tag{7.4.25}
\end{equation*}
$$

and the boundary conditions are:

## Left-Hand Side

$$
\begin{align*}
\bar{u}_{0}\left(u_{s}\right) & =0,  \tag{7.4.26}\\
\bar{u}_{0 \rho}\left(\rho^{*}\right) & =\bar{g}_{0}  \tag{7.4.27}\\
\bar{\psi}_{0}\left(u_{s}\right) & =0, \tag{7.4.28}
\end{align*}
$$

and

$$
\begin{equation*}
\bar{\psi}_{0 \rho}\left(\rho^{*}\right)=-1 \tag{7.4.29}
\end{equation*}
$$

## Right-Hand Side

$$
\begin{gather*}
\bar{u}_{0 \rho}\left(\rho^{*}\right)=\bar{g}_{0}  \tag{7.4.30}\\
\bar{u}_{0}\left(u_{s}-1\right)=0  \tag{7.4.31}\\
\bar{\psi}_{0 \rho}\left(\rho^{*}\right)=1 \tag{7.4.32}
\end{gather*}
$$

and

$$
\begin{equation*}
\bar{\psi}_{0}\left(u_{s}-1\right)=0 \tag{7.4.33}
\end{equation*}
$$

The unknown constant $\overline{\bar{g}}_{0}$ is determined numerically by requiring $\bar{u}_{0}\left(\rho^{*}\right)$ from the left-hand-side solution to be equal to $\bar{u}_{0}\left(\rho^{*}\right)$ from the right-hand-side solution.

### 7.5 System of Equations

The complete system of differential and partial differential equations for the isothermal wall that is solved numerically is

$$
\begin{equation*}
F \ddot{F}+\dot{\bar{\mu} \ddot{F}}=0 \tag{7.5.34}
\end{equation*}
$$

with boundary conditions

$$
\begin{gather*}
F(0)=0  \tag{7.5.35}\\
\dot{F}(0)=u_{s} \tag{7.5.36}
\end{gather*}
$$

and

$$
\begin{gather*}
\dot{F}(\infty)=u_{s}-1 ;  \tag{7.5.37}\\
-F \ddot{F} T_{I \rho}=\frac{1}{P_{r}}\left\{\left(\overline{\left.\bar{\mu}\left(T_{I}\right) \ddot{F}\right)} T_{I \rho}+\bar{\mu}\left(T_{I}\right) \ddot{F}^{2} T_{I \rho \rho}\right\}+(\gamma-1) M^{2} \bar{\mu}\left(T_{I}\right) \ddot{F}^{2}\right. \tag{7.5.38}
\end{gather*}
$$

with boundary conditions

$$
\begin{equation*}
T_{I}\left(u_{s}\right)=T_{s} \tag{7.5.39}
\end{equation*}
$$

and

$$
\begin{gather*}
T_{I}\left(u_{s}-1\right)=1  \tag{7.5.40}\\
\Phi_{\rho \rho}-g \Phi_{\sigma}=\bar{A} \Phi_{\rho}+\bar{B} \Phi+\bar{C} U_{\rho}+\bar{D} I_{2}+\bar{E} I_{1} \tag{7.5.41}
\end{gather*}
$$

with boundary conditions

$$
\begin{equation*}
\Phi\left(\sigma, u_{s}\right)=0 \tag{7.5.42}
\end{equation*}
$$

$$
\begin{equation*}
\Phi_{\rho}\left(\sigma, \rho^{*}\right)=-e^{\bar{\psi}_{0}(\sigma)+\sigma}+\tilde{\psi}_{1}\left(\sigma, \rho^{*}\right) \tag{7.5.43}
\end{equation*}
$$

and

$$
\begin{gather*}
\Phi\left(\sigma, \rho^{*}\right)=\tilde{\psi}_{0}(\sigma) ;  \tag{7.5.44}\\
U_{\rho \rho}-\overline{\bar{g}} U_{\sigma}=\overline{\bar{A}} \Phi_{\rho}+\overline{\bar{B}} \Phi+\overline{\bar{D}} I_{2}+\overline{\bar{E}} I_{1} \tag{7.5.45}
\end{gather*}
$$

with boundary conditions

$$
\begin{gather*}
U\left(\sigma, u_{s}\right)=0,  \tag{7.5.46}\\
U_{\rho}\left(\sigma, \rho^{*}\right)=\frac{-F\left(\eta^{*}\right)}{\bar{\mu}\left(T_{\max }\right) \ddot{F}\left(\eta^{*}\right)} B(\sigma)+\tilde{u}_{1}(\sigma), \tag{7.5.47}
\end{gather*}
$$

and

$$
\begin{gather*}
U\left(\sigma, \rho^{*}\right)=B(\sigma)  \tag{7.5.48}\\
\bar{\Phi}_{\rho \rho}-g \bar{\Phi}_{\sigma}=\bar{A} \bar{\Phi}_{\rho}+\bar{B} \bar{\Phi}+\bar{C} U_{\rho}+\bar{D} I_{2}+\bar{E} I_{1} \tag{7.5.49}
\end{gather*}
$$

with boundary conditions

$$
\begin{gather*}
\bar{\Phi}_{\rho}\left(\sigma, \rho^{*}\right)=e^{\left[\bar{\psi}_{0}(\sigma)+\sigma\right]}+\tilde{\psi}_{1}\left(\sigma, \rho^{*}\right),  \tag{7.5.50}\\
\left.\bar{\Phi}\left(\sigma, u_{s}-1\right)\right)=0 \tag{7.5.51}
\end{gather*}
$$

and

$$
\begin{equation*}
\bar{\Phi}\left(\sigma, \rho^{*}\right)=\Phi\left(\sigma, \rho^{*}\right) ; \tag{7.5.52}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{U}_{\rho \rho}-\overline{\bar{g}} \bar{U}_{\sigma}=\overline{\bar{A}} \bar{\Phi}_{\rho}+\overline{\bar{B}} \bar{\Phi}+\overline{\bar{D}} I_{2}+\overline{\bar{E}} I_{1} \tag{7.5.53}
\end{equation*}
$$

with boundary conditions

$$
\begin{equation*}
\bar{U}_{\rho}\left(\sigma, \rho^{*}\right)=\frac{-F\left(\eta^{*}\right)}{\bar{\mu}\left(T_{m a x}\right) \stackrel{\rightharpoonup}{F}\left(\eta^{*}\right)} B(\sigma)+\tilde{u}_{1}(\sigma) \tag{7.5.54}
\end{equation*}
$$

$$
\begin{equation*}
\bar{U}\left(\sigma, u_{s}-1\right)=0 \tag{7.5.55}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{U}\left(\sigma, \rho^{*}\right)=U\left(\sigma, \rho^{*}\right) . \tag{7.5.56}
\end{equation*}
$$

The initial conditions are as derived in the previous section.

### 7.6 Numerical Results and Discussions

The solution to the system (7.5.41) through (7.5.56) is numerically determined using the Crank-Nicolson algorithm with finite differencing in the $\rho$-direction and implicit marching in the $\sigma$-direction. The conditions $\bar{\Phi}\left(\sigma, \rho^{*}\right)=\Phi\left(\sigma, \rho^{*}\right)$ and $\bar{U}\left(\sigma, \rho^{*}\right)=$ $U\left(\sigma, \rho^{*}\right)$ are used along with the secant method to determine the unknowns $\tilde{\psi}_{1}\left(\sigma, \rho^{*}\right)$ and $\tilde{u}_{1}(\sigma)$ at each value of $\sigma$. As in the adiabatic case, the differential equations are overdetermined; therefore, solutions exist only for certain values of $\tilde{\psi}_{1}\left(\sigma, \rho^{*}\right)$ and $\tilde{u}_{1}(\sigma)$. The grid size for $\rho$ is 0.001 , and a variable grid size is used for the $\sigma$-direction starting with 0.01 . A suitable initial value for $\sigma$ is found to be -6 . The coefficients of the energy and momentum equations depend on the inert-state solutions and physical parameters. The differential equations of the inert-state problem are solved using COLSYS. It is observed that as $\sigma$ increases, the perturbed temperature at $\rho^{*}$ becomes infinite, signaling thermal runaway, thus, the step size is reduced to 0.000001 as $\sigma$ approaches the ignition distance. This value of $\sigma$ is denoted by $\sigma_{*}$ and is referred to as ignition distance, whereas $\rho^{*}$ is called the ignition point. The system is solved for different values of the physical parameters, and the effects of these parameters on ignition distance and ignition point are analyzed. For Mach number $M=5.0$ and surface temperature $T_{s}=1.0$, the increase of temperature with $\sigma$ at ignition point $\rho^{*}$ is shown in Figure 7.1. Thermal runaway is found at ignition distance $\sigma_{*}=0.4287$. The
above system is also solved for fixed Mach number $M=2.5$ and different values for surface temperature $T_{s}$ ranging from 0.5 through 1.8. The temperature at ignition distance $\sigma_{*}$ is plotted as a function of ( $u_{s}-\rho$ ) in Figure 7.2. The plots show the rapid increase in the temperature in the vicinity of ignition point ( $u_{s}-\rho^{*}$ ) for both the left-hand-side and the right-hand-side solutions. Figure 7.3 is a similar plot for Mach number $M=5.0$ and surface temperature $T_{s}=1.0$. It is determined that in the isothermal wall case the surface temperature $T_{s}$ has a significant effect on the ignition distance $\sigma_{*}$ and the ignition point $\rho^{*}$. Figure 7.4 is a plot of the ignition distance $\sigma_{*}$ versus the surface temperature $T_{s}$ for fixed Mach number $M=2.5$ and Prandtl number $P_{r}=1$. The plot shows the decrease in the non-dimensional ignition distance as the surface temperature $T_{s}$ increases from 0.4 to about 1.2. For $T_{s}>1.2$, the value of the non-dimensional ignition distance starts to increase with $T_{s}$. Figure 7.5 is a plot of the ignition point $\left(u_{s}-\rho^{*}\right)$ versus the surface temperature that shows a linear decrease in the ignition point with $T_{s}$. Figure 7.6 is a plot of the ignition distance $\sigma_{*}$ versus the Mach number $M$ for fixed surface temperature $T_{s}$ showing the ignition distance decreasing linearly as the Mach number increases. It is determined that the effect of the Mach number $M$ on the ignition point ( $u_{s}-\rho^{*}$ ) is not very significant.


Figure 7.1: Perturbed temperature at ignition point $\rho^{*}$ as a function of $\sigma$ for fixed Mach number $M=5.0$ and surface temperature $T_{s}=1.0$.


Figure 7.2: Perturbed temperature profiles at ignition distance $\sigma_{*}$ as a function of $\left(u_{s}-\rho\right)$ for fixed Mach number $M=2.5$ and surface temperature $T_{s}=0.5,1.0,1.5$ and 1.8.


Figure 7.3: The perturbed temperature profile at $\sigma=\sigma_{*}$ as a function of $\left(u_{s}-\rho\right)$ for fixed Mach number $M=5.0$ and surface temperature $T_{s}=1$.


Figure 7.4: Ignition distance $\sigma_{*}$ as a function of surface temperature $T_{s}$ for fixed Mach number $M=2.5$ and Prandtl number $P_{r}=1$.


Figure 7.5: Ignition point ( $u_{s}-\rho^{*}$ ) as a function of surface temperature $T_{s}$ for fixed Mach number $M=2.5$.


Figure 7.6: Ignition distance $\sigma_{*}$ as a function of Mach number $M$ for fixed surface temperature $T_{s}=1.0$ and Prandtl number $P_{r}=1$.

## Chapter 8

## CONCLUDING REMARKS

Considered in the present study is the model of a planar shock front moving through a gas capable of undergoing an exothermic chemical reaction of the Arrhenius type. By including viscous terms and the presence of a wall, it is clear that a boundary layer develops behind the shock front. Asymptotic analysis in the limit of large activation energy is performed to investigate the ignition of this reactive gas in such a boundary layer. The analysis is done for both adiabatic boundary conditions with no transfer of heat across the wall and isothermal boundary conditions with the wall temperature held constant. Since thermal energy is created through viscous heating in the boundary layer, the ignition characteristics depend significantly on the magnitude and the form of the viscous heating term. Non-dimensionalization shows that the magnitude is proportional to the square of the Mach number, and using Sutherland's temperature-viscosity law provides a better approximation and more rapid variation of viscosity with respect to temperature than does the linear temperature-viscosity law. Im et al. [10] have studied a related problem using the linear temperatureviscosity law and not accounting for the effects of the shock. Their analysis and their
numerical calculations are simplified since the momentum and energy equations are uncoupled under these conditions. The use of the Sutherland's temperature-viscosity law presented here results in a coupling of the momentum and energy equations. The analysis and subsequent calculations are also considerably more involved. The effects of the shock are included and found to make significant differences in the inert temperature profile greatly affecting the ignition characteristics. A comparison is given for four cases: Sutherland's law with shock effects, Sutherland's law without shock effects, linear law with shock effects and linear law without shock effects. The cases with shock effects are referred to as the $u_{s} \neq 0$ cases, and the cases without shock effects are referred to as the $u_{s}=0$ cases. Figure 3.2 shows that the magnitude of the second derivative of the adiabatic, inert-state temperature near the boundary using the Sutherland's law with shock effects is significantly larger than when using the linear law without shock effects. This is especially significant for large Mach numbers. The larger second derivative indicates the effects of viscous heating are more localized. The inert-state temperature profiles of Figure 3.3 and Figure 3.4 show also that, although the adiabatic wall-temperature is same for constant Mach number, changing from the $u_{s}=0$ case to the $u_{s} \neq 0$ case localizes the viscous heating effects near the boundary. Interestingly, the velocity profiles in Figure 3.6 show no difference between the velocity profiles with $u_{s}=0$ and with $u_{s} \neq 0$. Since it is the velocity profiles that govern the creation of thermal energy through viscous heating, it is determined at this point that the major differences in the two analyses occur in the convective terms only. The subsequent different balancing between convective and diffusive terms is observed in the temperature profiles in Figure 3.3 and Figure 3.4. The profiles differ in character for large distances from the wall, as well as for small distances, as previously noted. Temperature profiles for the isothermal boundary conditions in Figure 3.8 show that, although the maximum temperature is the same
for a constant Mach number and the surface temperature, changing from the $u_{s}=0$ case to the $u_{s} \neq 0$ case localizes the viscous heating effects near the point of maximum temperature, but not as dramatically as in the adiabatic case. The same differences in the profiles appear for large distances from the wall.

The effects of the various parameters on the non-dimensional ignition distance and the ignition point are investigated for both the adiabatic and the isothermal boundary conditions. For the adiabatic boundary conditions, the non-dimensional ignition distance depends, mainly, on the Mach number $M$. It is found that the nondimensional ignition distance $\sigma_{*}$ decreases almost linearly with the Mach number as shown in Figure 5.3. In the isothermal wall case, there are two significant parameters, namely, the Mach number $M$ and the surface temperature $T_{s}$. The effect of both parameters on the ignition distance and the ignition point is analyzed by keeping one of them constant and varying the other. The effects of the surface temperature on the ignition distance and the ignition point for the fixed Mach number are shown in Figure 7.4 and Figure 7.5 respectively. It is seen that with the fixed Mach number, the non-dimensional ignition point $\rho^{*}$ decreases linearly with the surface temperature and the non-dimensional ignition distance $\sigma_{*}$ decreases at first, and then starts to increase as the surface temperature increases. The extremes of these regions are characterized by the loss of a temperature maximum in the boundary layer. For decreasing $T_{s}$, the temperature maximum occurs further and further away from the wall, and for increasing $T_{s}$, the temperature maximum approaches the wall as the value of $T_{s}$ approaches the value of the adiabatic wall-temperature for that Mach number. In both cases, the assumptions made to perform the asymptotic analysis contained here lose their validity.

It is concluded that the problem of ignition in the boundary layer behind a normal shock front is fundamentally different from the problem of supersonic flow past a flat
plate, as studied by Im et al. [10]. The analysis leads to identical velocity profiles (and, therefore, viscous heating) in terms of the proper similarity variables for each problem; however, the analysis shows that there are significant differences in the temperature profiles. Since the reaction term is temperature-sensitive, this leads to significant differences in the calculation of the ignition distance. However, it should be noted that the choice of $T^{*}$, which determines the exponentially varying length scales of the ignition problem, is the same for both cases. The differences in ignition distances are due mainly to the differences in curvature of the inert temperature profile at the ignition point. A change from the use of the linear-viscosity law to the more realistic Sutherland's viscosity law produces a similar change in the calculation of the ignition distance.
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## Appendix A

## Derivation of the $u_{s}$ versus $M$

## Relation

The mean flow equations, which express conservation of mass-flux, normal momentum and enthalpy across a shock-like discontinuity, are

$$
\begin{align*}
\rho_{1}^{\prime} v_{1}^{\prime} & =\rho_{2}^{\prime} v_{2}^{\prime}  \tag{A.1}\\
\frac{1}{2} v_{1}^{\prime 2}+\frac{a_{1}^{\prime 2}}{\gamma-1} & =\frac{1}{2} v_{2}^{\prime 2}+\frac{c_{2}^{\prime 2}}{\gamma-1}, \tag{A.2}
\end{align*}
$$

and

$$
\begin{equation*}
p_{1}^{\prime}+\rho_{1}^{\prime} v_{1}^{\prime 2}=p_{2}^{\prime}+\rho_{2}^{\prime} v_{2}^{\prime 2} \tag{A.3}
\end{equation*}
$$

where the subscripts 1 and 2 denote the regions ahead and behind the shock respectively. Also $v^{\prime}=u^{\prime}-u_{s}^{\prime}$, where $u^{\prime}$ is the normal component of the velocity, $u_{s}^{\prime}$ is the speed of the shock wave and $a^{\prime}$ is the speed of sound.

These equations are non-dimensionalized by choosing the sound speed behind the shock wave as the characteristic velocity and by selecting $\rho_{1}^{\prime}$ and $p_{1}^{\prime}$ to be the units of density and pressure to get

$$
\begin{gather*}
\frac{\rho_{1}}{\rho_{2}}=\frac{\tilde{v}_{2}}{\tilde{v}_{1}}  \tag{A.4}\\
\frac{1}{2} \tilde{v}_{1}^{2}+\frac{1}{\gamma-1}=\frac{1}{2} \tilde{v}_{2}^{2}+\frac{1}{\gamma-1} \tilde{a}_{2}^{2} \tag{A.5}
\end{gather*}
$$

and

$$
\begin{equation*}
\frac{\rho_{1}}{\rho_{2}}\left[\frac{1}{\gamma}+\tilde{v}_{1}^{2}\right]=\frac{1}{\gamma} \tilde{a}_{2}^{2}+\tilde{v}_{2}^{2} \tag{A.6}
\end{equation*}
$$

where $\tilde{v}_{1}=v_{1}^{\prime} / a_{1}^{\prime}, \tilde{v}_{2}=v_{2}^{\prime} / a_{1}^{\prime}$ and $\tilde{a}_{2}=a_{2}^{\prime} / a_{1}^{\prime}$. Using equation (A.4) in equation (A.6) and simplifying gives

$$
\begin{equation*}
2 \tilde{v}_{1} \tilde{a}_{2}^{2}=2\left(1+\gamma \tilde{v}_{1}^{2}\right) \tilde{v}_{2}-2 \gamma \tilde{v}_{1} \tilde{v}_{2}^{2} \tag{A.7}
\end{equation*}
$$

Similarly from equation (A.5),

$$
\begin{equation*}
2 \tilde{v}_{1} \tilde{a}_{2}^{2}=\tilde{v}_{1}\left(2+(\gamma-1) \tilde{v}_{1}^{2}\right)-\tilde{v}_{1}(\gamma-1) \tilde{v}_{2}^{2} \tag{A.8}
\end{equation*}
$$

Subtracting equation (A.7) from equation (A.8) and simplifying gives

$$
\begin{equation*}
\tilde{v}_{2}=\frac{\left(1+\gamma \tilde{v}_{1}^{2}\right) \pm\left(1-\tilde{v}_{1}^{2}\right)}{(\gamma+1)} \tag{A.9}
\end{equation*}
$$

Choosing the negative sign in the above equation gives $\tilde{v}_{2}=\tilde{v}_{1}$. This physically means that there is no shock. Therefore, the positive sign is the proper choice, so choosing provides

$$
\begin{equation*}
\tilde{v}_{2}=\frac{2+(\gamma-1) \tilde{v}_{1}^{2}}{(\gamma+1)} \tag{A.10}
\end{equation*}
$$

Solving equation (A.8) for $\tilde{a}_{2}^{2}$ gives

$$
\begin{equation*}
\tilde{a}_{2}^{2}=1+\frac{1}{2}(\gamma-1)\left(\tilde{v}_{1}^{2}-\tilde{v}_{2}^{2}\right) \tag{A.11}
\end{equation*}
$$

Now, define $M_{1}=\tilde{v}_{1}$ and rewrite equation (A.10) as

$$
\begin{equation*}
\tilde{v}_{2}=\frac{2+(\gamma-1) M_{1}^{2}}{(\gamma+1) M_{1}} \tag{A.12}
\end{equation*}
$$

Using this in equation (A.11) and simplifying gives $\tilde{a}_{2}$ as

$$
\begin{equation*}
\tilde{a}_{2}^{2}=\frac{4 \gamma(\gamma-1) M_{1}^{4}-\left(2 \gamma^{2}-12 \gamma+2\right) M_{1}^{2}-4(\gamma-1)}{2(\gamma+1)^{2} M_{1}^{2}} \tag{A.13}
\end{equation*}
$$

By definition, the Mach number behind the shock is

$$
\begin{equation*}
M_{2}^{2}=\frac{\tilde{v}_{2}^{2}}{\tilde{a}_{2}^{2}} \tag{A.14}
\end{equation*}
$$

Using equations (A.12) and (A.13) gives

$$
\begin{equation*}
M_{2}^{2}=\frac{2+(\gamma-1) M_{1}^{2}}{2 \gamma M_{1}^{2}-(\gamma-1)} \tag{A.15}
\end{equation*}
$$

or

$$
\begin{equation*}
M_{1}^{2}=\frac{2+(\gamma-1) M_{2}^{2}}{2 \gamma M_{2}^{2}-(\gamma-1)} \tag{A.16}
\end{equation*}
$$

From equation (A.10)

$$
\begin{equation*}
\frac{v_{1}^{\prime}}{v_{2}^{\prime}}=\frac{(\gamma+1) M_{1}^{2}}{2+(\gamma-1) M_{1}^{2}} \tag{A.17}
\end{equation*}
$$

and using equation (A.16) in (A.17)

$$
\begin{equation*}
\frac{v_{1}^{\prime}}{v_{2}^{\prime}}=\frac{2+(\gamma-1) M_{2}^{2}}{(\gamma+1) M_{2}^{2}} \tag{A.18}
\end{equation*}
$$

Now, from the definition of the original problem as seen schematically in figure (1.1b)

$$
\begin{equation*}
\frac{v_{1}^{\prime}}{v_{2}^{\prime}}=\frac{-u_{s}^{\prime}}{u_{\infty}^{\prime}-u_{s}^{\prime}} \tag{A.19}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{v_{1}^{\prime}}{v_{2}^{\prime}}=\frac{-u_{s}}{1-u_{s}} . \tag{A.20}
\end{equation*}
$$

Therefore, equation (A.17) is written as

$$
\begin{equation*}
\frac{-u_{s}}{1-u_{s}}=\frac{2+(\gamma-1) M_{2}^{2}}{(\gamma+1) M_{2}^{2}} \tag{A.21}
\end{equation*}
$$

and solving for $M_{2}$ gives

$$
\begin{equation*}
M_{2}^{2}=\frac{2\left(u_{s}-1\right)}{2 u_{s}+(\gamma+1)} . \tag{A.22}
\end{equation*}
$$

By definition

$$
\begin{align*}
M_{2} & =\frac{v_{2}^{\prime}}{a_{2}^{\prime}} \\
& =\frac{u_{\infty}^{\prime}-u_{s}^{\prime}}{a_{2}^{\prime}} \\
& =M\left(1-u_{s}\right) \tag{A.23}
\end{align*}
$$

Using this in equation (A.22) gives

$$
\begin{equation*}
M^{2}\left(1-u_{s}^{2}\right)=\frac{2\left(u_{s}-1\right)}{2 u_{s}+(\gamma-1)} \tag{A.24}
\end{equation*}
$$

and solving for $u_{s}$ produces the final result

$$
\begin{equation*}
u_{s}=\frac{(3-\gamma) M+\sqrt{(\gamma+1)^{2} M^{2}+16}}{4 M} \tag{A.25}
\end{equation*}
$$

## Appendix B

## Derivation of the Relations for $\xi_{t}$,

## $\xi_{x}$ and $\xi_{x} u$

To derive the relations for $\xi_{t}, \xi_{x}$ and $\xi_{x} u$, consider the following Howarth Dorodnitzyn variable transformation

$$
\begin{gather*}
\xi=\int_{0}^{y} \rho\left(x, y^{\prime}, t\right) d y^{\prime}  \tag{B.1}\\
\bar{x}=x \tag{B.2}
\end{gather*}
$$

and

$$
\begin{equation*}
\bar{t}=t \tag{B.3}
\end{equation*}
$$

which gives the relations

$$
\begin{gather*}
\frac{\partial}{\partial x}=\frac{\partial}{\partial \bar{x}}+\xi_{x} \frac{\partial}{\partial \xi}  \tag{B.4}\\
\frac{\partial}{\partial y}=\rho \frac{\partial}{\partial \xi} \tag{B.5}
\end{gather*}
$$

and

$$
\begin{equation*}
\frac{\partial}{\partial t}=\xi_{t} \frac{\partial}{\partial \xi}+\frac{\partial}{\partial \bar{t}} \tag{B.6}
\end{equation*}
$$

Differentiating equation (B.1) with respect to $t$ and using equation (B.6) for $\partial / \partial t$ on the right-hand side gives

$$
\begin{equation*}
\xi_{t}=\int_{0}^{y}\left(\xi_{t} \rho_{\xi}+\rho_{\bar{t}}\right) d y^{\prime} \tag{B.7}
\end{equation*}
$$

Now, consider the transformation for the similarity variable $\eta$

$$
\begin{gather*}
\eta=\frac{\sqrt{u_{u}} \xi}{\sqrt{u_{s} \bar{t}-\bar{x}}}  \tag{B.8}\\
X=u_{s} \bar{t}-\bar{x} \tag{B.9}
\end{gather*}
$$

and

$$
\begin{equation*}
\overline{\bar{t}}=\bar{t} \tag{B.10}
\end{equation*}
$$

which gives

$$
\begin{gather*}
\frac{\partial}{\partial \xi}=\sqrt{\frac{u_{s}}{X}} \frac{\partial}{\partial \eta}  \tag{B.11}\\
\frac{\partial}{\partial \bar{x}}=\frac{\eta}{2 X} \frac{\partial}{\partial \eta}-\frac{\partial}{\partial X} \tag{B.12}
\end{gather*}
$$

and

$$
\begin{equation*}
\frac{\partial}{\partial \bar{t}}=-\frac{u_{s} \eta}{2 X} \frac{\partial}{\partial \eta}+u_{s} \frac{\partial}{\partial X}+\frac{\partial}{\partial \overline{\bar{t}}} \tag{B.13}
\end{equation*}
$$

Using equations (B.11) and (B.13) in equation (B.7) gives

$$
\begin{equation*}
\xi_{t}=\int_{0}^{y}\left\{\xi_{t} \sqrt{\frac{u_{s}}{X}} \rho_{\eta}-\frac{u_{s} \eta}{2 X} \rho_{\eta}+u_{s} \rho_{X}+\rho_{\bar{t}}\right\} d y^{\prime} \tag{B.14}
\end{equation*}
$$

Now, from equation (B.1),

$$
\begin{equation*}
d \xi=\rho d y \tag{B.15}
\end{equation*}
$$

and combining equations (B.8) and (B.9) gives

$$
\begin{equation*}
\eta=\sqrt{\frac{u_{s}}{X}} \xi . \tag{B.16}
\end{equation*}
$$

Differentiating equation (B.16) and using relation (B.15) on the right-hand side provides the relation

$$
\begin{equation*}
d \eta=\sqrt{\frac{u_{s}}{X}} \rho d y \tag{B.17}
\end{equation*}
$$

The expression for $\xi_{t}$ can be simplified as

$$
\begin{equation*}
\xi_{t}=\int_{0}^{\eta}\left\{\xi_{t} \frac{\rho_{\eta}^{\prime}}{\rho}-\frac{1}{2} \sqrt{\frac{u_{s}}{X}} \eta^{\prime} \frac{\rho_{\eta^{\prime}}}{\rho}+u_{s} \sqrt{\frac{X}{u_{s}}} \frac{\rho_{X}}{\rho}+\sqrt{\frac{X}{u_{s}}} \frac{\rho_{\bar{t}}}{\rho}\right\} d \eta^{\prime} . \tag{B.18}
\end{equation*}
$$

Proceeding similarly, the expression for $\xi_{x}$ is

$$
\begin{equation*}
\xi_{x}=\int_{0}^{y}\left\{\frac{1}{2} \frac{1}{\sqrt{u_{s} X}} \eta^{\prime} \frac{\rho_{\eta^{\prime}}}{\rho}-\sqrt{\frac{X}{u_{s}}} \frac{\rho_{X}}{\rho}+\xi_{x} \frac{\rho_{\eta^{\prime}}}{\rho}\right\} d \eta^{\prime} \tag{B.19}
\end{equation*}
$$

To derive the expression for $\xi_{x} u$, consider

$$
\begin{equation*}
\xi=\int_{0}^{y} \rho d y^{\prime} . \tag{B.20}
\end{equation*}
$$

Differentiating with respect to $x$ gives

$$
\begin{equation*}
\xi_{x}=\int_{0}^{y} \rho_{x} d y^{\prime} \tag{B.21}
\end{equation*}
$$

and, therefore,

$$
\begin{equation*}
\frac{d}{d y}\left(\xi_{x}\right)=\rho_{x} \tag{B.22}
\end{equation*}
$$

Now, integrating by parts the integral $\int_{0}^{y} \xi_{x} u_{y^{\prime}} d y^{\prime}$ and using the relation (B.22) gives

$$
\begin{equation*}
\int_{0}^{y} \xi_{x} u_{y^{\prime}} d y^{\prime}=\xi_{x} u-\int_{0}^{y} \rho_{x} u d y^{\prime} \tag{B.23}
\end{equation*}
$$

which can be rearranged to get

$$
\begin{equation*}
\xi_{x} u=\int_{0}^{y}\left[\rho_{x} u+\xi_{x} u_{y^{\prime}}\right] d y^{\prime} \tag{B.24}
\end{equation*}
$$

Using equation (B.4) for $\rho_{x}$ on the right-hand side provides

$$
\begin{equation*}
\xi_{\bar{x}} u=\int_{0}^{y}\left[u\left\{\rho_{\bar{x}}+\xi_{x} \rho_{\xi}\right\}+\xi_{\bar{x}} u_{y^{\prime}}\right] d y^{\prime} \tag{B.25}
\end{equation*}
$$

and using equation (B.11) and (B.12) the above expression can be simplified to

$$
\begin{equation*}
\xi_{x} u=\int_{0}^{\eta}\left\{\frac{1}{2} \frac{u}{\sqrt{u_{s} X}} \eta^{\prime} \frac{\rho_{\eta^{\prime}}}{\rho}-u \sqrt{\frac{X}{u_{s}}} \frac{\rho_{X}}{\rho}+u \xi_{x} \frac{\rho_{\eta^{\prime}}}{\rho}+\xi_{x} u_{\eta^{\prime}}\right\} d \eta^{\prime} \tag{B.26}
\end{equation*}
$$
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