
Old Dominion University
ODU Digital Commons
Mechanical & Aerospace Engineering Theses &
Dissertations Mechanical & Aerospace Engineering

Spring 2015

Isogeometric Analysis for Electromagnetism
Tahsin Khajah
Old Dominion University

Follow this and additional works at: https://digitalcommons.odu.edu/mae_etds

Part of the Electromagnetics and Photonics Commons, and the Mechanical Engineering
Commons

This Dissertation is brought to you for free and open access by the Mechanical & Aerospace Engineering at ODU Digital Commons. It has been
accepted for inclusion in Mechanical & Aerospace Engineering Theses & Dissertations by an authorized administrator of ODU Digital Commons. For
more information, please contact digitalcommons@odu.edu.

Recommended Citation
Khajah, Tahsin. "Isogeometric Analysis for Electromagnetism" (2015). Doctor of Philosophy (PhD), dissertation, Mechanical &
Aerospace Engineering, Old Dominion University, DOI: 10.25777/dgj8-6928
https://digitalcommons.odu.edu/mae_etds/129

https://digitalcommons.odu.edu?utm_source=digitalcommons.odu.edu%2Fmae_etds%2F129&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digitalcommons.odu.edu/mae_etds?utm_source=digitalcommons.odu.edu%2Fmae_etds%2F129&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digitalcommons.odu.edu/mae_etds?utm_source=digitalcommons.odu.edu%2Fmae_etds%2F129&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digitalcommons.odu.edu/mae?utm_source=digitalcommons.odu.edu%2Fmae_etds%2F129&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digitalcommons.odu.edu/mae_etds?utm_source=digitalcommons.odu.edu%2Fmae_etds%2F129&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/271?utm_source=digitalcommons.odu.edu%2Fmae_etds%2F129&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/293?utm_source=digitalcommons.odu.edu%2Fmae_etds%2F129&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/293?utm_source=digitalcommons.odu.edu%2Fmae_etds%2F129&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digitalcommons.odu.edu/mae_etds/129?utm_source=digitalcommons.odu.edu%2Fmae_etds%2F129&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:digitalcommons@odu.edu


ISOGEOMETRIC ANALYSIS FOR

ELECTROMAGNETISM

by

Tahsin K hajah 
M.Sc. Sharif University of Technology, Tehran, Iran

A Dissertation Subm itted to  the Faculty of 
Old Dominion University in Partial Fulfillment of the 

Requirements for the Degree of

D O CTO R OF PHILOSOPHY

DEPARTM ENT OF MECHANICAL AND AEROSPACE ENIGNEERING

OLD DOMINION UNIVERSITY 
May 2015

Approved by:

Gene Hou. (Directoi

Sebastian Bawab (Member)

Michel Audette (Member)

Miltiadis Kotinis (Member)



ABSTRACT

ISOGEOMETRIC ANALYSIS FOR ELECTROMAGNETISM

Tahsin K hajah 
Old Dominion University, 2015 

Director: Dr. Gene Hou

The combination of numerical analysis with the scanning technology has been see­

ing increased use in many research areas. There is an emerging need for high-fidelity 

geometric modeling and meshing for practical applications. The Isogeometric Anal­

ysis (IGA) is a comprehensive com putational framework, which integrates geometric 

modeling and meshing with analysis. Different from other existing numerical m eth­

ods, the IGA can generate analysis ready models w ithout loss of geometrical accuracy. 

In IGA, the continuity and the quality of a solution can be conveniently controlled 

and refined. These features enable IGA to integrate modeling, analysis, and de­

sign in a unified framework, the root idea of IGA. The IGA for electromagmetics 

is studied here for steady and transient electromagnetics as well as electromagnetic 

scattering. The solution procedure and the associated M atlab codes are developed 

to simulate the electromagnetic radiation on a biological tissues. The scattered and 

the to tal electrical fields are computed over the complex geometry of a brain section 

with realistic m aterial properties. A perfectly matched layer (PML) is developed to 

model the far field boundary condition. The IGA platform developed here offers a 

reliable simulation within an accurate representation of the geometry. The results of 

this research can be used both in evaluating the potential health and safety risks of 

electromagnetic radiations and in optimizing the design of radiating devices used in 

non-invasive diagnostics and therapies.
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CHAPTER 1 

INTRODUCTION

Studying the effects of electromagnetic radiation (EM) on biological media 

has attrac ted  a great interest in literature. There are two main objectives in such 

a study. The first objective is to  evaluate the potential health and safety risks of 

electromagnetic radiation and to set standards for safe exposures. Examples of this 

case are human body exposed to radiation from cellular phones, imaging devices, 

wireless Local Area Networks (LANs), etc. Specifically the safety of imaging devices 

for patients w ith metallic implants is not fully regulated and under investigation. 

The second objective is the development and utilization of electromagnetic radiation 

devices for medical applications such as non-invasive diagnostics and therapies.

One of the therapeutic applications is the hypertherm ia treatm ent which is 

used to  shrink the tum or size by heating the cancer cells. Electromagnetic radiation 

can generate the required heat inside the body. However, focusing the electromag­

netic field on a specific area w ithout damaging the nearby cells is far from trivial. 

Biological tissues including the brain layers, muscle, fat, blood, and organ tissues 

have relatively high dielectric constants and conductivities. Therefore, the radiated 

electromagnetic field power is absorbed and the electromagnetic wave is attenuated 

exponentially inside the tissues. Hence, delivering electromagnetic energy to deep 

seated tissue/tum or remains a difficult problem. Another challenge is the possibility 

of generating standing waves during radiation which can results in hot spots [35].
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Standing waves are generated from the scattered fields of the interface between the 

m aterial layers [68] and can lead to  a deep burn of the tissue. Since nerve cells are 

not distributed evenly throughout the body, the burning tissue might not even be 

felt by the patient. As a result, reliable electromagnetic analysis on biological tissues 

demands high fidelity model generation so th a t it can predict the hot spots. Since 

the circulating blood can distribute the generated heat very effectively, avoiding hot 

spots inside the brain is more critical. Consequently, an accurate patient specific 

model is required for brain radiation analysis.

A nother therapeutic application is brain stimulation. A customizable model 

providing a detailed geometric representation of the brain leads to a precise eval­

uation of the electrical field generated inside the brain. In Repetitive Transcranial 

Magnetic Stimulation (rTM S)  a magnet is used to activate the outer layers of the 

brain by sending short electromagnetic pulses. These pulses will create small electri­

cal currents in the targeted area of the brain witch stim ulate the nerve cells. rTMS 

which can roughly target a specific part of the brain is approved by FDA in 2008 for 

treatm ent of m ajor depression [32,45,49] only after other treatm ents fails to  improve 

the patient conditions. This treatm ent is rather new and therefore with unknown 

long-term side effects. Common side effects include contraction of the scalp, jaw and 

face muscles, mild headaches, and brief lightheadedness.

The possibility of precisely estim ating the electromagnetic radiations on high 

fidelity models can be used in both  optimal designing of cell phones and other mobile



devices as well as minimization of the undesirable effects of radiation during diag­

nostic and therapeutic applications. To achieve this, realistic models of the brain 

should be generated. Then the electromagnetic fields should be estim ated within 

the resulting hi-fidelity models. Furthermore, the analysis m ethod should provide an 

autom atic mechanism to refine the the solution in oder to  achieve numerical results 

with acceptable accuracy. The common methods to  numerically solve the governing 

equations related to electromagnetic fields are discussed next.

1.1 COMPUTATIONAL ELECTROMAGNETICS

The popular methods for com putational electromagnetics are the Finite Dif­

ference Time Domain method (FDTD), the M ethod of Moments (MOM), and the 

Finite Elements (FEM) in general and the the Edge Finite Elements in particular.

Finite Difference Time Domain (FDTD)  is a very popular m ethod to  solve 

electromagnetic problems which is constructed based on the Yee’s algorithm devel­

oped in 1966 [86]. The FDTD method estimates the electric and magnetic fields in 

space and tim e simultaneously. In other words, the Maxwell’s equations are solved 

in its coupled form. This method relies on a underlying structured grid which limits 

its applications for complex geometries. FDTD also losses accuracy when used for 

inhomogeneous media. Hybrid methods [5] and local mesh refinement strategies can 

be used to  partially resolve these shortcomings [8,60, 87] at the cost of increased 

complexity and reduced efficiency.
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The Boundary Element Method (BEM) and Method of Moments (MOM) are 

considered to be superior to  FEM  in the sense th a t it is only necessary to  discretize 

the boundary of the solution domain. This means th a t BEM requires only surface 

elements for three dimensional problems, whereas the FEM employs volume ele­

ments. It is significantly more efficient for problems with small surface/volume ratio. 

However, BEM is primarily applicable to  linear differential equations with constant 

coefficients. Its implementation to  more general types of differential equations is 

both  cumbersome and com putationally expensive: the resulting m atrices are fully 

populated and the com putational time tends to  grow according to  the square of the 

problem size.

The Finite Element M ethod (FEM) is a numerical m ethod for solving partial 

differential equations. This m ethod was developed in the mid-1950s to solve problems 

in stress analysis. Since then, FEM has been generalized and used to  solve a broad 

range of differential equations such as Laplaces equation, Poissons equation, as well 

as equations of electrostatics and electromagnetics.

The most significant practical advantage of FEM  compared to other methods 

is its general applicability and its capacity to  handle an analysis domain with an 

arbitrary  geometry. For example a two-dimensional analysis domain is discretized 

into a finite number of elementary units, such as triangles or quadrilaterals, which 

aptly enough are denoted finite elements. The Finite element m ethod was first used 

for electromagnetics in 1969 to study homogeneous wave guide problem [73]. FEM  for 

electromagnetics was not widely accepted before the introduction of the edge based
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vector elements by Nedelec [55,56] to  overcome the problem of spurious modes. Edge 

Finite Elements can provide field tangential continuity along the interface of elements 

while the normal component is allowed to be discontinuous. These element are also 

called H(curl)-conforming elements.

The codes developed in this study were built upon the existing research tool 

GeoPDEs [23]. The GeoPDEs has an excellent software architecture which provides 

a flexible framework to  support the use of IGA to solve many academic and engi­

neering problems. The existing GeoPDEs platform has been used to solve Maxwells 

eigenvalue problem. The codes developed here can solve m ulti-patch steady state, the 

transient Maxwells equations, and finally electromagnetic scattering problem. The 

la tter included the PML construction for the IGA. The imaged-based model genera­

tion code developed in this study has been used to  generate hi-fidelity brain section 

model. The presented model generation m ethod is compatible with the GeoPDEs 

structure, which can generate imaged-based models for other applications.

1.2 ELECTROMAGNETIC RADIATION IN BIOLOGICAL MEDIA

Biological tissues are geometrically complex and composed of several layers 

with inhomogeneous frequency dispersive properties. Like any other media, perm it­

tivity, permeability, and conductivity can be defined for each m aterial involved in 

the human body. Therefore, wave propagation in biological media can be considered 

a problem of electromagnetic wave incident in a lossy medium. W hen propagating 

wave encounters the interface of two mediums a portion of the incident EM energy is
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reflected from the interface and a portion is transm itted. In lossy materials, another 

portion of the electric field dies out eventually through conversion to heat energy.

The geometry of m aterial interfaces affects the generated electromagnetic field 

inside the brain. Therefore representing an accurate geometry in analysis domain is 

essential to  obtain a reliable solution. The most common numerical method used 

to find the solution on complex geometries is FEM. However generating a analysis 

ready geometry for FEM  is far from trivial and takes about 80% of the analysis time. 

Any change in the geometrical model requires remeshing and manual modifications 

to regenerate the analysis domain. Also the initial model looses geometrical accuracy 

during discretization.

Isogeometric Analysis (IGA) is a new approach which implements CAD basis 

functions in the solution domain. Therefore this m ethod provide a direct communi­

cation between the analysis domain and the CAD model. Since meshes are generated 

from the embedded param etric discretization, and therefore can be updated auto­

matically, there is no re-meshing required even for large deformations which makes 

IGA more flexible for analysis of customizable models. This property is also essential 

when using IGA as an analysis tool for shape optimization. The models created for 

IGA do not loose geometrical detail in the analysis domain. In most biomedical ap­

plications there is no CAD model. However, numerous effective algorithms have been 

developed by CAD community th a t can be used to generate image-based hi-fidelity 

models.

In addition, IGA provides superior refinement possibilities; the effective knot



insertion algorithms can be used for /i-refinement in IGA without affecting the ge­

ometry and the continuity of the solution. The existing convenient and effective 

algorithms to  generate pth order NURBS basis functions can be used directly in or­

der elevation or p-refinement in IGA. While the com putational cost of FEM and 

IGA are similar for the same number of degrees of freedom, IGA provides geometri­

cal accuracy, superior refinement possibilities, and control over continuity. Also, the 

possibility of A:-refinement, which is a unique to IGA, can be used to  increase the 

accuracy of the solution with lower com putational cost compared to  conventional p- 

refinement in FEM. Taking advantage of these distinguished features for refinement 

is one of the emphasis of this study.

1.3 SCOPE OF THE DISSERTATION

The objective of the dissertation is development of the Isogeometric Anal­

ysis (IGA) for electromagnetism. The required codes were generated to solve the 

steady and time-dependent Maxwell equations as well as electromagnetic scattering 

problems in the IGA context. The hi-fidelity image-based model are generated for 

the IGA and the generated codes are applied to  solve an electromagnetic scattering 

problem in a realistic human head section.

C hapter 2 reviews the h- and p- versions of FEM, the IGA, and the Meshless 

M ethods (MMs) by identifying the common steps and comparing the pros and the 

cons of each method. The basics of the IGA m ethod is also described in this Chapter. 

C hapter 3 presents the formulation of the Maxwell equations in the time domain as
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well as the time harmonic form. The associated variational equations are derived 

which are the base for numerical analysis. Next, the formulation of the analytical 

solution of electromagnetic scattering is presented. Finally, to  mimic the infinite 

domain in the scattering problem, the procedure to construct a Perfectly Matched 

Layer (PML), originally from the FEM, is extended to  the IGA in this study. The 

PML in the IGA context enjoys exact geometry representation so th a t it can s ta rt 

exactly at the boundary of the scatterer.

C hapter 4 is dedicated to the generation of the image-based, hi-fidelity mod­

els ready for the IGA. In this study, the B-Spline interpolation and Coons patch 

algorithms are adopted to  convert the geometrical da ta  to  the m ulti-patch conform­

ing models ready for IGA. Once the analysis ready model is established, the devel­

oped IGA code will be used to  find the deposition of electromagnetic energy in the 

brain section. Numerical simulations presented in C hapter 5 evaluates the IGA code 

against analytical solution and illustrate the technology. In addition, the numerical 

results for the scattering problem with a human brain section are presented in this 

chapter. The developed platform can directly link the imaging d a ta  to  analysis do­

main so as to  considerably reduce the analysis time. Consequently, converting patient 

specific da ta  to  analysis ready geometries can be done much faster using the IGA 

method than  using the conventional FEM. The advantages of solution refinement 

mentioned above make IGA a very promising platform for biomedical applications. 

This dissertation is concluded with Chapter 6 which summarizes the research efforts, 

their results, lim itations and the future direction of research.
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CHAPTER 2 

A REVIEW OF CONVENTIONAL FINITE ELEMENT 

METHOD (FEM), ISOGEOMETRIC ANALYSIS (IGA) 

AND MESHLESS METHODS (MMS)

The most commonly used method for analysis of complex geometries is the 

F inite Element M ethod (FEM). However, FEM  has its own shortcomings th a t can 

affect the accuracy of the solution, com putational time, and costs. Several techniques 

have been proposed to overcome these shortcomings, and these can be grouped into 

three categories [21]:

1. Improving the variational method, used to  obtain finite dimensional form, 

through selective integration or stabilized methods.

2. Improving the finite element spaces by modifying the underlying basis func­

tions.

3. M ethods th a t combine both types of improvements.

The focus of this chapter will be on FEM, as well as Isogeometric Analysis 

(IGA)  and Meshless Methods (MMs). A brief description of the la tter two methods 

follows. Isogeometric Analysis is a recent method th a t exploits in its analysis the 

interpolative shape functions primarily used in Computer-aided Design (CAD) to 

represent the underlying geometry. Initially proposed by Hughes [37], this approach
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provides an exact representation of the geometry in the solution domain in analy­

sis. IGA applications can be found in structural mechanics, solid mechanics, fluid 

mechanics, as well as contact mechanics.

In the Finite Element Method, translating CAD files into geometries suitable 

for analysis requires in excess of 80% of the overall analysis time: mesh generation 

accounts for 20% while creation of the requisite geometry for analysis requires about 

60% [21]. The shortcomings of FEM  th a t can be alleviated by IGA include the 

following [21]:

•  Difficulties in representing the geometrical detail and model imperfections af­

fecting the accuracy of the geometry-sensitive problems such as shell buck­

ling analysis, boundary layer phenomena, hydrodynamics, and contact between 

bodies.

•  Autom atic adaptive mesh refinements are not very effective in FEM  due to  a 

lack of geometric exactness and autom atic communication with CAD.

•  No autom atic CAD geometry to  mesh mapping is possible in FEM, which is 

necessary for shape optimization.

•  Models suitable for analysis are not autom atically created or readily meshed.

Meshing, or creating a discretization suitable for analysis, is considered the most 

labor/tim e consuming part of FEM. This time can be reduced considerably in IGA 

by modifying and implementing existing CAD shape functions. However, it is not 

always possible to readily create a direct link between a CAD model and its analysis.



This complexity arises because CAD models are created as a linear combination of 

shape functions describing the surface of the object and therefore may require some 

modifications to  serve as the basis functions for analysis in three dimensional do­

mains. As a result, creating a truly direct coupling with CAD is only possible when 

implementing isogeometric boundary element methods [70,74], Meshless Methods 

(MMs), by largely obviating meshing (although meshing can be exploited to pro­

vide proximity information about each node), and thereby alleviate problems related 

to meshing, especially in some applications such as interactive surgery simulation 

requiring dynamic re-meshing.

Shortcomings of FEM th a t can be resolved through MM im plementation in­

clude the following [57]:

•  Errors due to  distorted or low quality meshes, which can be exacerbated by 

deformations.

•  Ee-meshing th a t is com putationally expensive and time and labor consuming.

•  Limited suitability of FEM  for discontinuities not aligned with element edges.

•  Projection of quantities of interest between successive meshes leads to  reduced 

accuracy and increased com putational cost.

•  Difficulty of implementing h-adaptivity the possibility of refining, coarsening 

or relocating a mesh.

However, meshless methods suffer from different types of shortcomings mainly the in­

creased com putational cost, reduced accuracy, and difficulties in imposing boundary
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conditions. FEM, IGA, and MMs follow similar steps for solving a PD E over a given 

geometry. In this Chapter each of these common steps is discussed in one section, 

while advantages and disadvantages of each m ethod are also provided. This discus­

sion expands on the finding th a t no single method can be selected as the best for all 

problems and th a t the selection of the best available m ethod is problem-specific.

Section 2.1 describes the strong and weak forms of a problem. In Section 

2 .2 , the discretization of the geometry and the solution space are defined; moreover, 

popular discretization methods are described. Section 2.3 focuses on common shape 

functions and their properties. Shape function selection is shown to be one of the 

most im portant steps in solving a discretized problem th a t will affect the accuracy of 

the solution, the m ethod of boundary condition imposition, and the com putational 

cost. Section 2.4 discusses the available methods for numerical integration in FEM, 

IGA, and MMs.

In Section 2.5, the assembly process is briefly discussed. Boundary condition 

imposition can be challenging specifically in MMs and IGA. The effect of shape 

function selection on boundary condition imposition method, available techniques 

and related challenges are discussed in Section 2.6. Refinement is used to achieve 

reliable solutions and check the convergence rate. There are two main types of 

refinement: either the number of elements is increased or the order of shape functions 

is increased. A brief discussion of the available refinements for FEM , IGA, and MMs 

are provided in Section 2.7. Finally, methods for solving time-dependent problems 

are discussed in Section 2.8.
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2.1 S T R O N G  A N D  W E A K  F O R M  O F  T H E  P R O B L E M

The differential form of the governing Boundary Value Problem (BV P )  is 

called the strong form  of the problem. Let a strong form of the Laplaces equation be 

considered as an example of boundary value problems: Find u : f l  -»  R such that:

A +  /  =  0 in  fl, (2 .1.1a)

u = g in  ftp , (2 .1.1b)

\ / u  ■ n  = h in  Tyv, (2 .1.1c)

f3 ■ u + \ / u  ■ n  — r in VR, (2 .1.Id)

where the boundary condition is described as a combination of Dirichlet (Fo),  

Neumann(Fyv), and Robin(FR) boundary conditions. Therefore the domain bound­

ary (dfl or T) can be described as: FpU FyvU r# =  T =  dfl  and rD nryvflFfi; =  0 . 

n  is defined as unit outward normal vector on fl. The functions : F2 —>• /?, g: To R, 

h: TN —> R, and Tr  -> R  are all given, as is the constant /3.

Collocation, least-squares finite element analysis and Galerkin methods can 

be used to solve the problem numerically. The first step in solving the differential 

equations is obtaining the weak or variational form of the problem, after which the 

variational equations are approxim ated through the use of interpolation functions. In 

order to  obtain a weak form, two classes of functions are characterized. The first is to 

be composed of candidate or trial solutions which should satisfy Dirichlet boundary 

conditions . The derivatives of the trial solutions are required to be square-integrable 

for the problem given in Eq.2.1.1d. The space of square-integrable functions is defined
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as the collection of all functions u  : f2 —» R  such that:

/  u2 d£l < + 0 0 . (2 .1 .2 )
Ju

Considering a multi-index a  € N d where d is the number of spatial dimensions in 

space, for a = {ai,a2> • ■ ■ , the |a| = X)f=i a*- N°w the derivative operator of 

order |a | ,  (D a ), can be defined as [21]: =  dx«iQ^2U.dx«<t ° r &Z =  0 ? 1# ? 1

where D{ =  The first condition for u  : Q —>• R  to  be a trial solution of Eq. 2.1.1 

is:

I V u • V u df2 <  + 00  (2.1.3)
in

Such a function is said to be in the Sobolev space,H 1^ )  ,which is characterized by:

H 'i f l )  = {u\D a u € T 2(Q), |a |  <  1} (2.1.4)

The second condition for u : Q -* R, to be a trial solution is th a t it has to sa t­

isfy Dirichlet boundary conditions. In other words, the solution should take on the 

prescribed value a t the specified boundary.

u\r D = g .  (2.1.5)

As a result, the set of trial solutions can be defined as:

S  =  {u\u  €  JHrl(f2) ,r i |rr> =  9 } (2 .1.6)

This second set of functions is called weighting functions w. These are very simi­

lar to trial functions, except th a t it must satisfy homogeneous Dirichlet boundary 

conditions, i.e. u ;|rD =  0. The set of weighting functions can be defined by:

V  = {w\w  € H 'iU ),  tu |rD =  0} (2.1.7)
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The variational form of this BVP can be obtained by multiplying the strong form of 

the differential equation, Eq. 2.1.1, by a set of arb itrary  weighting functions,ui £ V,  

and integrating the results by parts. The Neumann and Robin boundary conditions 

(2.1.1.C and 2.1.1.d respectively) will appear during integration which are incorpo­

rated by the given boundary conditions of the problem. The resulting weak form of 

the problem then becomes:

G iven/, g,h ,  and r, find it €  S  such th a t for all w  6  V  :

f  V w  ■ V u  dQ + p  f  wu d T =  I  w f  dQ. + J  w h, dT + I  w r dT (2.1.8) 
J a  J r R J  r J r N J  r R

Note th a t all the unknown information, namely u, is contained in the left hand side

of the equation, while all the given da ta  / ,  h , and r  are contained in the right

hand side. The requirement th a t u  must be contained in Sobolev space is obvious by

observing the first term  of this equation: w ithout this requirement, the first term  may

be unbounded. While the strong form of differential equation requires u to have well

defined second derivatives, the weak form only requires th a t the first derivatives be

square-integrable. A formulation of this type is called a variational equation, which

is very similar to  the result of the Virtual Work Principle. It can be shown th a t the

weak and strong solutions are identical under appropriate regularity assumptions.

Additional notations are used for simplification:

a(w, u) = L(w) (2.1.9)

where

a(ui,u) — I  V w - V u d Q  + P I  w u dT (2.1.10)
J  Cl “ Cfi



16

and

f w f  dQ,+ f w h dT + f w r dT (2.1.11)
J r  JaN JrR

Note th a t a(w , u) is symmetric and bilinear and L(w)  is linear, namely:

a(u, v ) =  a(v, u ) (2 .1.12)

a(C\u + C2V, w ) =  Cia(u,  w) +  62 (1(1/, w ) (2.1.13)

L{Cxu  +  C2v) = C\L(u)  +  C2L{v ) (2.1.14)

2.2 DISCRETIZATION

The solution of a PD E is usually a function of the coordinates. Finding the 

solution for the entire physical domain is only possible for very simple geometries. 

To overcome this difficulty, numerical methods are utilized to  determine the function 

values for discrete coordinates on grid points. For this purpose both the function 

space and the physical space are discretized into a finite number of functions and 

elements respectively. In other word, the discretization in the physical space is equiv­

alent to dividing the physical space into finite elements, which results in a mesh with 

grid nodes corresponding to a function values in a discretized functional space.

2.2.1 GALERKINS METHOD

The Galerkin m ethod is used for obtaining approximate solutions to  a bound­

ary value problem expressed in the weak form, as in Eq. 2.1.8. The first step is to 

construct a finite-dimensional approximation of trial and weighting function spaces.
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The collections of these functions are denoted by S h and V h respectively. The su­

perscript refers to the association of S h and V h w ith the htk mesh or discretization 

of the domain (fl).

S h c S  (2.2.1)

V h C V  (2.2.2)

For each member function v h G V h, a function uh G S h is constructed as follows:

u h = v h + gh (2.2.3)

where gh is a given function satisfying essential boundary condition described by 

Eq.2.1.1b. In other words, gh G S h such th a t gh\rD = 9 • Since the value of any 

function, vh G V h, is defined to be zero on boundary, u h of Eq.2.2.3 also satisfies 

the essential boundary condition. The Galerkin (or Bubnov-Galerkin) form of the 

problem is then stated  as follows:

Given I, q, and h, find uh — v h + gh, where vh G V h such th a t for all w h G V h:

a{wh, u h) = L{wh) (2.2.4)

Since a ( . , .) is bilinear, it can be re-written as:

a(wh, v h) =  L{wh) -  a(wh, gh). (2.2.5)

The variables on the right hand side of Eq.2.2.5 are given while the unknown infor­

mation, v h, is on the left hand side. The Galerkin m ethod leads to a coupled system 

of linear algebraic equations. Let n np denote the to tal number of degrees of freedom 

and p denote the order of shape functions. Then, the solution space consists of all
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linear combinations of a given set of functions N a : f2 —> R  where a = 1 ■ • ■ , n np. 

W ithout loss of generality, one can assume a numbering for these functions where 

there exists an integer n eg < n np such th a t N a\rD =  0 for all a =  1, • • • , n eg. For a 

single element, the number of non-zero basis function is (p+ l ) dp where dp is the spa­

tial dimension of the domain. Therefore, considering the weight function w h G V h, 

there exists a set of constants Ca, a =  1, • • • , n eq, such that:

Tleq

w h = Y ^ N aCa. (2.2.6)
a—I

As a result, n eq is the number of equations to be solved. The function gh is given 

similarly by coefficients gb,b =  1, • • • , n np. In practice gb is selected such th a t g\ = 

■ ■ ■ = gneq =  0, because they have no effect on its value on To, and whereby one has:

T ln p

9 h =  E  N »9b- (2-2.7)
b = T le q + i

where gb are control variables associated with Dirichlet boundary condition. D eter­

mining these control variables are discussed in Section 2.6.1. Recalling Eq.2.2.3, for 

any function uh G S h, there exists a set of coefficients da, a — 1, , n eg such that:

Tleq 71 n p  H eq

u h =  J 2 N ada +  Y ,  N bgb =  Y N *d a +  9 h- (2 .2 .8 )
a=l b = n e q + i  a=l

The following development leads to  a matrix-vector expression of the weak formula­

tion. By rearranging Eq.2.2.3 and inserting into Eq.2.2.8 one can find:

Tleq

Vh = uh - g h = Y N *da- (2.2.9)
a=l
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By inserting u h, and vh from Eq.2.2.9, and w h of Eq.2.2.6 into Eq.2.2.5 one can 

obtain:

Tleq Tleq Tleq Tleq

Nbdb)  =  L (  E  N *C*) -  a { E  N *C*’ 9h) , (2.2.10)
a=l 6=1 o=l a=l

or
Tleq Tleq

] T C a{ J 2 a(Na,Nb)db -  L (N a) +  a(iVa, / ) }  =  0. (2.2.11)
a=l 6=1

Since C 'as are arbitrary, the term  in parenthesis should vanish. Thus, for a =  

1, • • • , n eq, the following holds true:

Tleq

Y ,  a(Na, N b)db -  L ( N a) + a(Na, gh) =  0. (2.2.12)
6=1

One may define the following term s for a, b =  1, • ■ • , n eq:

K ab = a(Na, N b), (2.2.13)

Fa = L ( N a) — a(Na,gh). (2.2.14)

Collectively, the above expressions can be expressed in term s of a m atrix  and vectors, 

as follows:

K  = [Ka 6], (2.2.15)

F  = {Fa}, (2.2.16)

d = { d b}, (2.2.17)

as a result, Eq.2.2.10 can be w ritten in the m atrix form:

K d  — F.  (2.2.18)
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Solving for 1, • • • , n eq, d  is found as:

d  = K ~ 1F.  (2.2.19)

Moreover, by inserting the calculated d  from Eq.2.2.20 back into Eq.2.2.8, the solu­

tion for uh is given by:
Tleq Tlnp

uh = Y , N ada + £  N »9»- (2-2.20)
d— 1 6=7leg-j-i

2.2.2 COLLOCATION METHOD

In the collocation method, the trial function selected is the Dirac delta func­

tion:

6(x) =

I u5(x — Xi)du =  u(xi ) Vxj € Dh (2.2.21)
in

The sifting property of Dirac delta distribution reduces the weak form of Eq.2.1.9 to 

a discrete strong form, evaluated only at a set of discrete points called the collocation 

points (xj). Consider the problem presented in Eq.2.2.22 and Eq.2.2.23 in which £

is a linear differential operator. The only stated  boundary conditions are Dirichlet

boundary conditions given in Eq.2.2.23, also /  =  0. The collocation problem is: find 

the discretized solution, uh, such that:

Cuh(Xi) =  0 , / G Q - r p  =  DinU (2.2.22)

u(xi) = g(xi) , / G  TD. (2.2.23)

x  =  Xi,

0 otherwise.
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Since the entire boundary in this example is the Dirichlet boundary, the domain de­

scribed by Eq.2.2.22 is representing interior collocation points. Boundary collocation 

points are used in Eq.2.2.23 to  assign the prescribed values. By substituting Eq.2.2.8 

into Eq.2.2.22 and given th a t the differential operator is assumed to be linear, one 

can obtain:

The fact th a t there is no integration involved in obtaining the set of algebraic equa­

tions is considered one of the advantages of this method. Also the shape functions 

are evaluated at the collocation points only rather than integration points as in other 

methods therefore the assembly and evaluations is much faster. However high order

(2.2.24)

Ka  6 =  C { Na(Xi)) (2.2.25)

F a =  - 9 h {xi) (2.2.26)

K  = [Kab] (2.2.27)

F  = {Fa}, (2.2.28)

d  =  H } . (2.2.29)

For a, b =  1 ,2 ,3 ,, n eq, Eq.2.2.22 can be rew ritten as:

K d  = F , (2.2.30)

and for non-singular K  there is a unique solution for Eq.2.2.30:

d  = K ~ 1F . (2.2.31)
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derivatives of shape functions should be evaluated in collocation method. Thus, the 

shape function must be a t least continuous to the order of the PDE.

Another disadvantage is the difficulty in imposing natural Newmann bound­

ary conditions. In the Galerkin method, the Neumann boundary conditions can 

be incorporated directly through integration by part. However, in the collocation 

m ethod, there is no integration involved and therefore imposing Neumann boundary 

conditions is not as straightforward. One should obtain the unit outward normal 

and describe and impose the prescribed Neumann boundary conditions in term s of 

the collocation points. Finally, whether or not K  can be inverted depends on the 

location of the collocation points. The necessity to  consider an equal number of 

collocation points and required degrees of freedom in the solution space is a limiting 

factor. Appropriately locating collocation points is an open research topic.

2.2.3 LEAST SQUARES METHOD (LSM)

The Least Squares M ethod is very similar to  the Galerkin method. The 

difference is th a t the differential operator is applied to  the weighting function before 

multiplying to  the strong form and integration. Let us consider a simple problem 

with Dirichlet boundary conditions only.

Ca i  (:r) — (̂3?), x  G D D/p — ^inty (2.2.32)

u(x) = g{x), x e O/p, (2.2.33)

the weak formulation using this approach is:

(2.2.34)
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Therefore, the trial and weighting functions, u, and w  respectively, have the same 

number of derivatives applied to them. Consequently, it is required th a t trial and 

weighting spaces have square-integrable derivatives of the highest order of Eq.2.2.32. 

Otherwise the left hand side of Eq.2.2.34 may be unbounded. Equation 2.2.34 can 

be re-written in bilinear form as:

a (w ,u ) =  l(w), (2.2.35)

where the left and right side of Eq.2.2.35 are defined as follows:

a(w,u)  =  I  C(w)C(u)dQ., (2.2.36)
J  n

and

C(w) = [  £ { w ) fd n .  (2.2.37)
J  n

The remaining steps are identical to  the Galerkin method. The resulting stiffness 

m atrix is positive-definite and symmetric regardless of the selected differential oper­

ator C. This is in contrast w ith the collocation and the Least Square methods where 

stiffness m atrix properties are operator-dependent. The requirement of the higher 

order derivative-integrable functional spaces is challenging, especially for common 

FEM  shape functions. Such a space can be constructed easily inside a patch in IGA 

but not on the patch boundaries. Considering the fact th a t fairly complicated shapes

can be presented as one patch in IGA, this characteristic makes LSM a promising

approach in the IGA framework.



24

2.2.4 THE PARTITION OF UNITY FINITE ELEMENT METHOD 

(PUFEM)

The PUFEM  is the generalization of the conventional FEM  [52]. This m ethod 

is based on the Partition  of Unity property of the basis functions. The PUFEM  

exploited the following approximation:

uh(x ) =  =  ( $ ( x ) p T ( * ) )« / .  (2.2.38)
i =i  j = i  i

where shape functions, 0°(x), are usually obtained from Lagrangian polynomials and 

Vji are nodal unknowns. The basic idea is to incorporate a non-smooth enrichment 

function into the solution space using the Partition of Unity property. This is done 

by incorporating enrichment functions which are typically non-polynomials into the 

P(x).

Therefore the known features of the desired solution, such as cracks, can be 

implemented by such an enhancement. In this m ethod the number of term s dictates 

the order of completeness of the approximation. Completeness is defined as the ability 

of an approxim ation function to  reproduce a polynomial of a certain order. For 

instance, an approximation is called first order (linear) if it produces linear functions 

exactly.

2.2.5 MESHLESS METHODS

Similarly to FEM , there are two types of MMs: the intrinsic basis is similar 

to FEM  h-m ethod while the extrinsic basis is created to  increase the approxima­

tion order similar to FEM p-method. In addition to the described methods, other



techniques are available for MMs [57]. In the following section the Reproducing Ker­

nel Particle Method (RKPM), Moving Least Sguare Method (MLS)  and hp-clouds 

method are briefly discussed.

R e p ro d u c in g  K e rn e l P a r t ic le  M e th o d  (R K P M )

Initially developed in 1995 ,the discretized approximation in this method has 

the following form:

uh(x)  = f  C ( x , y ) w ( x  -  y )u (y )dQ y, (2.2.39)
J  £7y

where f ly represents the discretized domain described by a set of nodes. The cor­

rection function, C { x , y ) ,  is multiplied by a  weight function w  to increase the com­

pleteness of the approximation. The correction function can be constructed by the 

following procedure [17]. The spline functions are introduced to approxim ate the 

unknown function:

u(y)  = P T (y)a ,  (2.2.40)

P ( y )  = P ( y ) P T (y)a .  (2.2.41)

Multiplying Eq.2.2.41 by its P ( y )  and integrating over their domain, one has:

f P { y ) w { x  -  y)u(y)dLly =  f P ( y ) P T (y )w {x  -  y)dQya,  (2.2.42)
J fly w fly

which is a system of linear equations for a , by substituting into the solution in its 

discretized form, uh(x)  = P T {x)a,  it yields:

u h{x) = P T{ x ) (  j  P { y ) P T (y )w (x  -  y)dVty f  P ( y ) w { x  -  y )u{y )d f lyj .

(2.2.43)
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Therefore, the correction function can be defined as:

C { x ,  y ) =  P T (x)[ j  P ( y ) ) P T {y)w{x  -  y ) d n y}~1P ( y )  = p r ( x ) [ M ( x ) ] - 1P ( y ) ,
J  fiy

(2.2.44)

which leads to the discretized RKPM:

uh(x)  =  /  C ( x , y ) w ( x  -  y)u(y)dO,y 
J

N  N

= '^2  C ( x , x i ) w ( x  — x j )u iA V i  =  p T (x ) [ M (x ) ] ~ 1^ 2 / P { ( x i )w (x  ~
i=i /=i

(2.2.45)

where uj  is the local function value at coordinate x j  and A  Vj is the volume of f ly . 

The moment matrix, M ( x ) ,  is com puted by the following integration:

N

M ( x )  j  P ( y ) P T (y )w (x  -  y)dQy = '^2, P ( x i ) P t (x i )w (x  -  x i )AV i . (2.2.
J Sly l = j

46)

Moving Least Squares (MLS)

In this method, polynomials of order m  with non-constant coefficients are

used for approximation of the unknown function in the discretized domain [72]. The

local approximation around a point x G Q, evaluated a t point x  G Q, is given by:

uhL{x,x) = P T(x)a(x),  (2.2.47)

where the basis function,P{x),  is a complete polynomial of order m:

P T(x) =  [1, x, x2, ■ ■ ■ , xm], (2.2.48)

and a(x) = [ao(a;), Oi(a:), a2(x), • • • ,a m(x)] is a set of non-constant coefficients.

The cij(x) are obtained by minimizing the following functional Fix),  which is the
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weighted summation of the squared difference between the local function approxima­

tion u £ (x /,x ) and the specified local function value « / a t node I  (having coordinate

xi):

n n
F (x )  =  ^ u > ( x  — x/)[-u£(£/,x) -  uj]2 =  ^ w(x  -  x j) [P T(x /)a(x ) — uj]2, (2.2.49)

i=i i=i

where n  is the number of nodes in the neighborhood of x  such th a t w(x  — xj)  ^  0. 

To find the minimum of this functional, its derivatives with respect to  a(x)  are set 

to zero. This requirement can be stated  as:

n n
^ w(x  — x /)P (x /)P T(x /)a(x ) =  ^ T \u (x  — x /)P (x /)u /.  (2.2.50)
i=i i=i

The m atrix  form of this requirement is:

A ( x ) a ( x )  = B ( x ) u ,  (2.2.51)

where
n

A  =  ^  w(x  -  x / ) P ( x / ) P T(x/), (2.2.52)
i=i

and

B ( x )  = [w{x -  x 1) P (x 1),w (x  -  x2) P (x 2), ■ • • ,w (x  -  xn)P (x n)], (2.2.53)

Eq.2.2.47 is solved by:

u h(x) =  P t (x)[A (x)]"1B (x)w , (2.2.54)

Eq.2.2.51 can be re-casted as:

l(x) =  <i>i{x )Ul — <f>T {x )u  (2.2.55)
n

U h { ,

1=1
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<fiT = P T(x)[A(x)\ lB(x). (2.2.56)

For a two dimensional problem, the linear basis is:

P(x)  = [1 x y], (2.2.57)

and the quadratic basis is:

P ( x ) =  [1 x y x2 y2 xy\. (2.2.58)

In this framework, the moment matrix A mxm must be inverted to  evaluate the shape 

functions a t the x  of concern. As a result, MLS-based meshless m ethods are com­

putationally expensive. Another drawback is the possibility of singularity of the 

moment m atrix. It can be shown th a t for n  < m,  the moment m atrix  will become 

singular.

MLS shape functions are a Partition  of Unity. Since the value of the shape 

function is less than  one at the node and non-zero a t the other nodes of the do­

main, MLS shape functions do not satisfy the Kronecker delta property . The first 

derivative of a MLS shape function is zero-valued a t the node which makes MLS- 

collocation- based MMs unstable [57]. Also, the basis P (x )  and therefore the order of 

consistency cannot be varied from node to node without introducing a discontinuity 

in the approximation. Thus, it is not possible to increase the order of the approxima­

tion (p-adaptivity) by increasing the order of polynomial only (intrinsic enrichment). 

Therefore, only regions with different order of consistency can be obtained, th a t need 

to be blended together to obtain certain continuity between regions.
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hp-c lo u d s  M e th o d

In this method, a scattered set of nodes are used to construct the solution 

approximation. The approximation function is:

N  M I

uh(x ) =  ^ X )UI +  5 Z  Pi (x )vi i ’ (2.2.59)
I  I  3

where 4>kj ( x )  , and <PT(X ) are meshless shape functions of order k  and m  respectively. 

The functions,Pj, contain high-order monomials as well as enhancement functions. 

By introducing enhancement functions, special properties such as discontinuities, 

singularities, and boundary layers can be captured in the solution.

2.3 S H A P E  F U N C T IO N  S E L E C T IO N

There are different ways to discretize the geometry of the problem, the choice 

of which depends on the selected m ethod to represent the geometry. In an isopara­

metric setting the shape functions used to  describe the geometry are also used to 

obtain the solution in analysis domain. As a result, the selection of the geometrical 

shape functions will directly affect the properties of the solution.

The parent space in a two-dimensional domain of an Isoparametric elements 

is defined as a closed bi-unit square in Ft2 denoted by ©. Let the domain mapping 

x  : © —» Cle be of the form:
TLeq

* ( 0  =  X > a( 0 < ,  (2.3.1)
a—I

where Cle is the physical domain. If the element interpolation function can be w ritten
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as:
Tleq

A t )  =  E  NA X ,  (2-3.2)
a—I

such an element is said to be isoparametric. In other words, the shape function 

used to  describe the geometry is also used to describe the solution space. It can be 

shown th a t an isoparametric element will generally achieve the required condition 

for convergence. If the com putation is converging to a unique correct solution, the 

FEM based m ethod is called convergent. To validate the convergence of the solution, 

the current result is compared with a solution with increased accuracy. If the more 

accurate solution is dramatically different with the current result, then the solution 

has not converged. Conversely, if the difference is less than  the convergence crite­

rion, usually less than  a few percent, then the solution has converged.The sufficient 

conditions for convergence are [36]:

•  Condition-1. Smoothness of the shape function on each element interior (at 

least C m).

•  Condition-2. Continuity of the shape function across the element boundary (at 

least C m_1).

•  Condition-3. Completeness.

In the above discussion, m, is the highest order of the derivative in the stiffness 

integrand, a(u,v) ,  as found in Eq.2.1.10, Eq.2.2.13, and Eq.2.2.36. Note th a t the 

required conditions mentioned above are only sufficient conditions for convergence. 

One can construct convergent elements w ithout satisfying all the sta ted  required
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(a) Initial coarse mesh (b) Increased number of meshes

FIGURE. 2.1: h-method

conditions. Satisfying condition-1 and condition-2 (C° element) will guarantee th a t 

the shape function derivative will have finite jum ps across element interfaces in the 

worst case. Otherwise with finite discontinuities in the shape functions on the element 

boundaries, the derivatives will be unbounded and the square of the derivatives 

cannot be calculated.

2.3.1 CONVENTIONAL FEM SHAPE FUNCTIONS

In the conventional FEM , the geometry to be analyzed is broken into finite 

elements. Both linear and higher order elements can be used and shape functions are 

associated with the degrees of freedom defined a t the vertices of each element. Two 

common approaches to improve solution quality using conventional Finite Element 

M ethod are the /i-method and the p-method. If an object is modeled with a very 

coarse mesh as shown in Fig.2.1a, then the associated solution will be inaccurate. 

In order to  increase the accuracy, the number of elements is increased as depicted 

in Fig 2.1b. Therefore, in this method, the mesh is refined to achieve convergence 

w ithout changing the polynomial degree of the shape function. The polynomial order
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(a) Initial polynomial order (b) Increased polynomial order

FIGURE. 2.2: p-method

usually is p =  1 or p =  2 in practical cases. The p-method implements higher-degree 

polynomials to  obtain better solutions w ithout changing the mesh geometry [28]. 

This method mostly implements a hierarchical set of shape functions th a t results in 

a simple and consistent approxim ation process.

The higher order shape functions are usually set to have zero values along 

the edges of the elements. As such, increasing the order of the polynomials in shape 

functions will change the element stiffness m atrix but not the connectivity informa­

tion. p-method technology has been dem onstrated to be robust and superior to the 

conventional /i-method for im portant classes of problems including th in  domains and 

nonlinear applications. The effect of increasing the order of the shape function on the 

solution accuracy in a one-dimensional problem is shown in Fig.2.2a and Fig.2.2b.

A-method FEM

A one-dimensional example is used as a starting point to  illuminate the dis­

cussion. A domain of [0 1] is partitioned into n non-overlapping intervals denoted



by[xa,a;a+i] where x a <  xa+1 and a — 1 ,2 ,••• ,n . The subintervals are called el­

ements. The length of elements is ha = x a+i -  x a and the mesh param eter,h, is 

defined as the length of the maximum subinterval. In other words ,h = m a x (h a),a  = 

1,2,-  ■■ , n.

Linear shape functions are defined as follows [36]:

where 8ab is Kronecker delta, which means N a = 1 at a and zero for all other nodes. As 

a result of the definition of shape functions,Afa is non-zero only within a subinterval 

th a t contains x a.

The resulting stiffness m atrix  is banded, symmetric and positive-definite, 

which is conducive to  efficient calculations. Higher order elements allow more ac­

curate presentation of the boundary edges and surfaces of the curved domains and 

will lead to more accurate results. However, implementing higher order shape func­

tions will increase the com putational cost. The optimal choice is problem-dependent

(2.3.3)

0 elsewhere.

For boundary nodes one has:

,  r  /  \  ~  XNi(x)  -  —-— , Xi < x  < x 2 (2.3.4)

(2.3.5)

Note that:

N a(%b) — 8abt (2.3.6)



34

0.8

0.6

0.4

0.2

0.2 0.4 0.6 0.8

(a) I st order shape function
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(b) 2nd order shape function
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(c) 3rd order shape function (d) 5th order shape function

FIGURE. 2.3: Lagrangian shape functions - FEM

and no particular shape function is preferred exclusively. Higher order basis functions 

can be obtained from Lagrange polynomials as:

/ne, _ l f . =  n =  ( £ - & ) • • • ( £ -  £ a - l ) ( £  -  $o+l) ■ • • ( £ -  Zen)

“ n£i,6*>(& -  Zb) (Za -  6 ) ' • • (Za ~  Z a - l ) ( Z a  ~  Za+l)  ' ' ' (Za ~  Zen)

(2.3.7)

Note th a t since la (Za) =  1 and la (Zb)a^b =  0, one has la (Zb) = dab, which guarantees 

the interpolation property as shown for the one-dimensional case in Fig.2.3a. One 

can define shape functions of an element with n en nodes in one dimension, using 

Eq.2.3.7:

N a = (2.3.8)

The Lagrangian polynomials shown in Fig. 2.3 are used as conventional FEM  shape
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functions. Linear shape functions are shown in Fig. 2.3a where the Kronecker delta 

property is clearly present. By increasing the order of the polynomial, the number of 

required shape functions is increased. Regardless of the selected order, the Lagrange 

polynomials provide Kronecker delta and Partition of Unity properties. Note th a t 

the value of the shape function can be negative. The shape functions for a bilinear 

quadrilateral can be obtained as a product of first-order Lagrange polynomials

Na(Z>v) = lben~1l'cen~1- (2-3.9)

These elements in which the shape functions are obtained as a product of one­

dimensional elements are called Lagrange elements. As an example, the Laplace 

equation is solved over an L-shaped domain with Dirichlet and Neumann boundary 

conditions. Constant triangular elements are used to discretize the given domain. 

The results are shown in Fig.2.4. The m ethod used in this example is a typical

/(-method in which re-meshing is used to improve the solution accuracy.

V 2u =  0 on Q,

u — 2y — y 2 on x = — 2 (rx),

I s  =  0 on other boundaries ^ 2).
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p-method FEM

In the p-method FEM, rather than  changing the number of elements, the or­

der of the hierarchical shape function is increased to handle high order displacement 

functions. The advantage of using a hierarchical basis shape function is th a t it obvi­

ates the reconstruction of the entire basis when the polynomial degree is increased. 

Shape functions for a one-dimensional domain are defined as integrals of Legendre 

polynomials [76]. A definition of Legendre polynomials is forthcoming (see Eq.2.4.4). 

This selection leads to  sparse and well-conditioned stiffness matrices. For rectangular 

and parallelepiped elements, shape functions are defined as tensor product of their 

one-dimensional counterparts. Such a shape function, also has the desired orthogo­

nality properties which can be described as Pm(x)Pjv(x)dx  =  2n+i^nm w^ere Snm 

is the Kronecker delta; therefore this integral is zero if m  ^  n. However, for trian ­

gular and tetrahedral elements, such a selection will result in a condition number of 

the stiffness m atrix th a t increases exponentially with increased p.

A method was proposed to reduce this exponential growth to quadratic growth 

[1]. Also, A hierarchical basis has been developed for triangles and tetrahedron th a t 

improves conditioning [14], These bases are constructed so th a t edge, face, and region 

shape functions of degree p are orthogonal to those of degrees not exceeding p — 2, 

p -  3 and p -  4 respectively. One and two-dimensional shape functions are given as 

follows [1]:

One-dimensional shape functions

The basis is defined on the element K  :=  {£| — 1 <  £ < 1}. Two shape
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functions are associated with the vertices a t £ =  (—1 ,1 ):

#?(«) =  =  ( € K  (2.3.10)

and the p — 1 shape functions associated with the region —1 < £ < 1  are:

Z e K ,  * =  1 , 2 , 3 , , p - l  (2.3.11)

where Pj(£) is the Legendre polynomial of degree i.

Two-Dimensional shape functions

The basis is defined in term s of the barycentric coordinates on the reference 

triangle k.

L l  =  5 ( 1 _ ? _ ^ ) ’ u  =  5 (1 +  5 “ i s  =  3 (2'312)

The work of Szabo-Babuska [76] consists of three vertex shape functions, 3(p -  1) 

edge shape functions and face shape functions. Therefore the to tal number

of shape functions is:

n r =  < £ ± > M E ± 2  (2.3.13)

= i =  1 ,2 ,3 . (2.3.14)

while the edge shape functions are given by:

V) = LjiLpSi iL jx,  L j2) i =  1 ,2 ,3 , • • • ,p  — 1, j x = j , j 2 =  1 +  j xmodZ,

(2.3.15)

h) = -  to (2.3.16)
*(« +  1)
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Moreover, the face shape functions are defined by:

LiL2L3Frir2(Li, L2, L3), (2.3.17a)

(fc-3)(ifc-2)
(2.3.17b)

r  =  1,2, • • • , k  — 2 (2.3.17c)

ri +  r2 = k -  3 (2.3.17d)

k = 3,4, - - - ,p (2.3.17e)

(2.3.18)
„ t!j!(t +  j ) K l 3t22 1

rP+J (b(r . j -  - i -

r\-3 jT2-]

n » i  +  r 2 +  2 ) - ^

The Carnevali basis is similar to  the Szabo-Babuska basis [76]. The difference is in 

definition of e in the edge shape function. Instead of Eq.2.3.16, the following equation 

is used for

2.3.2 IGA SHAPE FUNCTIONS

As described in the previous section and depicted in Fig.2.3, the Lagrangian 

basis functions are most commonly used in describing the geometry and the unknown 

field in an isoparametric FEM. The errors in the geometry representation however, 

will affect the accuracy of results. Also, after generating the discretization from of 

the CAD model using Lagrangian polynomials, the lost information is not retrievable 

which leads to lower efficiency specifically in an iterative process. IGA is also an

(2.3.19)
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isoparametric process which is constructed by the same CAD basis functions used to 

describe the geometry.

In IGA, the exact geometry is used at all stages of analysis which eliminates 

geometrical error even after refinement of the unknown field. The meshing process 

is greatly reduced or eliminated in this method. In IGA, the geometry is described 

through param etric functions. In other words, the geometry is m apped from a pa­

ram eter space to  a geometrical space. To illustrate this concept, consider the follow­

ing simple geometric example. The implicit form of the equation of a circle w ith a 

unit radius is given by: x 2 +  y 2 =  1. The associated param etric form is given by: 

f (t) = (cos(t) , sin( t) ) , which is a function of a single param eter t and corresponds to 

a mapping /  : [0, 27t] —> R 2.

The param etric function is much more convenient to  plot. Likewise, sev­

eral CAD transform ation algorithms become simpler when described by param et­

ric functions. B-Splines and Non-Uniform Rational B-Spline (NURBS)  are both 

based on param etric functions. In IGA, knots divide the param eter space into el­

ements. A knot vector is defined as a set of non-decreasing coordinates and repre­

sented by S  =  (£ i,£ 2) >£(n+p+i)} where & is the i th knot and i is the knot index, 

i =  1,2, • • • , n  -f p +  1. Note th a t p  is the polynomial order and n  is the number of 

basis functions used to construct the B-Spline curve. In an open knot vector, the 

first and the last knot values appear p +  1 times. If the knots are spaced equally 

w ithin the knot vector, the knot vector is called uniform otherwise it is non-uniform.

The boundary of a d-dimensional B-Spline curve constructed using open knot
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vectors is a (d— l)-dimensional B-Spline. At the ends of each param eter space interval

[£ii £n+p+i] and at the corner of the patches in multiple dimensions, the basis function 

created by an open knot vector is interpolatory. However, they cannot be considered 

interpolatory at the interior knots. This is in contrast w ith interpolatory nodes in 

the conventional finite element method.

Note th a t using a unique discretization for both geometry and analysis impose 

a constraint. By considering two separate spline param etrization in a way th a t both 

can span the domain of interest, one can freely apply local refinement in solution 

domain w ithout altering the param etrization used for the initial CAD description 

[84]. One can use alternative discretization in the solution domain such as T-splines 

[11,69,71] which can create a single-patch water-tight geometries. T-splines have 

used in IGA [4, 27] and conventional FEM  [27] context. Alternatively, polycube 

splines [82], Polynomial splines over Hierarchical T-meshes ( PH T splines) [24,58,59] 

and Locally Refined (LR) splines [25] , hierarchical B-Splines [10,67,79] and Powell- 

Sabin spline [75] can be used.

B-Splines

A B-Spline basis function is defined recursively by the Cox-de Boor recursion 

formula starting  with the zeroth order (p =  0) basis function [61]:

i  6  < £ < 6 + i ,
for p =  0, JVi>p(£) =  < (2.3.20)

0 otherwise

for p = 1,2,3, -  •• Ni#( t)  =
li+p ? i+ p + l  ? i+ l
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FIGURE. 2.5: Shape functions - IGA

where ~ is defined to  be zero. To compute the tangent and the normal functions, 

it is required to  calculate the derivative of B-Splines. The required equations and 

efficient algorithms to calculate B-Splines and their derivatives can be found in [61]. 

The first, second, third, and fourth order B-Spline shape functions are depicted in 

Fig.2.5. Note th a t the first-order B-Spline functions are identical to  their Lagrangian 

(FEM) counterparts, while the B-Splines number of required shape functions for 

a specific order is similar to  the Lagrangian. For example, three shape functions 

are required to construct second-order Lagrangian or B-Spline shape functions. In 

contrast to  FEM, shape functions in IGA are non-negative.
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B-Spline basis properties

The B-Spline functions possess the following properties:

•  Partition of Unity:
n

(2.3.22)

•  Point-wise non negativity

Ni,p{£)>  0, i = 1,2, -- ,n, (2.3.23)

•  B-Spline shape functions are linearly independent.

•  They exhibit Cp~mi continuity across knot where m l is the multiplicity of 

the knot £j.

B-Spline curves

Similarly to  FEM, the piecewise-polynomial B-Spline curves in R d are con­

structed as a linear combination of B-Spline basis functions:

The vector-valued coefficients of the basis functions are called control points (23* € 

R d, i — 1,2 • • • , n). Since C(£) in Eq.2.3.24 is representing a curve, the corresponding 

control points,B, , are analogous to  nodal coordinates in FEM. The resulting curve 

is C p~l continuous everywhere except a t the location of the repeated knots with m j

ing curve is C°-continuous, tangent to the control polygon, and interpolatory a t the

n
(2.3.24)

multiplicity, where it is C p m' . Therefore when utilizing open knot vectors the result-
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FIGURE. 2.6: Selection of control points- L shape domain

start and the end of the curve and where the multiplicity is equal to  the polynomial 

order. Figure 2.6 shows the selected control points to represent a simple L-shaped 

geometry in IGA. The required meshing is autom atically created and refined. The 

resulting two-dimensional shape functions are shown in Fig.2.7.

B-Spline curve properties

B-Spline curves inherit most of the properties of their basis functions, as 

described below.

•  Locality. The support of a B-Spline basis function is local. In other words, 

moving a single control point can affect the geometry of no more than  p + 1 

elements of the curve.

•  Continuity o f B-Spline curve derivatives: B-Spline curves of degree p  have p — 1 

continuous derivatives in the absence of repeated knots or control points.
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FIGURE. 2.7: Two-dimensional basis functions- L shaped domain

•  Convex hull containment property: for a curve of degree p, the convex hull is 

defined as the union of all the convex hulls formed by p +  1 successive control 

points. A B-Spline curve is completely contained within the convex hull defined 

by its control points. This property is the result of non-negativity, Partition of 

Unity, and the compact support properties of these functions.

•  Control of continuity: the continuity of the basis function a t a knot value with 

multiplicity k is C p~k. For k = p, the basis is ^ -co n tin u o u s  and interpolatory



at th a t location. This property provides great flexibility in modeling discon­

tinuities such as crack and m aterial interfaces, where higher-level (derivative) 

continuity would otherwise lead to  unwanted undulations.

•  Variation-diminishing property. No plane has more intersection with the curve 

than it has with the control polygon.

B-Spline surfaces and volumes

A tensor product B-Spline surface is defined as:

n m

S(£> v) =  E  E  (2.3.25)
i = i  j = \

where =  1,2, • • • , n, j  = 1,2, • • • , m  are control points, and ATi)P( f ) and M j!q(rj) 

are univariate B-Spline functions of orders p  and q corresponding to the knot vectors 

S 1 =  ,£n+p+i} and S 2 =  -fai, t?2, • • • ,rjm+q+i}, respectively. Similarly, a

B-Spline volume is constructed as a tensor product of three B-Spline basis functions:

n m I

V(£, ̂ C) = E E E  N i!P( O M jtg(V ) L k A O B i j , k . (2.3.26)
i= i j = i fc=i

NURBS

There are certain geometries, such as circles and ellipsoids, which B-Spline 

functions and Lagrange polynomials cannot represent exactly. In the CAD com­

munity, B-Spline functions are replaced with a more general form to overcome this 

shortcoming. This new form is called Non-Uniform Rational B-Splines (NURBS). 

NURBS shape functions are defined as:
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where {N i:P} is a set of B-Spline basis functions and {wj} is a set of positive NURBS 

weights. By appropriate weight selection both polynomials and circular arcs can 

be described. Efficient algorithms to  calculate NURBS basis functions and their 

derivatives are provided in [61]. NURBS curves are defined as follows:

n

(2.3.28)
i= l

Similarly, rational surfaces and volumes are defined in term s of rational basis func­

tions as:

flPAfe v \ =  N i,p(0M j,g(v)wi,j  (2 3 29)
EIU E ”Li N i A t W i M v i j  ’ ( j

R ? K S , v , 0  = ---------  N i M W M L kA C H j , k -------------  (2 3 30)
J EIU E7=1 E U

Note th a t if the weights are all equal, NURBS basis functions will reduce to their B- 

Spline counterparts and the corresponding curve becomes a non-rational polynomial 

again. The main strengths of NURBS consist of the following characteristics:

•  Convenient for free form surface modeling.

•  Can exactly represent conic sections like circles, cylinders, spheres, etc.

•  Many efficient and numerically stable algorithms are available to  create NURBS 

objects.

There are two types of meshes:

1. A control mesh is defined by control points and does not conform to  the actual 

geometry. The control variables (degrees of freedom) are located at the control 

points. For a sufficiently sm ooth NURBS, the control mesh can be severely 

distorted and even inverted, while still representing a valid geometry.
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2. A physical mesh is a decomposition of the actual geometry presented as non­

zero knot spans or elements. Patches can be considered as macro elements.

2.3.3 MESHLESS METHOD SHAPE FUNCTIONS

Meshless M ethods (MMs) eliminate the need for meshing the domain by 

building the approximation from nodes only. The approxim ation of a scalar func­

tion u  in term s of m aterial (Lagrangian) coordinates can be w ritten as u (x , t )  =  

Y lie s  0 /(x )'u/(O  where (j)i : —> R  are the shape functions and ui(t)  is the value at

point I  located a t position x/. S  is a set of points, I, for which 4>i(x) 0.

Kernel weight functions

The shape functions (f>i{x) are obtained from kernel functions. Kernel weight 

functions (wi : fi —» R )  have compact support [57]. The support size is defined by 

the so-called dilatation param eter or smoothing length. D ilatation is equivalent to 

the element size in FEM  and is considered critical to  solution accuracy and stability. 

The weight function is required to  be positive and continuous in its support. The 

continuity of the shape function is determined by continuity of this kernel function.

The focus in this section will be on meshless methods based on it global 

weak forms, especially the Element Free Galerkin (EFG) m ethod and Reproducing 

Kernel Particle M ethod (RKPM ). Another class of meshless methods are methods 

based on local weak forms  such as Meshless Local Petrov-Galerkin (MLPG) and 

moving point methods which generate and integrate local weak forms on overlapping 

sub-domains. The EFG and RKPM  are similar in their equations and both can
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be considered as methods w ith an intrinsic basis. O ther meshless methods, such 

as fop-cloud, implement an extrinsic basis to  be able to increase the approximation 

order similar to FEM  p-method. Some commonly used weight functions are the 

following [57].

The cubic spline weight function:

2
4 r2 +  4 r3 r  <

1

w(r) = < 4  2 4  3 4 r +  4 r  r
3 3

2 ’

%a — % ^  Q.a+1) (2.3.31)

0 r > 1,

The quadratic spline weight function: 

w(r) = 

w ith

r  =

1 -  6 r2 +  8 r3 -  3 r4 r  < 1, 

r > 1,

(2.3.32)

X i - X
dj

(2.3.33)

where di is the support size of node I.  In two dimensions, circular and rectangular 

supports are usually used.

Circular support

n J  X j - X  |Kw (x  -  X/)  =     ) .
a/

(2.3.34)

Rectangular support

J x z - x L  / | y / - y kw{x -  X /)  = (2.3.35)



50

The derivatives of the weight functions can be com puted using the chain rule; for 

circular supports, one has:

wk(r) -  wr(r)rk = wr — —~ . (2.3.36)

The order of completeness of the solution space (defined as u ( x , t) = (fii(x )u i(t))  

can be increased either by increasing the order of completeness of the shape func­

tions (intrinsic) or by increasing the number of low order shape functions (Partition 

of Unity concept). Famous intrinsic meshless m ethods include: Smooth Particle Hy­

drodynamic M ethod (SPH) [22], Reproducing Kernel Particle M ethod (RKPM ), and 

Moving Least Squares (MLS) approximation . The most common extrinsic meth­

ods are: the Partition  of Unity Finite Element M ethod (PUFEM ) and hp-clouds 

method [57].

Comparing shape functions in FEM, MMs and IGA

Advantages of meshless methods compared to FEM

•  /i-adaptivity is simpler to incorporate than  in mesh-based FEM  methods.

•  It is easier to trea t problems with discontinuity such as crack propagation, 

shear bands, phase transformation.

•  Large deformations can be handled more robustly.

•  Shape functions of higher order continuity are available.

•  Non-local interpolation character.
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•  No sensitivity to mesh alignment.

Disadvantages of MMs compared to FEM

•  Because of the rational shape function, a higher order integration scheme is 

required.

•  Since MMs shape functions are not interpolative, the treatm ent of boundary 

condition is not as straightforward as in FEM.

•  MMs do not satisfy the Kronecker delta property. Therefore direct imposition 

of Dirichlet boundary conditions is not possible.

•  In general, the com putational cost of MMs is higher than  FEM  [57].

Disadvantages o f MMs compared to IGA

•  In general, a higher order integration scheme is required in MMs due to  the use 

of rational shape function. IGA requires rational shape functions only in case 

of conical shapes for exact representation of the geometry.

•  MMs analysis usually contains errors due to an inaccurate geometric represen­

tation.

•  MMs shape functions are not interpolatives, however IGA shape functions are 

interpolative a t the first and last knots and satisfy the Partition  of Unity prop­

erty. This simplifies the treatm ent of boundary conditions.

•  In general, the com putational cost of MMs is higher than  IGA.
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Comparing shape functions used in FEM and IGA

B-Spline functions generated w ith p =  0 and p =  1 orders will result in the 

same piecewise constant and linear functions as standard FEM shape functions. The 

differences are found for cases using higher order shape functions, which are described 

as follows.

•  Homogeneity: Q uadratic and higher order B-Spline shape functions are ho­

mogenous. In other words, they are all identical bu t shifted relative to  each 

other. However, their counterparts in conventional FEM  are not homogenous 

as the shape functions a t the end nodes are different from those at the internal 

nodes.

•  Positivity: Each B-Spline basis is point-wise non-negative over the entire do­

main (V£, N iiP(() > 0). Because of this property, all of the entries of the mass 

m atrix will be positive.

•  Higher order continuity: The pth order B-Spline function has p — 1 continuous 

derivatives across the element boundaries.

•  Spatial support: The support of a B-Spline function of order p is always p  +  1 

knot spans. Therefore, the higher order B-Spline function has support over 

much larger portion of the domain than classical FEM  functions do. Note 

th a t the to tal number of functions th a t any given function shares support with 

(including itself) is 2p +  1 regardless of whether a FEM basis or a B-Splines 

is used. Therefore, using higher order B-Spline basis functions will provide
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improved support compared to  standard  FEM w ithout increasing the number 

of required shape functions and com putational cost.

•  Interpolatory characteristics: B-Spline basis functions are non-interpolatory. 

The resulting B-Spline curve is only interpolatory a t the first and last control 

points and where multiplicity of the knot is equal to the polynomial order. 

Therefore, the Kronecker delta property is not guaranteed a t the control points. 

As a result, imposing non-homogeneous Dirichlet boundary conditions is not 

straight-forward in IGA.

•  Robustness to oscillations: Increasing the order of Lagrangian polynomials will 

increase the am plitude of oscillations in FEM. This problem is eliminated if 

the same d a ta  is used as control points of a B-Spline. This property is a result 

of non-negativity and non-interpolatory nature of B-Splines shape functions 

which is proven to be useful in analysis, specifically if noise is involved.

2.4 INTEGRATION

The focus of this section will be the integration m ethod of Gaussian quadra­

tures which is commonly used in FEM  and IGA as well as m ethods th a t utilize a 

background mesh for MMs. The m ethod of Gaussian quadrature is considered more 

accurate compared to other numerical integration methods. This m ethod is ideally 

applicable to  small and moderate deformations. O ther methods such as MLPG, 

which are based on local weak forms, adopt an integration approach defined over 

the shape function supports or the intersection of supports [21,61,74]. Nodal and 

stress point integrations are mostly used in dynamics and where large deformations
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are expected.

2.4.1 INTEGRATION-FEM

Numerical integrations in FEM  can be performed by implementing an inter­

mediate variable th a t maps the element domain over the parent domain. The parent 

domain is a unit length, unit square or unit cube for one, two, and three-dimensional 

problems, respectively. The method of Gaussian quadratures is considered as an opti­

mal m ethod of integration for conventional FEM. Accuracy of order 2n int is achieved 

by Hint integration points [36].

General Gaussian quadratures rule:

The general Gaussian quadrature rule for a one-dimensional domain is defined

by:

/ I n in t

!>(«)<*«) =  £ > < 9 ,)W, + R  (2.4.1)

1 1=1
where n int is the number of integration points, gj is the coordinate of the Ith coordi­

nation point, Wi is the weight of the Ith coordination point, and R  is the residual:

{ % i 2 )

d _  22rw+1(nmt!)4 -
(2nM +l)[2(ni„,)!p9* ’-'«” K)’ (24'3)

is the Ith zero of the Legendre polynomial defined by Eq.2.4.4.

1 f j ^ in t

=  (2A 4)

where P„ denotes the derivative of Pnint .The m ethod of Gaussian quadratures can be 

applied to  problems with multiple dimensions. In this case, the m ethod of Gaussian 

quadrature is implemented along each dimension.
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2.4.2 INTEGRATION-IGA

Similar to FEM, the common m ethod of integration used in IGA is the method 

of Gaussian quadratures. However, this m ethod is not considered the optimal method 

of integration of NURBS basis functions. Recently a new method, the half-point rule, 

have been proposed [2,38] which is considered nearly optimal. To perform numerical 

quadrature integration, integrals are mapped into the param etric space first and then 

onto the parent space. In the parent space, integration is performed using a classical 

change of variables formulation similar to  the one used by the conventional FEM. 

The param eter and the parent spaces are defined in the following section. Since in 

IGA integrations are carried out at the knot span level, each nonzero knot span is 

equivalent to one element in FEM.

Required spaces

In FEM, in addition to the physical space, a parent space should be defined for 

integration. In IGA, however, four different spaces are defined namely index, param ­

eter, physical, and parent spaces. Index space is defined by assigning each knot of the 

knot vector a unique coordinate. Even repeated knots have their distinct coordinate 

in this space and each knot is uniquely identified. Assigning distinct coordinates to 

repeated knots will result in discrimination among knots having multiplicities greater 

than  one. However, this would create regions of zero param etric areas in this space. 

Parameter space is created by considering nonzero knot spans only. Normalization 

can be used to reduce this space to a unit interval, unit square, or a unit cube for
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Parent space

Parametric space
Change of variable

Physical space

FIGURE. 2.8: Required spaces in Isogeometric Analysis

one-, two-, and three- dimensional spaces, respectively.

Each element in the physical space is the image of the corresponding element in 

the param eter space which can be calculated by the mappings described by NURBS 

(Eq.2.3.24 and Eq.2.3.28). For a two-dimensional geometric mapping, F,  defined 

over a single patch one has:

^  =  E X > ” « .> ))C y , (2.4.5)
4 =  1 j  =  1

where lu and lv are the number of knots in u and v  directions and C\j are control 

points. Since the same shape functions are used in IGA, the numerical solution is 

given by [80]:

uh(x ,y)  =  (2.4.6)
i = i  j = i
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Integrals over physical domain,fl, can be transferred to param etric space fl0, namely: 

I f { x ,y )d x d y =  f  f(F (u ,v )) \de tD F (u ,v )\dudv ,  (2.4.7)
J  Cl J  On

where D F (« , v )
^  d F , d f j  ^

du du
is the Jacobian m atrix used for change of variable so

d F z d F ’j  
y  du dv J

the integration is performed on the parent domain.

C o m p a r in g  IG A  w ith  F E M

In FEM, each mesh in the physical space is mapped into a single element in 

the parent space w ith a unique, mapping. However, in IGA, the B-Spline param eter 

space is local to patches rather than  elements and B-Spline mapping takes a patch of 

multiple elements from the param eter space into the physical space. In other words, 

the number of elements in the physical and the param eter spaces are equal bu t as 

shown in Fig.2.8 a mapping is global to  the patch. Since a single mapping is used 

over a patch, m aterial models are assumed to  be uniform in each patch. The most 

straight-forward approach to define a physical space with multiple materials is to  use 

a separate patch for each material.

A significant disadvantage of MMs using the Galerkin m ethod is the complex­

ity of the numerical integration of the weak form which is due to  the non-polynomial 

(rational) form of commonly used meshless shape functions. This numerical approach 

creates difficulties in imposing exact integration. The most common techniques to 

overcome such difficulties are: cell structure integration, direct nodal integration, 

stabilized nodal integration, stress point integration, and support-based integration.
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These methods are briefly discussed in the following sections.

Cell structure integration (background mesh)

In the cell structure approach, the domain is divided into integration cells 

over which the method of the Gaussian quadrature is performed [57]:

[  f (X )d S l  = ^ 2 f { ( j ) w j d e a ^ ( )  (2.4.8)
Ja j

where £ are local coordinates and detJ^(£)  is the determ inant of the Jacobian, i.e.the 

mapping of the parent space into physical space. W hen implementing background 

cells, the nodes and vertices of the integration usually coincide (similar to  conven­

tional FEM ). W hen cell structures are utilized, a regularly arrayed domain is created, 

independently of the node position [26]. For a two-dimensional domain, each of these 

cells is a four node quadrilateral element. Let the corresponding nodal coordinates 

be denoted as £o/, ( /  =  1, 2 ,3 ,4 ) and the corresponding shape function with TV/. For

each Gauss point (£gp, wgp), the global coordinate, xgp, is found by the following

isoparametric mapping:
4

xGp =  £ T V /(£ Gp)x/ (2.4.9)
i=i

where J  is the Jacobian of the physical to  parent space transformation.

Direct nodal integration

In the direct nodal method, the integrals are evaluated only a t the nodes, 

which serve as integration points [57]:

f f ( X ) d n  =  Y , f ( X j ) V j  (2.4.10)
J  Cl T/rC
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The quadrature weights Vj, each represent a volume associated with the node th a t 

is obtained from a Voronoi diagram. This m ethod is more efficient than  the full inte­

gration discussed in Section 2.4.2 but suffers from instabilities due to rank deficiency. 

This approach is very similar to  the collocation methods.

Stabilized nodal integration

Mostly used in MMs, the stabilized nodal method is based on the fact th a t 

vanishing derivatives of the shape functions a t the nodes are the cause of instabilities 

[57]. Chen et al. [16] proposed a strain smoothing procedure to avoid shape function 

derivative evaluation at the nodes and therefore eliminate defective modes. In this 

m ethod the nodal strains are computed as the divergence of the spatial average of 

the strain field.

The combination of stabilized conforming integration with conventional FEM 

is called the smoothed finite element method (SFEM). This m ethod can provide higher 

stress accuracy, insensitivity to volumetric locking, and super-convergence. However 

this m ethod will results in instability in some instances.

Stress point integration

In the method of finite spheres, the integration is performed on every inter­

section of overlapping support. A truly meshless m ethod for integrating the weak 

form over overlapping support is called moving least squares quadrature. Another 

method is Partition of Unity quadrature which is improved to  take discontinuities 

such as cracks into account.
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2.5 ASSEMBLY

The assembly in the IGA is very similar to  the conventional FEM. In both 

m ethods the support of each basis function is localized and therefore the resulting 

stiffness matrix, K ,  is sparse. This will reduce the am ount of work required in building 

and solving the algebraic system. The assembly of the stiffness m atrix and the force 

vector is done by looping over the elements and building element stiffness matrices. 

Then each of these elemental stiffness matrices is added to  the appropriate spot of 

the global stiffness m atrix through the implemention of the connectivity array. The 

advantage of this process over calculating a global stiffness m atrix  is th a t it avoids 

the integration of the regions w ith zero basis functions. The difference in overhead 

is the additional mapping to param eter space to perform the  integration during the 

assembly of the stiffness m atrix in IGA.

In MMs the assembly procedure is performed in the domain of influence of 

the point under consideration [81], which often serves as a Gauss point as well. For 

to tal n  nodes, if nodal unknowns are stored as follows:

u T — [ui vi u2 v2 ■ ■ • un u„] (2.5.1)

the node I  will contribute to the (21 — l ) th row and 2I th column in the global system.

2.6 ESSENTIAL BOUNDARY CONDITIONS

The Kronecker delta property of the conventional FEM  shape function pro­

vides a straight-forward method for imposing essential boundary conditions. How­

ever, as discussed in the previous sections, IGA and MMs shape functions are not
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guaranteed to have this property. In this section other methods of imposing essential 

boundary conditions are briefly discussed.

2.6.1 ESSENTIAL BOUNDARY CONDITIONS-IGA

Homogenous as well as uniform inhomogeneous boundary conditions can be 

imposed directly in IGA due to the interpolatory property of the first and last knots 

in open knot vectors as well as the Partition  of Unity property. Since NURBS 

basis are not generally interpolatory and therefore do not satisfy the Kronecker delta 

property, any other type of Dirichlet boundary condition cannot be imposed directly. 

Inhomogeneous Dirichlet boundary conditions are usually imposed using Lagrangian 

multipliers, the Augmented Lagrangian M ethod, the penalty m ethod and the least 

square minimization method. A brief description of the Lagrangian multipliers and 

the penalty methods are presented in Section 2.6.3 and Section 2.6.2 respectively.

Due to the Partition of Unity property of IGA basis functions, the imposition 

of homogeneous as well as inhomogeneous boundary conditions is straight-forward. 

For both of these cases, the prescribed boundary conditions are assigned to the corre­

sponding control variables directly. Assuming the use of open knot vectors, NURBS 

shape functions satisfy the Kronecker delta property only a t the corner points. Di­

rect imposition cannot be used to trea t non-uniform Dirichlet boundary conditions 

which vary from point to  point due to  non interpolatory nature of NURBS basis 

functions. Therefore, direct application of the inhomogeneous Dirichlet boundary 

condition values to  the control variables may result in significant solution errors.
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Implementation of the non-uniform inhomogeneous Dirichlet boundary con­

ditions in IGA is not trivial and it is still a m atter of research. Available methods 

to impose such a boundary condition include the Lagrangian, the least square, the 

penalty, and the transform ation methods, and the projection method.

Transformation Method

The interior NURBS basis functions, which are constructed using open knot 

vectors, vanish on the boundary. Therefore, it is possible to partition control variables 

into interior and boundary sets [6]. The unknown solution can be w ritten in term s 

of the collection of N b control points representing the boundary and a collection N j  

control points representing the interior of the domain, thus,

AT/ N g

uk(X) =  X ^ jRa(£,??)Ca +  ^Rb{(,V)Cb (2.6.1)
a=l 6=1

which can be represented in vector form as

uh(x) = R lT c1 + R bTc b (2.6.2)

with R 1 , c1 , R 8 , c B being the column vectors consisting of interior and boundary 

basis function and control variables respectively. To obtain the values of the control 

variables this equation can be collocated a t a set of boundary collocation points x c 

on Q, c =  1, 2, ■ • • , N g,  th a t is

uh( x c) — R ^ X e j c 1 + R b ( x c)cb — R b ( x c)cb , x c e Td  (2.6.3)

since the control points may not lay on the problem boundary, the boundary collo­

cation points, x C) may not coincide with the corresponding boundary control points.



In the m atrix form one has:

u b = T t c b , Tbc  = R b { x c) x c e T  (2.6.4)

The control variables, cB , are obtained a t discretized boundary collocation points 

using the corresponding physical values, u B. T hat is

c B = T ~ t u b (2.6.5)

Note th a t the collection of boundary collocation points, x c, is flexible and the trans­

formation m atrix T  is well defined. Therefore, x c can be selected as mesh knots, 

Gaussian integration points, or a set of points obtained through interpolating the 

boundary. Substituting c B =  T ~ r u B into ^ ( x )  =  R /c 7 +  R Bc B one can get

uh(x) = R 7c7 +  R BT _ r u B (2.6.6)

The Bubnov-Galerkin approxim ation gives:

Suh(x) =  R 75c7 +  r s t - t 5us  (2.6.7)

Substituting, since u B is representing physical boundary values, the 5u B would be 

kinematically admissible and therefore vanishes on the essential boundary u h. Sub­

stitu ting the 8 u h into the weak form of the problem yields a set of linear equations:

K d  =  f  (2.6.8)

Since the resulting linear system described by Eq.2.6.8 is different from the one 

obtained by the conventional FEM, this method of applying Dirichlet boundary con­

dition will change the conventional structure of FEM.
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Quasi interpolation (projection) Method

A nother m ethod is to  impose the Dirichlet boundary condition is called quasi 

interpolation m ethod [20,43,78]. This m ethod offers low com putational cost approx­

imation to  a given set of d a ta  or a given function. Quasi-interpolation is well-studied 

in approxim ation theory [13,47,48]. In order to  apply the Dirichlet boundary con­

ditions, a proper approximation of the boundary da ta  g, called g h is used. Since in 

IGA, any physical boundary is a map of param eter domain boundary, the boundary 

can be described as

I'd =  F (T d ),

n m (j—l)n+i (2.6.9)
x  = F (u ,  v ) — R k ( $ , v ) c k ,

i=1 j=1 k—1

where

^  • { 0  £ l  ' ' ‘ <  <  £ n + l  = = • • •  =

^  • {0 =  ?7l =  ,T)q <. • • • <. T)m+1 =  • • ■ =  T]m+q}

also I #  is representing the param eter domain boundary of the Dirichlet sides. Con­

sider a two dimensional domain such as a unit rectangle in which side-1, corre­

sponding to rj — 0, is a Dirichlet side. The param eter domain of boundary can be

represented as:

r w  = F(Z,0)  (2 .6 .10)

by denoting the basis function for Dirichlet side with $ j(a :) |r1£,, one has:

•M a O k o  =  77fco F _1(a:)|r1£) = N k(£, 0). (2.6.11)



For control variable dedicated to  Dirichlet degrees of freedom in Galerkin discretiza­

tion k  =  n eg+1 . . .  n np one has:

control polygon or the quadrature points. Note th a t this system of linear functions 

achieves full approxim ation power of the underlying space. This system of linear 

equation should be solved for all Dirichlet sides simultaneously. Using this m ethod 

one can identify Dirichlet degrees of freedom on all Dirichlet sides and compute 

the stated  value in quadrature points. Equation 2.6.15 can be solved for gk by 

constructing the following integral:

Imposing essential boundary conditions in MMs is even more challenging.

x  = F{£, 0) (2 .6 .12 )

also

0 otherwise

3 = 1
(2.6.13)

thus, g% |ri can be expressed in the form:

n
(2.6.14)

t=i

the unknown gk can be obtained by solving following interpolation problem:

(9 k ) { F ( s l ,0 ) )= (g D){F (s l ,0 ) ) ,  i = . ,n (2.6.15)

where spk is a set of suitable evaluation points such as the abscissas of the associated

(2.6.16)

This is due to the lack of the Kronecker delta property of MMs shape functions.



To overcome this shortcoming, several methods have been proposed, which can be 

classified in two categories [57]:

1. methods based on the modification of the weak form, such as the Lagrange 

multiplier and the penalty methods

2. methods using modified shape functions [6]

A variational principle can be symbolically defined by an integral:

n - I  F ( u ) d Q  + j  \E { u )d T  (2.6.17)

where u is the unknown function and F  and E  are differential operators and A is 

the Lagrangian multiplier. The solution of the continuum problem is a function of u 

th a t makes f ]  stationary with any arbitrary  variations Su. In other words, 6 n  =  0 

with any variation 5u.

2.6 .2  L A G R A N G E  M U L T IP L IE R S

The solution th a t makes the functional PJ stationary subject to  the con­

straints:

C (u ) = 0  o n f l  (2.6.18)

will make the following functional stationary:

[ ] ( u ,  A) =  J J ( u )  +  J  ATC (u) dT (2.6.19)

where X(x)  are Lagrange multipliers. To derive the corresponding discrete equations, 

the Lagrange multipliers must be approxim ated as:
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The approximation space for Lagrange multipliers (N f J( x ) Xi ) can be the finite ele­

ment approximation of the boundary T, the meshless approxim ation on this boundary 

or the point collocation method th a t uses the Dirac delta function:

N f ( x )  = 6(x -  x f )  (2.6.21)

where x f  is a set of points located along the boundary T. The obvious drawback 

of the Lagrange multipliers m ethod is the introduction of additional unknowns to 

the problem and added zero term s on the diagonal of the coefficient m atrix in the 

final m atrix equations, which makes the m atrix  no longer positive-definite. The 

Augmented Lagrangian method is suggested by Ventura [78] for meshless methods. 

This m ethod is effective and stable, especially in contact problems.

2.6.3 PENALTY FUNCTIONS

The advantage of the penalty-based method over the Lagrange multipliers 

method is th a t no additional unknown are added to the problem. However the con­

ditioning of the m atrix depends on the choice of the penalty param eter. Also in 

this method, constraints are satisfied approximately [57]. In this study, the quasi 

interpolation method, which is described in Section 2.6.1, is used to  apply the inho- 

mogeneous boundary conditions.
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2.7 REFINEMENT

The purpose of refinement is to achieve higher accuracy in numerical solution 

and to confirm the convergence of the solution. Increasing the accuracy is possible 

by increasing the number of elements or by increasing the order of shape function 

used to  estim ate the solution domain. As previously discussed, these two methods of 

increasing accuracy have resulted in two versions of FEM, which will be compared 

with each other in the following sections. Similar refinement methods are also used 

for the IGA and the MMs, which are described in this Section 2.7.2.

2.7.1 REFINEMENT IN FEM

The /i-method improves the solution accuracy by adding more elements, while 

the p-method improves accuracy by increasing the order of the shape functions. It 

is desirable to  only increase the number of elements (h-method) or polynomial order 

(p-method) in the complex areas of the domain to  achieve more accurate results th a t 

will add a minimal com putational cost.

Comparing h- and p-methods

The differences between h and p version can be summarized as follows [3]:

1. Asymptotic rate o f convergence (in the energy norm) w ith respect to the number 

of degrees of freedom:

•  In contrast to /i-method FEM, the rate  of convergence of the p-m ethod 

FEM  is not limited by a fixed polynomial degree.
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•  In the case of non-smooth solutions, when the /(-version is based on quasi­

uniform mesh refinement, the rate of convergence of the /i-method FEM 

is similar to  p-method FEM. However, when a singularity exists in the 

corners the rate of convergence of the p-version is twice as of hrversion.

2. Optimal mesh design can be implemented with h-method to  obtain a higher 

convergence rate. However the mesh design will not significantly affect the 

p-method convergence rate.

3. The size o f input data is smaller in the p-method than  for the /i-method which 

is the direct result of smaller number of mesh cells.

4. Flexibility, which is less for the p-method than  the /i-method due to the as­

sumption of constant coefficients over large finite element domains.

5. Solution time is similar in both versions for a given number of degrees of free­

dom.

2.7.2 REFINEMENT IN IGA

In the IGA, the basis function may be enriched by refinement w ithout chang­

ing the geometry and param eterization [21]. Refinement in the IGA is considered 

superior to  its FEM counterpart because the element size and the order of the basis 

as well as the continuity of the basis can be refined.
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Knot insertion

Knot insertion is based on providing additional knots to  the knot vector to  

increase the number of elements. Efficient algorithms are available in the Piegle and 

Tiller reference [61]. This refinement does not affect the geometry and the param eter 

space of the problem. First, an extended knot vector is introduced and then the new 

set of control points is calculated as a linear combination of the original control 

points. If a knot is repeated in the extended knot vector, the continuity of the basis 

functions will be reduced. However the continuity of the curve can be preserved [21]. 

Knot refinement is analogous to /i-refinement in FEM  but not identical. The main 

difference is the possibility of decreasing the continuity w ithout adding elements, 

simply by repeating a repeated knot value.

Degree elevation

Degree elevation refinement is done by increasing the order of the NURBS 

basis function. To preserve the discontinuities of the model, the number of repeated 

knots should be increased by one for each degree of order elevation. No new knot is 

added in this process and the geometry and param eterization of the problem remains 

unchanged. This method is analogous to p-refinement in FEM, however unlike p- 

refinement which always begins with C° basis, order elevation can be applied to any 

combination of continuities in the B-Spline mesh [21].

The order elevation has three major steps. The first step is increasing the mul­

tiplicity of the knots to  the degree of the polynomial, which is equivalent to dividing
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the curve into separate elements. The second step involves increasing the order of 

the polynomials. Finally, the th ird  step is the removal of excess knots to  combine 

individual curve into one curve. This process results in increasing the number of 

basis functions, which are C° across element boundaries. Efficient algorithms are 

available in [61].

fc-refinement

/c-refinement is a combination of degree evaluation and knot insertion and is 

only feasible for IGA. First, the order of the basis is increased and then additional 

knots are inserted. The extent of knot insertion is dependent on the order of poly­

nomials. This m ethod results in a limited increase in the number of basis functions 

compared to  p-method, where each function becomes C p~l -continuous across element 

boundaries.

Domain refinement in MMs

Tf-adaptivity is easier to incorporate in meshless methods due to the absence 

of a mesh. This characteristic also holds true for r-adaptivity, in which a node is 

relocated in the desired region, and p-adaptivity as well.

2.8 TIME-DEPENDENT PROBLEMS

There are two broad approaches for computing the solution of a time- 

dependent problem. In the first approach, the semi-discrete method, time is consid­

ered continuous and space is discretized. In the second, space-time finite elements,



72

both time and space are discretized.

2.8.1 SEMI-DISCRETE METHODS

The Galerkin m ethod is used for the discretization of the geometry while time 

is modeled as continuous. The shape functions are defined as a function of the spatial 

domain only, in a m anner similar to  the static case, and corresponding coefficients 

are defined as functions of time. As a result, the solution is a linear combination 

of space-dependent shape functions and time- dependent coefficients. The function 

space of test functions, V, is similar to  the static  case but the function space of trial 

functions is time-dependent, satisfying the dynamic conditions [21]:

S t =  {u{., t) \u i{x ,t)  =  flfj(x,i) , x  G r 0  ,u ( . , t )  G H x{r )}  (2.8.1)

In this method, integration is done with respect to spatial coordinates only.

Predictor/ multicorrector Newmark Algorithms

To solve a semi-discrete equation in the form of id + C d  +  Kd = F ,  a time 

step ,A t , is defined and an iterative process is used to calculate acceleration an+1 «  

d(tn+1), velocity un+1 «  d(tn+1), and displacement vn+1 «  d(tn+1) a t each time step. 

This iteration starts  (n =  0) with a predictor phase in which the approxim ation is 

initialized:

< +l =  dn+l (2.8.2)

Vn+1 =  Vn+1 (2.8.3)

an+l =  an+l (2.8.4)
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This initialization should remain consistent to the Newmark formulas:

(A t )2
dn+i =  d n +  A fv„ H----- — ((1 — 2(3)an +  2/3an+1) (2.8.5)

Vn+i =  v„ +  A t( ( l  -  7 )an + 7  a „ + i) , (2.8.6)

where /3 and 7  are param eters. Commonly used predictors are listed below.

1. Constant-displacement predictor, mostly used in nonlinear solid mechanics, 

contact problems and problems involving large deformations.

d n+i =  d n, (2.8.7)

Vn+i =  v„ + A t ( ( l  - 7 )an +  7  a n+i ) , (2 .8 .8)

a "+1 =  ~ J K t ' n ~  ~ ^ ( f an 2̂ '8'9)

2. Constant-velocity predictor, mostly used in problems of fluid mechanics and 

fluid structure interaction.

(A t )2
dn+l =  d„ +  A tv n +  —2~ ((1 -  2/d)a„ +  2pkn+i) (2.8 .10)

Vn+1 =  v n (2.8.11)

(1 — 7 )
a„+i =  -------—an (2.8.12)

7

3. Zero-acceleration predictor.: preferred in linear analysis.

fAt l2
d n+i =  d„ +  A t v„ H  — (1 — 2/3)an (2.8.13)

v„+i =  v n +  At( l  -  7 )an (2.8.14)
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After selecting the predictor type, the residual value of the equation is calculated at 

time tn+\\

A F ^+1 =  F n+i — M n+i a?n+1 — C n+i vjj+1 — K n+i d ^+1 (2.8.15)

Then the correction to the acceleration term  is calculated by solving

M ; +1 A a =  A F ‘+1 (2.8.16)

where M* is calculated from the following equation:

M *+1 =  M n+i +  7  A tC n+i +  ^ (A t)2K n+1 (2.8.17)

where the values of ft and 7  affect the properties of this method; i.e. By maintaining

2/d >  7  >  this m ethod will be unconditionally stable, while setting 7  =  5 will 

result in second-order accuracy and conditional stability [36]:

7  >  \  (2.8.18)

P < \  (2-8.19)

Y  < (2-8-20)

where

Q _  ^ ( 7 - | )  +  [ j - ^  +  42( 7 - | ) 2]^ . >
critical  ^  \ 6 . 0 . 6 x )

After obtaining A a , a corrector phase is used to update the solution:

=  4 + 1  +  A a, (2.8.22)

4 + \  =  4 +1 +  7 At Aa, (2.8.23)
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< X \  =  < + i +  P  m 2 A a , (2.8.24)

Then the residual is calculated and checked for convergence using a user defined 

tolerance e:

If convergence is not achieved, a new iteration begins from Eq.2.8.4 for the same 

time step; otherwise the evaluation a t the next time step begins. For convergence 

analysis, the reader is referred to  the reference by Hughes [36]. There are several 

well-known cases in the Newmark family:

•  Average acceleration method (/3 =  1/ 4 ,7  =  1/2) : an implicit m ethod providing 

unconditional stability and widely used in structural dynamics.

•  Linear acceleration method (/? =  1/ 6 ,7  =  1/2) : an implicit method with

conditional stability, Qcriticai =  2\/3.

•  Fox-Goodwin method (/? =  1 /12 ,7  =  1/2) : an implicit m ethod with conditional 

stability, fla-mcai = VQ-

•  Central differences method (/? =  0 , 7 =  1/ 2) : an explicit m ethod (M  and C

need to be diagonal) with conditional stability, Licritical — 2 .

The average acceleration m ethod is implicit and unconditionally stable. This tech­

nique is relatively com putationally inexpensive for large scale systems. The central 

differences m ethod is considered as the most economical technique and is widely used 

in literature. The only lim itation of this method is the time step restriction.

<  ^ II A F°+1 I; (2.8.25)
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2.8.2 SPACE-TIME FINITE ELEMENTS

In the space-time finite element method, both  the space and the time are 

discretized. To represent discretized space and time, the shape function is defined as 

a tensor product of the basis describing the geometry and a one-dimensional basis 

describing the time. Therefore the shape function used to  describe a d-dimensional 

space will be (d, + 1)-dimensional. This means th a t an additional space has been 

added to the meshing to enable the com putation of a transient solution as indicated 

by Eq.2.8.20 as it is applicable to Newmark method. The size of mesh in tim e is 

limited in order to  ensure a stable and convergent solution. This added dimension 

considerably increases the com putational cost. To reduce this cost, time is parti­

tioned, enabling an analysis based on a sequence of space-time slabs [21].
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CHAPTER 3 

ELECTROMAGNETISM

The electro-magnetic fields were originally introduced by means of the force 

equations. A force acting between localized charges was studied by Coulomb. Simi­

larly, the m utual forces of current-carrying loops were studied by Ampere. Introduc­

tion of electric and magnetic fields (E  and B )  conceptually decouples the charges 

from the bodies experiencing the forces. Note th a t the electro-magnetic field can 

exist in regions of space where there are no forces. Provided the charge and current 

sources, Maxwell’s equations describe the relation between electric and magnetic 

fields and the sources in the medium.

3.1 TIME DOMAIN MAXWELLS DIFFERENTIAL EQUATIONS

Faraday‘s law:
3D
^  =  - V x *  (311)

Ampere's law:

d D
d t

= S7 x  H  -  J  (3.1.2)

Gauss's law for electric field:

V ■ D  =  0 (3.1.3)
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Gauss‘s law for magnetic field:

V • 23 =  0 (3.1.4)

The field variable are defined as:

E electric field intensity [Volts/meter, V m -1]

H magnetic field intensity [amperes/meter, A m ~ l

B magnetic flux density [Tesla\ T ]

D electric displacement [coulombs/m2] C m -2]

J electric current density [amperes/m 2; A m ~ 2\

P electric charge density [coulombs/m3] C m ~3]

According to Eq.3.1.4, the divergence of the magnetic flux density, B  is zero and 

therefore the magnetic flux density is not expanding or contracting in space. Simi­

larly, Eq.3.1.3 shows the divergence-free property of the electrical displacement, D .  

Equation 3.1.1 shows th a t any change of magnetic flux density 23 in time will cause 

the electric field E  to  move in space which can be visualized as a current. Finally, 

Eq.3.1.2 explains how a time variation of electric displacement or the field E  can be 

related to the space displacement of the magnetic field, H  and to  the current density 

J .  Maxwell’s equations are composed of one scalar and five vector quantities. These 

equations are related as described by the following constitutive equations which re­

lates E  and H  fields to  the corresponding fluxes D  and B  as well as the impressed 

current J tmp and the free current J:

D  = eE  (3.1.5)



B  = jiH

J  =  J imr + o E  = pv
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(3.1.6)

(3.1.7)

where

e perm ittivity [Farads/meter,; F m  ']

p  permeability [Henries/meter, H m  *]

a  conductivity [Siemens/meter, S iem ens  ■ m  T]

also, v  in Eq.3.1.7 is the velocity of the net charge density. In general, constitutive 

equations Eqs. 3.1.5, 3.1.6, and 3.1.7 might be nonlinear (ferromagnetic materials) 

and may depend on the history (hysteresis). For anisotropic media these param e­

ters become tensors. Also, they can be functions of position, frequency, and field 

intensities. In a lossy medium, electric and magnetic fields attenuate E  and H  via 

conversion to  heat energy similar to  resistive heating of a wire. From Eqs. 3.1.1 and 

3.1.6 one has:

(3.1.8)

also, from Eqs.3.1.2, 3.1.5, and 3.1.7 one has:

? f  =  - V x H -  - ( J imp + a E )  
at e £

(3.1.9)

which yields; assuming th a t the m aterial properties are constant,

d2E  „  , 1
£ a i r  =  V x ( ^ V x E )

d( J imp +  a E )  
dt

(3.1.10)

or

eE,tt +aE,t + V  x (1 /^V  x E) = (3.1.11)
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Equation 3.1.11 is called Maxwell equation in second order form and commonly solved 

as a time dependent electromagnetic equation [54], Com putational electromagnetism 

is commonly performed using the edge finite elements in which the normal component 

of the computed solution is discontinuous. Such a discontinuity will result in a 

discontinuous solution in physical domain, which is considered useful to represent 

the change of m aterial in the domain. In IGA, a separate patch can be considered 

to  represent each material.

3.2 T IM E -H A R M O N IC  M A X W E L L  E Q U A T IO N S

The time-harmonic field E  has the general form:

E ( x ,  t) =  A ( x )  cos{u)t) + B ( x )  sin(uit) (3.2.1)

where u  is the angular frequency and A ( x )  and B { x )  are real vector fields which are 

considered position-dependent but time-independent. Note th a t E  can be w ritten as 

the real part of its complex form E c =  (A(a:) — j B ( x ) )  ejut a t a single frequency as 

follows:

E { x , t )  = R ( E c(x))  (3.2.2)

where E c(x)  is the unknown complex-valued phasor which is only a function of posi­

tion x  and the frequency u.  The phasor can be viewed as the Fourier transform ation

of the real-valued electrical field E (x , t)  in time. Consequently, the j u  will appear

in time derivatives of the transient Maxwell equations described in the previous sec­

tion. For simplicity E c is denoted with E  hereafter. Hence, time-harm onic Maxwell
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equation can be w ritten as:

V  x E  = - j u i B Faraday’s law, (3.2.3a)

V x H  = J  + ju iD A m pere’s law, (3.2.3b)

accompanied with Gauss’s laws:

V £> =  0 (3.2.4a)

V - B  = 0. (3.2.4b)

The Maxwell equations are overdetermined. Constitutive equations presented in 

equations (3.1.5, 3.1.6) can be used to eliminate D , B , and J ,  resulting in only 

two vector unknowns: E ,  and H .  The electeric field E  is subjected to the diver- 

gance equation V • E  =  0 bacause of Eqs.3.1.3 and 3.1.5.This divergence equations 

is not considered directly in numerical analysis. However, eliminating divergence 

equations in numerical calculations is known to generate spurious modes and inac­

curate solutions in com putational electro-magnetics. To overcome this shortcoming, 

the discretized spaces should be modified to  H (c u r l )-conforming elements satisfying 

the divergence free conditions of the electric and magnetic field implicitly. B-Spline 

discretization for electromagnetic field introduced and extensively described in [12]. 

The curl-conserving transforms in this study are applied by following the construc­

tion presented in [23].

Second Order Wave Equations: The second order Wave equations which are also 

called the curl-curl form can be formulated by combining Eq. 3.2.3a, and Eq.3.2.3b
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as follows:

V x ( - V x B )  -  (u2e -  ju>o)E = - j u j J imp. (3.2.5)

In this study, equations are formulated with respect to electrical field. The magnetic 

field can be estim ated by using Faraday’s law described in Eq.3.2.3a.

3.3 V A R IA T IO N A L  F O R M U L A T IO N

To obtain the variational formulation, it is necessary to  combine Am pere’s 

law and Faraday’s law. The electric field formulation is generated by multiplying a 

test function F  to the Ampere’s equation 3.2.3b and integration over the domain Q. 

Therefore, the Ampere’s law is weakly satisfied while the Faraday’s law is imposed 

strongly. Integrating by parts one can find the following equation:

Then, the Faraday’s law is imposed point-wise to remove the magnetic field H:

This variational equation can be rew ritten using relative param eters. The free space 

param eters are:

Jo, J r  Ja J n
[ h.V x F d f l +  | ( n x  H) ■ FdT  =  f J imp-Fd£l + f {a +  jw e )E  ■ FdQ.  (3.3.1)

(3.3.2)

Substituting Eq.3.3.2 into Eq. 3.3.1 yields:

(3.3.3)

£o =  free space perm ittivity  (8.854 x 10 12F /m )
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fj,Q =  free space permeability (4.07T x 10 7H /m )

The relative param eters are defined as follows:

(3.3.4)

recasting Eq. 3.3.3 in term s of free-space wave number, kQ, and free-space impedance, 

Zq, one can get:

Two types of boundary conditions are very common in com putational electromag­

netics namely the Dirichlet and the Neumann boundary conditions.

Perfect Electric Conductor: The Dirichlet boundary condition is used when the 

boundary is assumed to  be a perfect conductor. In a perfect conductor the electric 

field can not hold therefore, the tangential component of the electric field should be 

zero:

The boundary condition at the interface of two media can be expressed as:

(3.3.5)

n  x E  =  0 on To (3.3.6)

Impressed surface current: The Neumann boundary conditions can be used to de­

scribe the impressed surface current on an antenna:

n  x  H  =  J*mp on TN (3.3.7)

n  x (E i  -  E 2) =  0, (3.3.8)

where n  is a unit normal vector from medium 1 to  medium 2, p is the imposed

interface charge density and J*mp is the imposed electric current density on the
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boundary. Assuming th a t the domain boundary d fl  is composed of disjoint Dirichlet, 

To, and Neumann, Dy, boundaries, the variational formulation described in 3.3.5 can 

be re-casted as:

a ( E , F )  = l (F) ,  V F  £ H (cur l ,Q )  and n x F  = 0 on Do (3.3.9)

where

E  £ H (cu r l ,Q )  and n  x  E  =  0 on T&, (3.3.10a)

a(E,  F )  — [  ( - V x E - V x F - k t i E r - j e ^ E - F ^ d n ,  (3.3.10b)
J  n ' Âr '

1(F)  = - j k 0Z 0 f J imp ■ FdQ  + j k 0Z0 f  J ‘mp • FdT.  (3.3.10c)
J  n J  r N

where H (curl, f2) is defined as:

f f  (cu rl, Q) :=  {u  € L 2(Cl)|V  x u  e  L2(n)} (3.3.11)

Please refer to Eq. 2.1.4 for the definition of Sobolev spaces.

3.3.1 NON-DIMENSION ALIZATION

The variational equation can be rew ritten in term s of non-dimensional vari­

ables defined as follows:

* : = - ,  u> := k 0a, E  :=  J imp :=  ~ ^ r J ,  :=  (3.3.12)
a th o -E/o ejq

where a and E q are the characteristic length and the electric field intensity respec­

tively. The size scale is determined based on the size of the domain under consid­

eration and the intensity scale is determined based on the intensity of the incident 

electric field. For instance, if finding the electric field in a human brain section is
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desired, one can determine a and E  based on the size of the head and the inten­

sity of the incident electric field. In this configuration, the non-dimensional angular 

frequency, u ,  coincides with the non-dimensional free space number, k. The non- 

dimensionalized second-order wave equation becomes:

V  x ( — V x e )  -  u 2(er -  j e a) E  =  - j u J imp (3.3.13)

The variational form can be obtained from Eq.3.3.10 as follows:

E  E H (curl,u /)  and n x  E  = n x  E p  on T^, (3.3.14a)

a(E,  F)  =  f (— V x E - V x F - u j 2(Er - j e a) E - F ) d n ,  (3.3.14b)
J n Mr

1(F)  =  - j u  [  J imp ■ F d x  + joj f J f p • FdT.  (3.3.14c)
J  n JrN

3.4 ELECTRO-MAGNETIC WAVE SCATTERING

In electro-magnetic scattering problems when a EM wave, called an incident 

wave, strikes the interface of two media, a part of its energy is reflected (scattered 

wave) and another part is transm itted to the second medium (transm itted  wave). For 

lossy materials, in addition to these two parts, a th ird  part of the wave is absorbed by 

the medium. A medium is considered lossless if a «  cue. If a >> uie, the material 

is considered a good conductor otherwise the m aterial is considered lossy.

The amount and the angular distribution of the scattered wave, as well as 

the amount absorbed, depends on the shape, size, and m aterial of the scatterer (the 

illuminated body). In this study, the focus will be on plane harmonic incident waves. 

Note th a t any arbitrary field can be decomposed into its Fourier components which
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FIGURE. 3.1: Electro-magnetic scattering

are plane waves [9]. It is desired to determine the characteristics of the reflected and 

transm itted  waves from those of the incident wave. For this purpose, the to tal field 

on the interface of two medium is forced to  fulfill the boundary conditions. Figure

3.1 shows a scatterer which is illuminated by a incident wave. The incident EM 

wave ( E inc, H inc) should satisfy the Maxwell equations in the entire domain Q. The 

interior domain of the scatterer is separated as Q,int =  Uf=1Qj where fl, denotes a 

single patch inside the scatterer. One can also define several sub-domains composed 

of one to  several patches sharing identical m aterial properties.

Since fairly complicated geometries can be represented as a single patch in 

IGA, each sub-domain can be modeled by a single patch in most of engineering 

applications. The exterior domain, which is outside of the scatterer, is denoted by 

Qexi. In this study, the material inside each patch is assumed to  be homogeneous 

and isotropic. The to tal electric field is decomposed into the scattered wave E  and
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the incident wave E mc:

E totai _  E  +  E inc (3.4.1)

The to tal electric field E total should satisfy Maxwell equations presented in Eq.3.2.3 

subjected to the boundary conditions imposed on <9fh Moreover, the incident wave 

satisfies the reduced wave equation in the free space. T hat is:

V x V x E inc -  u 2E inc = 0, (3.4.2)

where oj corresponds to the free space wave number. Assuming there is no current

source in the scatterer, J imp =  0, one can obtain the following equation by substitu t­

ing the Eq.3.4.2 into Eq.3.4.1:

V x (— V x E )  -  uj2(sr -  j e a) E  =  -  V x ( — V x E inc)  +  u>2(er -  j e ^ E ™
fJtf ' f̂ T

^ V x V x  E inc -  u 2E inc -  w2( ( (e r -  j e a)^ r -  l ) £ inc) ^  .

(3.4.3)

The complex relative perm ittivity is defined as £r =  er — j£ a. Since

V x V x E inc -  u 2E inc =  0,

Eq.3.4.3 can be rew ritten as:

V x (— V x E ) -  u 2£t E  =  -  V x ( — V x E inc)  +  oo2£rE inc 
/j,r \fj,r J

~  ( V x V x E inc -  u 2E inc -  u 2 { [ e r t x r  -  l)J5inc)

=  u \ £ r -  —  ) E in\
flr

(3.4.4)

The right hand side of Eq.3.4.3 can be used to  define the equivalent volume current, 

j  imp, jn scatterer:

- j u J imp = oj2(er -  ix~l ) E inc (3.4.5)
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Equation 3.4.4 transforms the homogeneous wave equation of the to tal electric field 

to non-homogeneous wave equation for the scattered field. Note th a t the bound­

ary conditions should be satisfied for the to tal electric field, E total: the Dirichlet 

boundary conditions (perfect electric conductor condition) require th a t the tangen­

tial component of the to tal field E  vanish on the boundary. T hat is:

n  x ( E  +  E inc) =  0 on TD.

In other words, the initial homogeneous Dirichlet boundary condition for the to tal 

field is changed to an inhomogeneous one for the scattered field. A nother requirement 

to obtain a unique solution is to satisfy the Silver-Muller radiation conditions at 

infinity [41]. However, the unbounded domain can not be discretized using finite 

element meshes. Also, increasing the size of the discretized domain will increase the 

com putational cost and is not guaranteed to yield accurate results. To mimic the far 

field, the domain of interest m ust be truncated with an absorbing layer, called the 

Perfectly Matching Layer, which is discussed in the next section.

3.5 PERFECTLY MATCHED LAYER

In scattering problems, Maxwell equations should be solved in the unbounded 

domain while the scattered field is required to  satisfy the Silver-Muller boundary 

condition at infinity:

lim r[V  x E  -  j k 0er x (er x E)} =  0,
r—>oo

where r  is representing the radius measured from the center of coordinates located
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inside the scatterer and er is the unit vector along the radial direction under con­

sideration. By satisfying this condition, the electric and magnetic waves will remain 

transverse in the far field region which also results in a radial Poynting vector ( E x  H  

). Therefore, the resulting wave will propagate outward. Imposing the Silver-Muller 

radiation condition when solving electro-magnetic scattering problems will ensure 

the uniqueness of the solution.

Since the discretized domain in FEM /IG A  is bounded, the infinite domain 

has to  be truncated with an artificial boundary condition to mimic the far-field ra­

diation condition. Such a boundary should be as transparent as possible to  the scat­

tered/rad iated  field to minimize non-physical reflections from this artificial boundary. 

Truncation of the wave propagation problems are not trivial. Due to  the slow decay 

of these problems, truncation of the boundary with Neumann or Dirichlet bound­

ary conditions will result in unacceptable artifacts from boundary reflections. Any 

coordinate remapping to represent the infinite space will result in infinitely fast oscil­

lations as the wave get closer to the boundary. Such a behavior can not be captured 

using a finite number of grids in discretized space.

Therefore, to  truncate the solution of the wave equation a  layer should be 

defined to absorb the wave with no reflection from the boundary. Numerous m eth­

ods have been invented to construct this artificial boundary: The Infinite Ele­

ments  [15], Non-Reflecting Boundary Conditions [33], Absorbing Boundary Condi­

tions (ABCs)  [29], etc. The ABCs precede other methods, in which the absorbing 

layer extrapolates from the interior to the boundary of the layer mimicking infinite
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extension. This m ethod works perfectly for one-dimensional problems where the 

wave has only two possible direction of propagation. However, in more practical 2D 

and 3D problems the infinite number of possible propagation directions results in 

cumbersome application of ABCs. Another shortcoming is the limited number of an­

gles a t which existing ABCs can absorb the wave efficiently. Finally, most ABCs are 

formulated for homogeneous materials a t the boundaries and may become unstable 

otherwise.

In 1994, Berenger introduced the absorbing boundary layer [7]. In this method, 

an artificiality absorbing material is placed adjacent to the edges of the scatterer. The 

wave entering this absorbing layer is attenuated by absorption and it decays exponen­

tially. Berenger introduced the Perfectly Matched Layer (PML)  to  avoid reflections 

at the interface between the absorbing layer and the scatterer. Later a more general 

form of the PML was introduced through complex coordinate stretching [18,64,77]. 

The PM L m ethod which is commonly used in com putational electromagnetism and 

is considered the most effective m ethod available. The construction of PM L in the 

FEM context [39,41,50] will be extended to IGA in this study.

Complex coordinate stretching: The region of interest, which may be composed of 

several patches, is centered a t the origin of the coordinate system and is subjected 

to the wave equation. The space outside the region of interest should be truncated 

mimicking the infinite space as shown in Fig.3.2. The equations and the solution 

in the infinite space should be analytically continued to complex coordinates. To 

visualize the effects of complex stretching the far field space is assumed to  be linear,
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FIGURE. 3.2: PML Layer

homogeneous, and time-invariant, then, the radiating solution in the far field can be 

represented as a superposition of plane waves:

w { x , t )  = Y J W k^ k x ~ ^  (3.5.1)
k,w

where W k<u are some constant amplitudes, u  is the angular frequency, and fc is the 

wave vector. This analytical function can be evaluated at complex values of x .  The 

original wave equation evaluated for real values of x  has an oscillating term  ejkx . 

However, if a linearly growing imaginary part is added, the real part of the wave 

s ta rt decaying exponentially because:

gj k(9i(x)+j'3m(x)) _  ejkyt{x)e ~k3m(x)

In FEM , the evaluation in the complex plane is usually started  a t a certain distance 

(radius) from the origin. However, in IGA it is possible to  s ta rt the PML layer
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at the exact boundary of the region of interest exactly. Therefore, the PML in 

IGA can represent the geometry. The patches defining the region of interest should 

be term inated by PML patches in which the evaluation is performed in a complex 

plane. Note th a t at the interface of the PML with the region of interest, no complex 

streaching ia applied. Consequently, the PML is a reflection-less absorbing layer.

To overcome the inconvenience of solving the governing differential equation 

in complex plane, a coordinate transform ation from complex to real coordinates is 

performed. The absorbing layer can be viewed as a layer in the real coordinates with 

an artificial anisotropic absorbing material. In other words, the Maxwell’s equa­

tions described in complex coordinates are re-casted as the Maxwell’s equations in 

Cartesian coordinates with the transformed materials [39]. The domain of this new 

coordinate system may be truncated with any type of boundary conditions such as 

homogeneous Dirichlet boundary conditions. Provided enough traveling distance, the 

PML layer can decay the propagating wave to  machine zero resulting in no or expo­

nentially small reflections from the boundary. Let the complex coordinate stretching 

be denoted with T  as: T  : Mn 3 x  —> x  €  C n where n  =  1,2,3 is the dimension of 

the space. Also, denote the corresponding Jacobian m atrix by J .  where

d x* 
Jij = ~dxi

Since Maxwell’s equations include divergence and curl of the unknown solution these 

operators should be described in the complex space. For u =  u( x)  the divergence,
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V xu can be described in term s of real coordinates by:

V xu* =  Vj.fi o T

representing the modified solution in the real space with u* =  u  o T  and by using the 

original notation, u  :=  u*, one has:

du . . du . , dx j , . 
= —7- T(a; —  s)  

d x %x ’ d x ^  v n d x %K ’

or

V xu = J T ( y xu o T )

~ - T  '
multiplying both sides by J  yields:

V xu  o T  = J  TV xu

The same transform ation can be used for H  (curl )-conforming fields [50]:

E  o T  = J ~ T E  (3.5.2)

where E  is the new unknown in the PML layer and E  is the complex stretch of the 

original electrical field. Equation.3.5.2 is identical to  Piola maps which transform  

m atter elements onto physical ones. Following the same sequence one can obtain the 

required equation for the curl operator [50]:

( V i X j B ) o f  =  J " 1 J ( V X x E )  (3.5.3)

where J  is the determ inant of the m atrix J .  The PM L layer should also satisfy 

the Maxwell equations. The bilinear form for the PM L patches can be modified



accordingly:

a ( E , F ) =  j  ( -  V *  x E  V x  x  F  -  u 2(£r -  j£ a) E  ■ F )Jd£ l  
J  n Mr

=  f  ( -  (J~2JTJ)Vx x E ■ Vx x F  — u 2{er -  j e „ ) { j~ 1J ~ T) E  • F)JdQ, 
J  a  Mr

= f  ( -  (J -1 J TJ ) V a X E  ■ V x x F  -  w2(er -  j e a) ( J J ~ 1 J ~ T) E  • F)dQ 
in  Mr

 1 — 71
By defining the tensor A  = J J  J  , the above bilinear form can be rewritten as:

d ( E ,  F )  = f  (— A - 'V a  x E  ■ V x x F  — w2(er -  j e a) A E  ■ F ) d n  (3.5.4) 
in  Mr

The tensor A  can be viewed as m aterial anisotropic property. It can be shown 

th a t Maxwell equations under any coordinate transform ation can be rew ritten as 

Maxwell’s equation in Cartesian coordinates with transformed m aterials [42,83].

3.6 S C A T T E R IN G  O F  IN F IN IT E  L O N G  C Y L IN D E R

The scattering and the absorption of a domain with complex shape and com­

position are usually performed by experimental measurements. The electromagnetic 

scattering of the brain is usually studied by measuring the scattered field of a typ­

ical phantom  of the head. However, these methods are very expensive. Also, ex­

perimental methods are not customizable to  represent the geometrical detail of a 

specific case/patient. On the other hand, most of the computational methods such 

as FEM suffer from inaccurate geometrical representation/loss during discretization. 

In addition, creating a patient specific model using conventional FEM is very time- 

consuming. IGA can represent the geometry accurately. Also, it is possible generate 

a patient-specific model from medical images. Another advantage of IGA is the 

autom atic meshing which can be used to generate patient specific models.
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Theoretical scattering solutions are used by many researchers. The scattering 

of light by cells in tissue [34], the radiative properties of aerosols [46], the scattering 

of electromagnetic waves by sphere (Mie theory) and layered spheres [40,53], the 

multiple scattering Mie solution [85] and the generalized Lornez-Mie solution [31] 

are good examples in which theoretical solutions were used. However, the exact 

solutions are limited to  simple geometries such as spheres and cylinders.

The exact solutions of scattering and absorption by a sphere and an infinite 

right cylinder were discussed in [9]. Many researchers [9,51,65,66] have provided 

com puter codes to  calculate the scattered field using Mie series. Schafer et al. [66] 

studied the near field magnetic and electric scattering of a monochromic plane wave. 

The derivation given in this section followed the construction of the exact solution 

discussed in the [9]. Let the scalar wave equation V 2t/> +  k 2ip =  0 be considered in 

cylindrical polar coordinates (r,(j),z):

where p =  r \ / k 2 — h2 and Z n is the solution of the Bessel equation. By considering 

e z along the cylinder axis, the cylindrical vector harmonics are:

Consider a plane wave illuminating the  cylinder shown in Fig.3.3. Note the £ is 

defined as the angle between the axis of the cylinder and the incident field. The

(3.6.1)

Separable solutions of the wave equation (Eq.3.6.1) can be found as:

Mr,<t>,z) = Z n(p)ejn*eihz (3.6.2)

^(rufi+hz)

(3.6.3)

N n  = ^ l J * L ( j h Z 'n(p)er -  h n ^ - e ^  +  x / P ^ Z n(p)e2) e ^ +/->
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FIGURE. 3.3: Oblique illumination of an infinite cylinder by plane wave

incident field is polarized either parallel (plane of incidence) or perpendicular to the 

x  — z plane. The to tal field is a linear combination of the these components which 

should satisfy the following boundary conditions a t the surface of the cylinder:

[E2(x ) -  Ei ( x) ]  x n  =  0,

[ H 2(x ) -  H ^ x ) }  x n  =  0,

For a infinite cylinder illuminated by homogeneous plane wave E i  =  Eoejhei'x which 

is polarized parallel to  x  — z  plane, the scattered field is described as:

OO

E s\\ ^   ̂ ■£'n(^n||-^n j^n\\^^-n) >
7 1 = 0 0  

OO

•H"s|| = ~  E n {bn\\Mn +  j a nllN n), (3.6.4)
n=—oo

( - l ) nJO! __  j p  V *■ )
-E'n — J^0~,— :— ~Z ifcsin£
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Similarly, for the polarization vector perpendicular to  the x-z plane, the scatter field

is:

where

®n||

E$±_ — ^  ̂ En(̂ jo,n±]\it n + bnj_Nnj,
n=—oo

jk  4 ^^  ] En (j&n±Nn ~f~ bn±]V[nj ,

WnBn + jDnCn

(3.6.5)H$-L L)U *— n=—oo

—

CnVn — BnDn 
WnVn + jD l ’ 

V7,, j C nDfi

°n\\ wnvn + jD i

i ^nX — J
. C'nWn + AnDn

(3.6.6)

WnVn + j D l  ’ J W nK  +  jD *

and A n, B n,C n,D n,Vn, and IT„ are defined in term s of (  =  x s in ^ , and 77 =

X y /m 2 — cos2 £:

=  j'C[C-/n(»?) Jn(C) ~  ^ ( ^ ( 0 ] ,

Bn = Ch2C^(^)4(C) -  VJnWM  

C n = ncosK)t|X('))X(C)(^5 -  l).

0„ =  ncos({)i),/n(i|)/f<1>(o(jjj -  l ) ,

v„ = -  nUvWL'HOl

wn = jCfaXMffM'K) -  CXta '̂tC)].

The is the Hankel function: Hn^  =  Jn + jY n where Jn and Yn are the Bessel 

functions of first and second kind of integral order n. The relation between the 

incident and the scattered field can be w ritten in m atrix form:

(3.6.7)

^11^

\E±a/

i —pJ 4 3ik(r sing—zcosg)
7T kr  sin £

/
Ti T4

t3 t2

\  (  \
E \\i

{3.6.8)

\ E±i/

Defining the change of variable: 0  =  it — <f>, the elements Ti, T2, T3, andT4 of the
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am plitude scattering m atrix,(Ti -  T4) are given as:

Ti = Y  bnye 3116 =  60|| +  2 Y  bny cos(n0),
— OO 7 1 = 1

OO 00
T2 =  £  a„±e_J”e  =  a0j_ +  2 an± cos(n0),

—00 n=l
00 00

r3 = Y  o,n\\e~3n& = -2j ̂  a„|| sin (n0),
—  00  71=1

OO OO

r 4 =  ^  6n±e - ^ e =  - 2 j  Y  bn± sin{nd) = - T 3.
—00 n=l

The efficiencies for scattering, Cscatl and extinction Cext are:

(3.6.9a)

(3.6.9b)

(3.6.9c)

(3.6.9d)

C.scatll -- N il +  ( N i l2 +  lan|||2)
7 1 = 1

OO

7 1 = 1

(3.6.10a)

(3.6.10b)

Particularly, when the incident field is perpendicular to  the cylinder axis, £ =  f , 

the two different polarization directions decouple and therefore can be considered 

separately:

( \
E\\s 7 2a=  eJ 4 0ik ( r —x)

\ E ±sJ

also, for this case (£ =  | )  one has:

®n|| 0,

Trkr sin £

( \ ( \
E \\iTx O'

v °  Tv \ Eli)
(3.6.11)

bn_l — 0,

CLn  — d-nX

bn — hr.

m J n(m x)J^(x )  -  Jn{x )J tn(mx)

m J n(m x)Hn  } (x) -  H n 1 {x)J'n{mx) 

Jn(mx)J'n{x) -  m J n{x)J'n{mx)

(i)/

Jn( m x ) H ^  (x) -  m H n ){x)J'n{m x )( i ) /

(3.6.12a)

(3.6.12b)

(3.6.12c)

(3.6.12d)



In this study, the analytical solution will be used to  evaluate the numerical results 

obtained by IGA analysis. Specifically, the near field solution of the scattered and 

the to tal electrical field is of particular interest.
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CHAPTER 4 

GENERATING ANALYSIS READY GEOMETRY

In C hapter 2, the B-Spline curves and surfaces were introduced. Recall th a t a 

B-Spline surface has a tensor product structure and carries the param etric discretiza­

tion which can be used in the IGA context. The CAD industry has spent a great deal 

of effort to  develop efficient algorithms to represent complex geometries. Specifically, 

numerous algorithms are available to  interpolate or estimate a set of geometrical da ta  

points [61]. The interpolated curve or surface crosses all the given geometrical da ta  

precisely. This is not necessarily true in B-Spline approximation; approxim ation will 

only capture the shape of the curve/surface without necessarily crossing every da ta  

point. This property might be attractive when da ta  noise is expected.

For most engineering applications, the analysis model is generated by a very 

coarse mesh and then refined to yield a desired solution accuracy. In this study, 

the curve/surface interpolation is used to  generate the analysis domain. The inter­

polating B-Spline is defined by a knot vector in each spatial direction and a set of 

control points. Therefore, the resulting B-Spline already contains the discretization 

information required to perform analysis in IGA. This property is very attractive in 

generating models based on geometrical da ta  obtained from coordinate measurement 

or imaging devices. Specifically, for a human brain section, it is possible to  extract 

the geometrical da ta  from a MRI image and then represent each layer of the brain
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with one B-Spline curve which can be used to  generate a surface covering each layer 

of the brain.

There are two main types of interpolations namely: Global and Local interpo­

lations. Local interpolations are generated segment-wise using the local da ta  in each 

step. Consequently, perturbing a single da ta  point will only change the resulting 

B-Spline locally. In the global interpolation, perturbing a single d a ta  point would 

change the entire curve/surface. However, this change is more pronounced near the 

perturbation and will die out with an increasing distance. Local interpolations are 

less com putationally expensive and can represent straight lines and also capture lo­

cal deformations better than  global interpolations. However, local methods tend to 

generate multiple interior knots. Consequently, achieving a desired continuity a t the 

boundary of segments is far from trivial for local interpolations.

In this study the analysis model for IGA is generated by global interpolation. 

As a result, the number of meshes in the interpolated/estim ated curve or surface will 

be a function of the number of d a ta  points. One can perform h-, p-, or k- refinements 

to generate the required number of the meshes and /or increase the order of underlying 

B-Splines in the model. It is possible to  generate two dimensional discretization by 

constructing a surface between B-Spline curves obtained from curve interpolation. 

In this chapter the basics of curve and surface interpolation, the ruled surfaces, and 

the Coons patches, are described. Then, the brain section was discretized by defining 

multiple-patches. Finally, the requirements for m ulti-patch conforming analysis are 

discussed and applied on the brain section model.



4.1 B-SPLINE GLOBAL CURVE INTERPOLATION

To interpolate a set of points, {Q k} ,k  =  0, ...,n , using a pth degree non- 

rational B-Spline curve, a param eter value, u is assigned to  each da ta  point, Qk- By 

selecting an appropriate knot vector U  — {ri0, ..., rtn+p+i}, a system of (n+ 1) x (n+ 1) 

linear equations can be set up to  construct a B-spline curve as defined by Eq.2.3.24:

The n  +  1 unknowns of this system are the location of the control points in each 

spatial direction, P{. This system of equations were solved in each direction to 

obtain the coordination of the control points. Several methods exist to  select Uk, 

namely equally spaced knots, the cord-length method, and the centripetal method. A  

curve with equally spaced knots cannot to  yield acceptable results if the d a ta  is 

unevenly spaced which is the case for the brain section data. Therefore, the focus 

will be on the cord-length and the centripetal methods [61]. The cord-length method 

is most commonly used m ethod which generally yields adequate results.

The cord length method', let d be the to tal cord length:

n
(4.1.1)

n
(4.1.2)

where uq = 0 and un = 1, and

Wfe rife_ i + (4.1.3)

The centripetal method [44] is used when da ta  has sharp edges and turns:
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where uq =  0 and un =  1, and

Uk — 'Wfc—1 d"

To select the n + p + 1  elements of knot vector, U  for a pth order B-Spline curve, the 

averaging technique is used:

m  =  n  +  p - f  1.

The required knots are obtained using the following equation:

 ̂j+p-i
ui+P = - Y ] u i ,  j  =  1 , n  — p. (4.1.7)P

i=3

Using this method, assigned knots reflect the distribution of Uk- Also, the result­

ing linear system of equations for control points, Eq.4.1.1, is totally  positive and 

banded [13,61]. A M atlab code (the Matworks, Natick, MA, USA) has been pre­

pared to interpolate the geometrical da ta  points w ith a  pth order B-Spline curve 

following the global interpolation algorithm and the cord length method. Providing 

the geometrical da ta  and the desired regularity of the interpolating B-Spline, all the 

required control points and knot vectors are calculated automatically.

The resulting interpolating B-Spline will exactly cross all the given da ta  

points. For the purpose of illustration, a set of given geometrical d a ta  points, the 

calculated control points, and the interpolating B-Spline are shown in Figure 4.1a. 

The effect of the interpolating B-Spline order, p, on the resulted curve is shown in 

Fig.4 .lb .

.. =  up =  0

(4,1.6)
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• Data points 
-©■Control points 
—B-spline curve

• Data points 
—P=2 
— p=3 
 p=4

(b) Effects of B-Spline order on curve inter­
polation(a) Quadratic curve interpolation

FIGURE. 4.1: Global B-Spline interpolation of given da ta  points

To generate the brain section model, the geometrical da ta  points of the bound­

ary of each material inside the brain was extracted from a MRI image. Then, each 

layer was interpolated by a single B-Spline. Figure 4.2 depicts all the resulting B- 

Splines representing the m aterial boundaries in a human brain section. Note th a t 

the d a ta  points shown in Fig.4.1a are sparse enough to  show the effect of B-Spline 

order on the resulted curve. For the brain section however, the high density of the 

extracted da ta  points will result in minimal effect of the selected B-Spline order on 

the resulted shape of the boundaries. Nevertheless, the selected order will directly 

affect the regularity of the interpolated curve.
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FIGURE. 4.2: M aterial boundary B-Spline interpolation

4.2 B-SPLINE GLOBAL SURFACE INTERPOLATION

In this section, the basics of surface interpolation to  generate analysis domain 

are discussed. Given a given set of (n +  1) x (m +  1) d a ta  points, {Q k,i},k = 

0, ...,n , and I — 0 ,...,m , a non-rational (p, g)th degree surface interpolating the 

given d a ta  points is generated similar to  Eq.2.3.25:

n m

Qk,i =  s (uk ,vi) -  E E  (4.2.1)
i=0 j= 0

to calculate Uk and Vk the following equations based upon the averaging method can
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be used:

(4.2.2a)

1 "

k=0
(4.2.2b)

Similar to  curve interpolation, vq = uq =  ... = vp = up — 0 and vm- P =  Um,-V =

the cord-length, or the centripetal m ethods (Eq.4.1.3 and Eq.4.1.5 respectively) for 

curve interpolation. Then, the averaging technique is used to  calculate u and Vk 

as described by Eq.4.2.2. Therefore the required knot vectors U  =  {tZ0, ■ • • , '«n+p+i 

and V  =  {uo, • • • , vm+q+i } can be constructed. The control points can be found by 

solving Eq.4.2.1 which can be re-written as:

Equation 4.2.3 is set of curve interpolations of the points Qkj k  = 0, ...,n , which 

is solved to  find R ^ . Similarly, Eq.4.2.4 is another curve interpolation th a t should 

be solved to find the required control points Pj,j. The surface interpolation can 

generate 3D surfaces crossing all the given geometrical d a ta  points. The resulted 

B-Spline surface has built upon the given discretization d a ta  and can be used for 

IGA analysis. Figure 4.3a, and Fig.4.3b are showing the given example d a ta  points, 

and the interpolated B-Spline surface respectively. The number control points in a

um =  0. For each fixed I and k  the ulk , and uf are calculated either by

for each I

where for each
m

(4.2.4)
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(a) Given data points (b) B-Spline surface interpolation

FIGURE. 4.3: Global surface interpolation of given da ta  points

interpolated surface is a function of the number of da ta  points in each param etric 

direction. The use of surface interpolation to generate a  surface between brain ma­

terial boundaries will result in limited number of the internal control points. The h- 

and /or p-refinement(s) can be used to  increase the number of meshes and the control 

points to increase the accuracy of the solution.

4.3 THE RULED SURFACE

A ruled surface can be viewed as a linear interpolation between a pair of 

curves. Consider two B-Spline curves described as:

nk
C k{u) = Y J N i,Vk{ u ) P l  A: =  1,2, (4.3.1)

i = l

which are defined on knot vectors U k =  {uq, ..., uknk}. A linear interpolation between 

C i(u )  and C i{u)  is desired. This interpolation should be between points w ith equal 

param eter values so th a t for a fixed u a line is connecting Cx('u) and C 2(w). Such a
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surface can formulated as:

n 1

S ( u , v )  = (4'3-2)
i=0 j= 0

where V  =  {0 ,0 ,1 ,1}  is the knot vector in the linear direction, also, n, U ,p y and P tJ- 

should be specified. Because of tensor product nature of the B-Spline surfaces, both 

boundary curves should be defined by the same knot vector and B-Spline degree. 

Therefore, knot insertion (h-refinement) and degree elevation (p-refinement) might 

be necessary to  create a ruled surface.

The knot vectors in C \  and C i  are obtained using the averaging m ethod in the 

curve interpolation are not necessarily identical. To create an identical knot vector 

for both boundary curves, the knot vectors of both  curves are merged to obtain a 

common knot vector U c. In other words, Uj is in U c if it is in either U 1 or U 2. The 

maximum multiplicity of Uj in U 1 or U 2 is also carried over to  U c. Then, U° which 

is used to  refine both  curves which yields the final values P Xj. Consequently, this 

process will increase the number of elements in analysis similar to /i-refinement.



(a) Iinitial ruled surface (b) Degree evaluation, p =  2 (c) Degree evaluation, p =  3

FIGURE. 4.4: Degree elevation for ruled surfaces

The linear property of the ruled surfaces will limit the flexibility of this m ethod 

to  represent complex geometries. The ruled surface generated between two interpo­

lated curves is shown in Fig.4.4a, in which the control points are shown with red 

dots. As discussed before, and clearly seen in Fig.4.4a a ruled surface is a  linear 

interpolation between two B-Spline curves. By increasing the order of the resulted 

surface in one param etric direction, one can insert an additional set of internal con­

trol points inside the surface. The effect of degree elevation on the ruled surface is 

illustrated in Figs.4.4b and 4.4c.

The capacity of ruled surfaces to mesh the skull section as one patch is il­

lustrated in Figure 4.5. Since the param etrization of the curves defining the bound­

aries of skull is a function of the geometrical location of data  points, the resulting 

discretization of the boundaries are not identical. Consequently, the resulting one- 

patch surface will show distorted meshing. M ulti-patch discretization is preferable
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FIGURE. 4.5: A ruled surface representing the skull section as one patch

for complex geometries. The multi-patch discretization of the brain section will be 

discussed in the next section using the Coons patch method.

4.4 THE COONS PATCH

Coons patches are widely used in CAD industry [30] as well as in model 

generation for isogeometric analysis [62]. Each Coons patch will represent a patch 

in IGA which can be assigned a unique set of m aterial properties. In m ulti-patch 

IGA, when two patches share a common interface, the continuity along the common
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boundary is reduced to  C° . This property is desirable in electromagnetism because 

of the predicted discontinuity of the field in the interface of different materials. In 

very complex geometries, such as the brain section, it might be necessary to  consider 

multiple patches to  represent a single m aterial. M ulti-patch analysis is unavoidable 

for practical applications. F irst developed in mid 1960s [19], a Coons surface is 

generated by the surrounding curves th a t satisfy the com patibility requirements. 

Given four curves:
n

c k(u) = Ni,piu)p k,i> A: = 0,1, MG [0,1],
^  (4.4.1)

C t(v) =  1 =  0,1,- v  E [0,1].
j=o

The comparability conditions for a Coons surface are:

•  The opposite boundary B-Spline curves should be constructed on common knot 

vectors. In other words, both Ck (u ) are constructed over on a common knot 

vector, U , and similarly, Ci{v)s also share a common knot vector V;

•  The adjacent curves are connected at the common ends;

5 0 . 0  =  Q ; = o ( m  =  0 )  =  Ci=o(v =  0 )

51.0 =  C k=0{u =  1) =  C /_i(u =  0)
(4.4.2)

5 0.1 =  C fc=i(M =  0) =  C l=0{v =  1)

51.1 =  Cfc=1(u =  1) =  Ci=i(v =  1 ) '

Denoting the ruled surface between Ck=o(u) and Cfe=i(n) w ith R i and the ruled 

surface between Q = o ( d )  and C(=i(v) w ith R 2, the bilinear Coons surface can be
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o Control points 
♦ Data points

(a) B-Spline interpolation
(b) Coons patch (c) Control Points

FIGURE. 4.6: Discretization using the Coons patch

defined as a bilinear blend of surfaces R i arid R 2 as:

S (u ,v)  =  R i(u ,u )  +  R 2(u, u) — T  (u,v),

where T (u , v) is the bilinear tensor product surface defined as:

(4.4.3)

T (u ,v ) 1 u
50.0 So,i

51.0 S u

(4.4.4)

Provided th a t the B-Splines are compatible, the surface S (u ,v )  can be constructed 

by. adding or subtracting the corresponding control points. T hat is:

p  . . —  P ^ 1 P ^ 2  _  p Tr  i,j r i,j i,j' (4.4.5)

The use of the Coon patch in generating the analysis domain is shown in Figure 

4.6a where the boundary of the region of interest is divided into four sections and 

interpolated by four B-Splines. The B-Spline interpolation does not necessarily gen­

erate compatible curves, ri-refinement (knot insertion) can be used to modify the
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FIGURE. 4.7: The required patches for the brain section and the surrounding envi­
ronment

knot vector of the curves w ithout affecting the geometry of the curve. After knot 

insertion, a Coons patch is generated between these four curves as shown in Fig.4.6b. 

The control points of this Coons patch is shown in Fig.4.6c. Note th a t the internal 

control points are generated autom atically w ithout any additional refinement. To 

mesh the brain section and its surrounding environment, 399 Coons patches and 770 

interfaces are defined as shown in Fig.4.7.
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ilU ll:w i l l :: Will
J 'l i i f :

FIGURE. 4.8: Meshing the gray m atter of the brain section

FIGURE. 4.9: Meshing the white m atter of the brain section
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FIGURE. 4.10: Discretization of the skull and CSF using multiple Coons patches

The Coons patches used to represent the gray and white m atters of the brain 

are shown in Figs.4.8, and 4.9. Also, the Coons patches of the skull and the CSF 

are shown in Fig.4.10. Note th a t the number of meshes at the patch interfaces are 

not necessarily equal. In the next section, the process of knot insertion to  create 

comparable patches is described.

4.5 MULTI-PATCH CONFORMING GEOMETRIES

In this section, m ulti-patch analysis is performed for compatible patches in 

which the meshes and the control points coincide along the interface of two patches 

(even after refinement). The multi-patch domain, Q, is formed by the union of nv
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patches such that:

n  =  u Z A ,

If two patches share a common interface one has:

fij n  Oj- =  r \ j ,  i ^  j.

otherwise

fh  n  Cij =  o, j.

Note th a t each patch is defined by its own mapping F i  : f2 —>• fi;, w ith Q representing 

the unit square of the parent domain. Therefore, two patches, fl* and QJ} with 

a common interface =  Qt fl f l3 /  0 coincide in their interface with identical 

multiplicity for the corresponding knot vectors.

Identical discretization of both patches in their interface results in identical 

basis functions along the common interface. In addition to the stated  requirements, 

the param etric direction of the both meshes should match. Sharing a common knot 

vector, as well as control points along the interface, results in the same boundary 

mapping for both neighboring patches. Hence, a connectivity array can be defined 

to identify matching basis functions on each patch.

By identifying common control variables and control points in the interface, 

and by assigning a single entity for them  in the global array in the assembly process, 

one can trea t both patches as one patch with knots repeated p  times a t the interface. 

As discussed before, this repetition of knots will reduce the continuity to C° between 

two neighboring patches. The typical shape functions of two neighboring patches are
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FIGURE. 4.11: M ulti-patch conforming shape functions

shown in Fig.4.11. M ulti-patch IGA is more complicated for vector field approxima­

tions such as electromagnetic field problems. This is because orientations for both 

tangential and normal components should be defined when applying curl-conserving 

transforms.

4.5.1 KNOT INSERTION FOR CONFORMING PATCHES

For simple geometries, one can define a set of identical control points and knot 

vectors along the interface of two neighboring patches. Recall th a t the brain section 

meshes was created by Coons patches. As discussed earlier, when generating a Coons 

patch, the opposite boundary curves are refined to have identical knot vectors. This 

refinement is done separately for each of two neighboring patches. Therefore, the 

common interface is defined over two separate knot vectors and consequently the re­

sulting discretization does not satisfy the requirements of the m ulti-patch conforming
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(a) Initial discretization of the
neighboring patches

(b) Conforming patches after knot insertion 

FIGURE. 4.12: Knot insertion used to generate compatible patches

geometries along the same interface.

To have conforming discretization on the interface, one can use knot insertion 

(similar to  /i-refinement) to  redefine the underlying boundary knot of the interface. 

Figure 4.12 shows two neighboring Coons patches. Even though the same B-Spline 

curve used to define the interface of these two patches, the resulting discretization is 

non-conforming. The use of knot insertion to  generate conforming patches is depicted 

in Fig.4 .12b. After refinement, all the circular curves in Fig.4 .12b are defined on a 

common knot.

Similarly, to  create conforming patches for the brain-section, 33 different sets 

of neighboring patches have been considered for refinement. After refinement, all 

the interfaces of each set are defined over a common knot vector. Figure 4.13 shows 

m ajor refinement sets of patches used to  modify the brain section discretization.



119

FIGURE. 4.13: Refinement is used for generation of conforming patches in the brain 
section model
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CHAPTER 5 

NUMERICAL RESULTS - EVALUATION OF IGA FOR 

ELECTROMAGNETISM

In this C hapter the IGA codes are developed based upon Chapters 3 for solv­

ing steady state  and transient electromagnetic problems as well as electromagnetic 

scattering. The construction of the developed IGA package follows the excellent 

structure presented in [23]. The developed codes are evaluated by comparing the 

numerical results with analytical ones.

In Section 5.1, the steady state  electric field is obtained on a rectangular do­

main and compared with the analytical solution. In Section 5.2, the time-dependent 

electromagnetic problem is described and numerical results are evaluated against the 

exact solution. Section 5.3 is dedicated to electromagnetic scattering.

The construction of the PML layer in the IGA context is explained in Section 

5.4. The scattered and to tal electrical fields of an dielectric circular domain are 

obtained in Section 5.5 and numerical results are compared with the analytical ones. 

Then, the simplified circular model of the brain with realistic m aterial properties 

is considered in Section 5.6. The scattered and to ta l electrical fields for lossless 

and lossy materials are obtained using the developed IGA code for electromagnetic 

scattering which are evaluated against analytical solutions. The process described in 

Section 5.6 is then extended to  a 2D human brain section. The results are presented 

in Section 5.7.



1 2 1

5.1 STEADY ELECTROMAGNETIC SOURCE PROBLEM

A M atlab code (the Matworks, Natick, MA, USA) has been prepared to esti­

m ate the steady and transient electromagnetic field over m ultiple-patch models. In 

this section, the  simplified form of steady electromagnetic source problem is con­

sidered. The numerical results are compared against the analytical solution in a 

rectangular domain. The simplified strong form of the problem can be stated  as:

V x (V x E )  + E  =  /  in Q,

E  x n  =  g on T#,

(V x JE7) x n  = h  on T^.

The weak form of the problem with prescribed Dirichlet boundary on all sides, reads: 

Given /  6 L2(fl), find u  £ ifo , r D(cttr/;fi) such that:

j V x u ' V x w d C l +  j  u w d C l =  /  f  ■ w  dQ Vw £ H 0,rD(curl', fi), (5.1.1)
« fi i/ n

The derivation of Eq.5.1.2 is provided in the Appendix.A. H o rpicurl^Q) is the 

space of square integrable vectorial functions in fl such th a t their curl is also square 

integrable and their tangential components are null on the boundary To:

Ho{curl\ Q) :=  {v  € L 2 : V x v  €  L 2, n  x v  =  0 on Tjo} (5.1.2)

This is reduced to finite dimensional problem by creating finite dimensional 

sub-spaces U k C U ,  and V k C V  both  formed through B-Spline (NURBS) basis. 

Denoting g k C U k as the finite dimensional representation of g , the solution can be 

w ritten as u h =  v h +  g h, which is valid for all v h €  V h. Note th a t the boundary 

da ta  is built in the solution by inclusion of the term  g h. The approxim ated solution



can be w ritten in term s of NURBS basis functions as:

Tleq Tln p

u h ~  Ŝ d BN B + 9b N b , (5.1.3)
B —1 B = n eq+ 1

where n eq is the number of unknowns (equations to  be solved), and n np is the total 

number of degrees of freedom. Also, {dB} ^ t is a set of all unknown control variables 

and { g B } nB =neq+i  is a set of known Dirichlet control variables. The test function is 

similarly discretized:
Tleq

w h = Y J CAN A. (5.1.4)
A = 1

Substituting Eq.5.1.4 and Eq.5.1.3 in the weak form of the problem, Eq.5.1.1 and 

noting th a t {cA} is arbitrary, for any index A, the discrete form becomes:

n eq  p  Tleq „

/  M V  x N a ) • (V x N B)dn + J 2  dBN AN Bd£l
5 = 1  ^  5 = 1  ^

p  T ln p  p  Tln  p  p

=  / f ANAdn - J 2  9b(V X  Nb )(V X NA)dn 9BNANBdQ
J n  B = neq+ 1 B=ne„+1 ^

This is a linear system of equations th a t can be re-w ritten as:

(A + B) d = f.

To evaluate the IGA code, a m anufactured problem is set up to  yield the following 

solution:

E x — — — c o s ( . t )  s i n ( y ) ,
7r

Ey =  — sin(a;) cos(y),
7T

Consequently, the source term  is defined as follows:
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(a) Computed Solution (b) Exact Solution

FIGURE. 5.1: Comparing the computed electrical field with exact solution

A square domain is considered with side length equal to  27r, fi =  [0, 2-rc] (8) [0, 27t]. 

The param eter space is defined by two open knot vectors: =  un = {0 ,0 ,0 ,1 ,1 ,1 }

with quadratic basis, p =  2. Dirichlet boundary conditions are applied using the 

projection method which was described in Section 2.6.1. Figure 5.1 compares the 

computed solution with the exact solution. The initial mesh was defined very coarse 

to  show the effect of the refinement on the accuracy of the solution. Denoting the 

computed and the exact electrical fields with E comp, and E exact, the error is computed 

using the following equation:

E t t  11 E exact E corrip 11 (5.1.5)

where || . || is either the L2-norm: \ \E exact -  JEcomp||o,n or the H (c u rl)  norm: 

\ \C url(E exact) — Cur^Ecornp^lcurixi. Figure 5.2a and Fig.5.2b show the effects of
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(a) The effects of order elevation and knot insertion on Hcurl error
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(b) The effects of order elevation and knot insertion on L 2 error

FIGURE. 5.2: Increasing the accuracy of the solution by refinement

order elevation and knot insertion on the H (curl)-norm  and L2-norm errors respec­

tively. It can be seen th a t in the IGA, the order elevation and the knot insertion are 

very effective in increasing the convergence rates.



5.2 TRANSIENT ELECTROMAGNETIC SOURCE FIELD

Recall the second order time-dependent Maxwell equation (Eq.3.1.11), which 

is the second order form of this equation and is commonly solved in tim e dependent 

electromagnetic problems:

e E itt +  a E >t +  V x ( - V  x E )  =
fl

In order to obtain the electrical field, the initial condition, E ,  and ^  at time t =  0 

must be prescribed. To evaluate the IGA code for transient electromagnetic field, an 

analytical problem is considered. The problem is imposed with Dirichlet boundary 

conditions only. The strong form of the problem reads:

d2E
+  V x V x £  =  /  in ft,

(5.2.1)9 t2

E  x n  =  g  on Fp, 

also, the initial conditions are given by:

E ( x ,  0) =  0 on ft,

(
d E
dt ( * .0) =

- cos(x) sin(y) 

sin(x) cos(y) J
on ft.

The source is described as:

/  =
cos(x) sin (y) sin(7rt)

\
2 —7T2 s i n ( x )  c o s ( y )  s in (7 r t )

The exact solution of the problem is given by:
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The homogeneous Dirichlet boundary conditions is applied on all four sides of the 

rectangle. The weak form of the problem reads:

Given f  £ L2(fi), find u £ H o, r D(curi;fl) such th a t

|  ( V x « ) - ( V x d )  +  ^ t  f  u v  =  f  f  ■ vdQ, Vu € H 0irD(curl; fl).
J n d t  J a  J a

To solve this time dependent problem the semi-discrete m ethod is used. As discussed 

in section 2.8.1, in this approach the space is discretized using the Galerkin method 

while, tim e is considered to remain continuous. Consequently, the shape functions 

are defined as functions of the space only (similar to  static  case) and corresponding 

coefficients are defined as functions of time. Therefore, the solution is a linear com­

bination of space-dependent shape functions and time-dependent coefficients. The 

space of test functions, V, will be similar to  static case but, the space of trial func­

tions will be time dependent satisfying the dynamic conditions:

S t = {u( - , t ) \u i (x , t )  x n  = g i ( x , t ) , x  £ r 0 ,u (- ,t)  € HQtrD(curi, ft)}

The discretized solution can be w ritten as:

Tleq T lnp

= ^ 2  9B ^ b ,
B = 1 B = n eq+ 1

and the test functions are given as:

Tleq

w h = ^ 2 ca N a ,
A= 1
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which is reduced to  an ordinary differential equation (ODE):
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FIGURE. 5.3: Transient electrical filed, comparing the com puted solution with the 
exact solution
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where
ey p

A  =  /  dBN A(x)N B(x)dQ ,
B=1
n eg „

B  = J 2  d* (i)(V  x ^ ) ( V  x jVB)dfi,
B=1

/. n"P /.
C  =  /  F N AdQ -  y ]  /  3b(V  X jVB)(V  x jV ^dfl

J  n___________ d__ J  n1?—Tleq

nnp
dt2

' *l F  /»

y : / 9BNANBdTi)-
B =n eq+ 1

The computed solution is compared with the analytical solution a t t 1.25 s and

(a) Transient electric field - H{curl)  error vs time

x 10'1

0.5 2.5
Time (s)

0.5

0.5 2.5
Time (s)

(b) Transient electric field - L 2 error vs time 

FIGURE. 5.4: Transient electrical field - H(curl)  and L 2 norm errors vs time
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t  =  2.25 s in Fig.5.3. The H(curl)  and L 2 errors versus tim e are depicted in Fig.5.4a 

and Fig. 5.4b respectively.

5.3 E L E C T R O M A G N E T IC  S C A T T E R IN G

In this study, the incident wave is modeled as a monochromatic plane wave:

E inc =  E 0e~jkx, (5.3.1)

the polarization vector, E 0, and propagating wave vector, k, should satisfy the fol­

lowing conditions:

E 0 • k  =  0. (5.3.2)

where

E 0 =  (0,1,0),  and k  =  (7T, 0,-0)r .

Particularly this plane wave is traveling along x  direction and polarized along y

direction as shown in Fig.5.5. W hen an electromagnetic wave hits an scatterer made

FIGURE. 5.5: Plane wave traveling along x direction, polarized along y direction

of lossless m aterial a portion of it is reflected and another part is transm itted  into 

the scatterer. In other words, the illuminated body will allow a portion of the wave 

to pass through and reflects the rest.
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W hen the scatterer is made of lossy m aterial, in addition to  these two portions, 

a th ird  portion of the electromagnetic wave is absorbed and converts to heat. It is 

desired to  find the scattered and the to tal electric fields using IGA. The basics of 

electromagnetic scattering and the required formulation were presented in Section 

3.4. The study of electromagnetic scattering within a finite domain is not possible 

without mimicking the infinite domain using a PML layer introduced in Section 3.5. 

The construction of the required PM L layer is described in the next section.

5.4  P E R F E C T L Y  M A T C H IN G  L A Y E R  IN  IG A

Recall the bilinear form of the scattering problem in the PML discussed in 

Section 3.5, the bilinear form involves the evaluation of Eq.3.5.4:

a (E ,  F )  — j  ( -  A -1 V* x E  • V x x F  -  ui2(er -  j e a) A E  ■ F)d£l  
Jci Mr

 1 ~ - r
where A  =  JJ J and J is the Jacobian of the complex stretching variable 

denoted by x  and defined as:

4 = x (l _ L fL Z f i) .) ,  (5.4.1)
v k x b -  x a 1

where a; is a set of physical points (physical mapping) obtained in each param etric 

direction. Similarly, x a and Xb are the physical boundaries of the PML patch, a  

is a tuning param eter and k  is the free space wave number. The approach used in 

this study to  construct the PML layer in IGA is illustrated in Figure 5.6. The PML 

patch is shown in Fig.5.6a where the wave is traveling from the inner radius to  the 

outer boundary. Along the outer boundary, the wave should decay to  zero without



(a) A single PML (b) Evaluation
patch points

FIGURE. 5.6: PML construction in IGA

reflection. The x a in this example are defined as the coordinates of the inner curve

and Xb are the coordinates of the points on the exterior boundary. Therefore, the

complex stretching variable, defined in Eq.5.4.1, is only applied for the inner points 

between the inner and the outer curves shown with hollow circles in Fig.5.6b.

The homogeneous Dirichlet boundary condition is applied to the boundary 

points. Note th a t the propagating wave in the PM L layer vanishes regardless of the 

application of the boundary condition. This is necessary to  have a reflection-less 

boundary layer which mimics the infinite domain. The example illustrated in Fig. 

5.6 has a very simple geometry and therefore is not fully representing the advantages 

of the PML layer in IGA compared to  the one in conventional FEM. The boundaries 

of the PM L layer in IGA can represent the boundary of the scatterer exactly. The 

scattering on a circular domain and the PML layer in IGA are be discussed and 

evaluated in the next section.
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5.5 SCATTERING ON A DIELECTRIC CIRCLE

As the first example the electromagnetic scattering problem is solved on a 

circular dielectric domain with a diam eter d — 2r =  A =  2 where A represents the 

wave length in free space. The model is composed of a scatterer which is modeled as 

a circle (r =  1) surrounded by free space, 1 < r  <  3, and the PML layer, 3 <  r  <  5, 

as shown in Fig.5.7a. The discretized model is shown in Fig.5.7b.

Scatterer Free space

Einc PML;

PMLPML

PML

(a) Layout of the patches (b) Initial mesh

FIGURE. 5.7: Dielecteric scattering - model generation

The frequency of the electromagnetic wave can be described as:

frequency
U)

(5.5.1)
2na^/£0Ho'

where a is a reference length which is determined based on the scatterer size: for 

the brain section, a =  0.1m. The frequency of the incident wave in this example 

corresponds to 1.5 GHz.  A M atlab code (the Matworks, Natick, MA, USA) has 

been prepared to estim ate the scattered and the to tal fields in IGA context.
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Three sub-domains are considered to model the analysis domain which repre­

sent the scatterer, the free space, and the PML layer, respectively. The sub-domains 

representing the free space and the PML layer are composed of four patches each 

as shown in Fig.5.7a. The required Coons patches are shown in Fig.5.7b which are 

refined to satisfy the conforming patch requirements.

The material properties of the scatterer is tabulated  in Table 1. This model 

is hit by the monochromatic plane wave identical to  the one described in Eq.5.3.1.

E inc =  E 0e~'?kx. (5.5.2)

The real and imaginary parts of the scattered and to tal electrical field are depicted in 

Fig.5.8 and Fig.5.9. As expected, the x  component of the scattered field is identical 

to the x  component of the to tal field.

TABLE 1: M aterial properties of the dielectric scatterer

Dielectric circle er fj,r oy
M aterial Properties 4.0 1.0 0.0

To evaluate the numerical results, the computed solution is compared to  the

analytical solution obtained using the code generated by Schafer [66]. The absolute

value of the scattered field is compared with the analytical solution in Fig.5.10. To 

further evaluate the numerical results the solution along the x  axis is compared with 

the analytical solution in Fig.5.11.
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(a) Scattered field - y  component (b) Total field - y  component

(d) Total field - x  component(c) Scattered field - x component

(e) Magnitude of the scattered field - Abs(Escat) (f) Magnitude of the total field - Abs{E totai)

FIGURE. 5.8: Dielectric scattering - real part of the scattered and to tal electrical 
fields
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(a) Scattered field - y  component (h) Total field - y  component

(d) Total field - x  component
(c) Scattered field - x  component

(e) Magnitude of the scattered field ^  Magnitude of the total field

FIGURE. 5.9: Dielectric scattering - imaginary part of the scattered and to ta l elec­
trical fields
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(a) Abs(E scat) - Computed solution (b) A bs(Escat) .  Analytical solution

FIGURE. 5.10: Dielectric scattering - comparison of the computed Abs(Escat) with 
the analytical solution
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FIGURE. 5.11: Dielectric scattering - comparison the com puted Abs(Escat) with 
analytical solution along x  axis



(b) A b s ( E t o t a i )  - Analytical solution
(a) AbsyEtatai) - Computed solution

FIGURE. 5.12: Dielectric scattering - Comparison of the computed Abs{Etotai) with 
the analytical solution

Analytical solution 
■Computed solution

uT

0.6

0.4
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FIGURE. 5.13: Comparison the computed Abs(Etotai) analytical solution along x  
axis
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FIGURE. 5.14: Dielectric scatterer - root mean square error along x  axis

Similarly, the numerical solution of the to tal electrical field is compared with 

the analytical solution in Fig.5.12 and Fig.5.13. Note th a t the com puted field inside 

the scatterer has a better agreement with the analytical solution. The error seen in 

the free space of the computed electrical field is related to the definition and tuning 

of the PML layer. Better results may be achieved through tuning and optimization 

of the PM L layer. However, PML optim ization is not performed in this study.

To quantify the error of the numerical results obtained for the dielectric scat­

terer, the root mean square error of the electrical field m agnitude was computed 

along the x  axis crossing the scatterer and the free space. As a result, the computed 

error captures the variations of the computed solution from the analytical one in 

the free space. The solution is not acceptable for the order p  =  2 with the initial 

discretization. However, the error is reduced the to ~  7% by increasing the order to 

p =  4 w ithout increasing the number of sub-divisions. As shown in Fig.5.14, further 

refinement reduced the error to less than  5%.
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5.6 FOUR LAYER BRAIN MODEL

In this section a four layered circular head model is considered to analytically 

validate the numerical results. The m ultipatch model and the corresponding mesh 

are shown in Fig.5.15a and Fig.5.15b. The four layers are representing the brain, the 

Cerebro-Spinal-Fluid (CSF), the skull, and the skin. Since the geometry of the inner 

layers of the brain cannot be represented with circles, the average perm ittivity  and 

conductivity is used as presented in Table 2 [63].

TABLE 2: M aterial properties of the circular brain section

Layer thickness jXr

Brain 0.086 m 46.509064 0.712895 1.0
CSF 0.008 m 69.005669 2.355479 1.0
Skull 0.004 m 16.872126 0.215958 1.0
Skin 0.004 m 42.316116 0.816917 1.0

Einc Free space

.■o
CL

PML

(a) Layout of the patches 

FIGURE. 5.15: Circular brain model generation

(b) Initial mesh



This simplified head model is surrounded by a circle representing the free 

space and by a PM L layer which mimics the infinite space. The incident wave is a 

monochromatic plane wave as described by Eq.5.3.1. The frequency of the incident 

wave is 750 MHz. For the sake of comparison in the first set of the results the 

materials are incorrectly assumed to  be lossless. The real and imaginary parts of the 

estim ated scattered and the to tal fields for lossless m aterials are shown in Fig.5.16 

and Fig.5.17.

The computed absolute value of the scattered field is compared with the an­

alytical solution of the model with lossless materials in Fig.5.18. The numerical and 

the analytical solutions are also compared along the x  axis in Fig. 5.19. Similarly, 

the computed to tal field is compared with the analytical solution in Fig.5.20 and 

Fig.5.21. Note th a t the assumption of the lossless properties is no applicable to the 

real brain problem. It is presented for the purpose of comparison w ith the results 

obtained for lossy materials.
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(a) Scattered field - y  component (b) Total field - y  component

0.864

(d) Total field - x  component
(c) Scattered field - x  component

(e) Magnitude of the scattered field (f) Magnitude of the total field

FIGURE. 5.16: Scattering of the lossless circular brain model - real part



(a) Scattered field- y  component (b) Total field- y  component

(d) Total field - x  component
(c) Scattered field - x  component

(e) Magnitude of the scattered field (f) Magnitude of the total field

FIGURE. 5.17: Scattering of the lossless circular brain model - imaginary part
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(b) Abs(E scat) - Analytical solution
(a) A bs(E scat) - Computed solution

FIGURE. 5.18: Circular lossless brain model - Comparison of the real part of the 
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computed Abs(Escat) with the analytical solution along x axis
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FIGURE. 5.21: Circular lossless brain model - Comparison the computed Abs(Etotai) 
w ith analytical solution along x  axis
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FIGURE. 5.22: Lossless circular brain model - root mean square error along x  axis

The solution is not acceptable for the order p =  2 with the initial discretiza­

tion. However, the error is reduced the to  ~  5% by increasing the order to p =  4 

without increasing the number of sub-divisions. As shown in Fig.5.22, further re­

finement reduced the error to ~  4%. Note tha t, the reported error is calculated for 

the solution in the scatterer as well as the free space. The error in the free space is 

considerably larger than  the error inside the circular brain model.

The computed scattered and to tal fields considering realistic lossy properties. 

Figure 5.25, and Fig.5.26 are comparing the computed Abs(E scat) and the Abs(Etotai) 

along x  axis with the analytical solution inside the brain. The comparison of Fig.5.25 

and Fig.5.19 shows the effect of considering lossy m aterial in analysis. The effects 

of including realistic m aterial properties on the to tal electerical field is also evident 

when comparing Fig.5.26 with Fig.5.21.
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FIGURE. 5.23: Scattering of the circular brain model with realistic material prop­
erties - real part
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FIGURE. 5.24: Scattering of the circular brain model with realistic material prop­
erties - imaginary part
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FIGURE. 5.27: Lossy circular brain model - root mean square error along x  axis 
inside the brain

Since the focus of this study is estim ating the electrical field inside the brain, 

the accuracy of the numerical solution inside the scatterer has particular importance. 

The root mean square error was calculated along the x  axis inside the circular brain 

model with lossy m aterial properties. The effects of refinement in reducing the error 

is depicted in Fig.5.27. The root mean square error along the x  axis ranges from ~  

0.8 - 2.7% for the orders of p = 5 and p — 2 and five sub-divisions. However, this 

error is decreased to  ~  0.5% after increasing the number of sub-divisions as shown 

in Fig.5.27. The m agnitude of the solution error is considerably smaller inside the 

brain.

5.7 ELECTROMAGNETIC RADIATION ON HUMAN BRAIN

In this section the numerical results of electromagnetic scattering is obtained 

on the brain section model. The incident wave is a monochromatic plane wave as
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described by Eq.5.3.1. The brain section is composed of four different materials: the 

skull, the CSF, the grey m atter, and the white m atter. The frequency of the incident 

wave is 750 MHz. The m aterial properties for this frequency are tabulated  in Table 

3 [63].

TABLE 3: M aterial properties of the brain section

Layer_______________ a______y,r
W hite m atter 39.461304 0.545943 1.0
Grey M atter 53.556828 0.879847 1.0
CSF 69.005669 2.355479 1.0
Skull 16.872126 0.215958 1.0

The thickness of the surrounding patches of the brain section shown in Fig.4.7 

were extended to A, the wave length in the free space. The model was refined to  create 

compatible patches as described in Chapter 4. No extra refinement is performed on 

the brain section model. The magnitude of the real and the imaginary part of the 

scattered field are depicted in Figure 5.28a and Fig.5.29a respectively. The real and 

imaginary parts of the scattered field along y  direction are shown in Fig.5.28b and 

Fig.5.29b respectively.

The magnitudes of the scattered and the to tal fields on the brain section are 

shown in Fig.5.30a and Fig.5.30 respectively. Moreover Fig.5.30 shows the difficulties 

of deep brain radiation as most of the electromagnetic wave energy is attenuated  at 

the outer brain layers. To better visualize the scattered and to ta l electrical fields 

inside the brain, the magnitudes of the scattered and the to tal fields for the white 

m atter of the brain is depicted in Fig. 5.30a and Fig.5.31b respectively.
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FIGURE. 5.28: Real part of the scattered field in the brain section with realistic 
m aterial properties
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tered field

FIGURE. 5.29: Imaginary part of the scattered field in the brain section with realistic
material properties
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FIGURE. 5.30: The magnitudes of the scattered and to tal field in the brain section
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FIGURE. 5.31: The magnitudes of the scattered and to tal fields in the white m atter
of the brain
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CHAPTER 6 

DISCUSSION AND CONCLUSION

The purpose of this study was to  develop a framework for com putational elec­

tromagnetics in IGA context. Specifically, the focus was on generating an imaged- 

based analysis model from geometrical da ta  and estim ating the electrical field within 

the resulted hi-fidelity mode. The developed m ethod can be used to  evaluate the 

safety of exposure to  radiating devices used in cell-phones, LANs, and medical imag­

ing devices. Another application of the developed framework is designing/optimizing 

antennas used for electromagnetic radiation. The summery of the present work, its 

limitations, and suggestions for future work are briefly discussed in this chapter.

6.1 RESULTS

Taking the advantage of the CAD modeling techniques, the IGA method 

can be used to  produce hi-fidelity mesh models for analysis. The B-spline global 

curve interpretation and the Coons patches are used to  generate analysis ready two 

dimensional geometries. The particular example problems studied here include the 

steady and transient Maxwell equations as well as electromagnetic scattering.

The IGA codes generated in this study were first validated by solving a steady 

and a time-dependent Maxwell equation defined over a square domain with Dirichlet 

boundary conditions. It is shown th a t the accuracy of the solution can be increased 

conveniently by superior refinement possibilities offered by IGA.
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The developed IGA platform was then extended to solve the electromagnetic 

scattering problem. The FEM construction of the Perfectly M atched Layer (PML), 

which is required to mimic the infinite domain, was extended and incorporated in 

the developed IGA framework to produce an absorbing layer without wave reflec­

tion. Three examples were studied here for validation. In the first example a circular 

scatterer subjected to  a plane incident wave is modeled with lossless m aterial prop­

erties. The numerical solutions for the  scattered and the to tal fields are obtained 

and validated against analytical solutions.

Then, a circular brain section w ith four layers subjected to  a given incident 

wave was studied for both cases; with or without lossy materials. Again, the numer­

ical solutions were compared with those obtained by analytical solutions. The same 

codes were then extended to the hum an brain section generated from the MRI image. 

The brain section and its surrounding was modeled w ith 399 patches. A four layer 

spherical model was studied in [41]. However the numerical error was not quantified. 

In both studies increasing the order of basis functions proved to be very effective in 

increasing the accuracy of the model as well as the convergence rate.

The IGA and its related theories and algorithms have been developed and 

validated here for two dimensional electromagnetic problems in this study. It will 

be an im plementation issue to  extend the developed IGA code to three dimensional 

problems. The IGA provided an effective and unified way to  perform the analysis 

and to achieve the desired accuracy over an hi-fidelity model generated from ge­

ometrical data. Thus, the developed IGA package can be easily applied to  solve
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biomechanical problems with complicated geometries. Possible future application is 

the cancer treatm ent using the electromagnetic field generated by the specially de­

signed antenna. Moreover, the developed IGA tool can help to optimize the shape 

of the antenna to serve the specific need of the patient.

6.2 LIMITATIONS

In IGA, The meshing within each patch is obtained automatically. However, 

complex geometries can not be meshed with a single patch. In m ulti-patch IGA it 

is necessary to  define each patch manually which reduces the effectiveness of this 

m ethod.The material properties considered here were all tim e-independent and the 

corresponding equations considered were all linear.

Reducing the error of the electromagnetic scattering problem can be done 

through PM L tunning or optimization which is not performed in this study. The 

refinement performed on the four layer brain model with realistic materials reduced 

the solution error along x  axis to less than  0.5% inside the circular brain model. 

However, further refinement did not reduce the error. This might be related to  the 

PML layer definition or the accuracy of the numerical evaluation of the analytical 

solution.

The conforming mesh requirement considered in this study resulted in in­

creased number of the meshes. Considering non-conforming patches in IGA may 

also be com putationally expensive because of the added variables to  the problem. A 

comparative study should be performed to  select the best method for a particular
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application.

6.3 FUTURE WORK

The models generated in this study were two-dimensional models. Expanding 

the current capability of imaged based 2D model generation to  a 3D one is necessary 

for obtaining reliable results suitable for biomedical applications. To generate image- 

based 3D models additional algorithms should be added to  the current codes.

The possibility of representing complex geometries in IGA combined with 

autom atic meshing makes it the ideal framework for shape optimization. The com­

bination of shape optimization with analysis in a single package has numerous ap­

plications in aerospace, defense, and biomedical fields, particularly, by modeling the 

shape of the antenna in the analysis domain one an evaluate/optim ize the antenna 

design.

The study of electromagnetic scattering presented in this study represents an 

initial a ttem pt to solve the electromagnetic radiation problem in biological media. 

Since electromagnetic radiation generates heat inside the biological tissue, it is desir­

able to  couple bio-heat transfer equations with the electromagnetic equations to  fully 

understand the im pact of radiation on patients. Such a combination, for example, 

can be used to  design the radiation devices required for hypertherm ia treatm ent.
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APPENDIX A 

DERIVATION OF THE WEAK FORM

The governing differential equation for electromagnetic field is given by 

Eq.3.1.11 as

eE ,tt +crE,t + V  x (1 /^ V  x E )  =  /  in fl x (0 ,t). (A.0.1)

to define the inner and the inner and the cross products will be w ritten for vector 

functions a  and 6 as:

Note th a t is called perm utation symbol, defined as follows: £ijk =  0 if any index 

is repeated.

Eijk — 1 if the indices follow the position perm utation, 1, 2, 3.

£ijk = ~ 1 if fh® index doesn’t  follow the position perm utation, 1, 2, 3. 

Furthermore, the general Gauss’s Theorem is used:

where /  =  —J™'v. Its weak form can be derived using the following index notations

a  ■ b =  aj&j,
(A.0.2)

^  X  6  —  Ei j f cd j b f c .

(A.0.3)

where is the i th component of the outward unit vector normal to the surface, <9f2,
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of the domain Q. Let v  be arbitrary. One then obtains the following:

- JJ a

- jJ n

- /Ja

- JJa

- JJa

- /Ja

dQ 

dQ 

dQ

eE  +  a E  +  V x ( i v  x E )  -  f )  ■ v
fjL *

“f* O E p  *4“ £pgj( E i j h E f c j ' ) tq f p J V p
jJj r

E E p  T  O  E p  +  ~ £ p q i £ i j k E k , j q  fp^j

s E p V p  “I- o E p V p  ~b £pq i£ - i jkE k, jVp tq f p ^ p \  d Q  “b j  (  £}}qi£ IJ k E p  j  Vpflq \  ft /I  
H n  Jda '

^jpVp +  CxEpVp ( ^ i j  k: E p . j  ) ('-ii iq^’p .q ) f p ^ p \  dQ T  [  (  (c E p  J ) Eipq Vp't lq) ̂  <7/1
A* /J Jda VA* '

SEpVp +  OEpVp A {£ijkEk,j){£iqpVp,q) fp^p\ dQ +  j  f  (Sijk(E/cj)£ipqVpTlq)') dA
 ̂ H /J Jaa '

=  f eE  ■ v  +  a E  • v  -  —(V x E )  • (V • v)  -  /  • v  dQ +  [  [—(V x E )  ■ (v x n)  
in L M J Jda ‘-M

= f \ E E - v  + a E - v - - { V x E ) - { V - v ) - f - v ] d Q +  f [ - (V x £ )  ■ (v x n)
in 1 M J J r D '■[a J

+ [  [ - ( V x ^ ' f v x n ) ] ^
J r N '-P

dA

drD

eE  ■ v  +  a E  ■ v  — —(V x E )  ■ (V ■ v)  — /  • v
HjJa

f  [ 4 ( V x £ )
J r N

d Q +  f  [ i (V xE)-(vxn) 
J r D

x n l  • vd T n

(A.0.4)

The relation, (V x E ) ■ (v x  n )  =  —[(V x E ) x  n] • v ,  is used in the last step of 

the derivation. The above equation reveals several ways to  prescribe the boundary 

conditions.

•  Case I: homogeneous boundary conditions

The required boundary conditions can be either the Neumann boundary con­

ditions:

(V x E)  =  0 on TN, (A.0.5)
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or the Dirichlet boundary condition:

E  x n  =  0 on Tp. (A.0.6)

Then, the variational equation becomes:

/Jo
e E  - v  + a E  - v  + - ( V  x E )  • (V x v) -  f  • v  dQ = 0. (A.0.7)

Case II: non-homogeneous boundary conditions

The required boundary conditions can be either the Neumann boundary con­

ditions:

(V  x £ )  =  h i  on T N ,

or the or the Dirichlet boundary condition:

E  x n  = g  on T#.

(A.0.8)

(A.0.9)

Now, again set v  x n  on Co as the requirement for the selection of the arbitrary 

function and E  x n  =  g  on Tp. Now the variational equation becomes:

/Jo

1
e E - v  + a E - v  + — (V x E )  ■ (V x v)  — f  -v f  — [Aj ■ (v  x n)}dT ^ — 0. 

J r N M

(A.0.10)

Also, with Neumann boundary condition stated  as:

(V  x E )  x n  = h 2 on Fn , (A.0.11)

the variational equation can be re-casted as follows:

/  \ e E - v + a E - v + - ( V x E ) - ( \7 x v ) - f - v ] d S l -  [  - [ h 2-v]dFN = 0. (A.0.12) 
Jo V -* J rN V

The steady state  and the time-harmonic form of Eq.3.1.13 can be extended from the

above derivation.
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