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This dissertation used Fourier transform infrared spectroscopy (FTIR) and nuclear magnetic resonance spectroscopy $\left({ }^{13} \mathrm{C}-\mathrm{NMR}\right)$ data to quantify the changes of major chemical compound classes in high molecular weight (HMW, $>1 \mathrm{kDa}$ ) DOM isolated along a transect from Great Dismal Swamp through the Elizabeth River /Chesapeake Bay system to the coastal Atlantic Ocean off Virginia, USA. Results show that both carboxylic acids and aromatic compounds are lost along the transect, while amide, and carbohydrate moieties could have a mid-transect source.

Addressing the seasonal and spatial changes in the chemical composition of high molecular weight DOM using $\mathrm{C} / \mathrm{N}$ ratio and $\delta^{13} \mathrm{C}$ signatures indicates a dramatic shift in the relative importance of the processes affecting the HMW-DOM as it moves from fresh water to the marine end member. Sorption and flocculation and reworking by heterotrophic bacteria seem to be the major players in the lower salinity region, but at the higher salinity regions the introduction of new carbon sources by primary production seems to be the major process.

Applying principal component analysis (PCA) and two dimensional correlation spectroscopy to the ${ }^{13} \mathrm{C}$-NMR spectra of the HMW-DOM shows that HMW-DOM consists of three major components that have different biogeochemical reactivity. The first component appears to be composed of a heteropolysaccharide (HPS) component and it increases as I move to the marine end member, while the second component appears to be composed of carboxyl-rich compounds (CRC) and its carbon percentage decreases as we move away from the fresh water end member. The third component contains the major functional group of amide/amino sugar (AMS) and its carbon percentage stays almost constant regardless of the seasonal and spatial changes along the salinity transect.

It seems that the HPS and CRC components are present in many aquatic environments at different relative ratios. Across aquatic environments the components contain compounds that share similar backbone structures although there is significant variation in some of their functional groups as a function of aquatic system.

The ${ }^{13} \mathrm{C}$-label method presented here for determining the enhanced aqueous solubility of organic compounds by natural aqueous DOM is a promising new tool for investigating the reactivity of DOM. Applying the method to Dismal Swamp DOM shows that the reactivity differences between high molecular weight, low molecular weight, and total DOM samples are consistent with potential variations in their higher order structures. However, coupling the method with FTIR analysis indicates that ultrafiltration is not merely a pure physical separation but involves a chemical separation as well.
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## CHAPTER I

## INTRODUCTION

## 1. BACKGROUND

Dissolved organic matter (DOM) plays an important ecological and environmental role in natural waters. Studies of DOM reactivity have focused on several topics including: photochemical (Latch and McNeill, 2006; Mopper and Kieber, 2002) and biological degradation (Amon and Benner, 1994; Azam, 1998); chlorination (Kitis et al., 2002); examining the contribution of DOM remineralization to $\mathrm{CO}_{2}$ fluxes (Hansell and Carlson, 2001); determining the general fate and transport of organic matter (Benner and Opsahl, 2001; McCarthy et al., 1996); examining the interaction of DOM with mineral surfaces (Arnarson and Keil, 2001); metal chelation by DOM (Karlsson et al., 2007; Santschi et al., 1997); and reactions with man-made pollutants (Chiou et al., 1987; Chiou et al., 1986).

The relative importance of the various roles of DOM in an aquatic system depends mainly on its chemical composition. Although a large portion of natural dissolved organic matter is located in marine and estuarine environments, little is known about its chemical composition due to the low concentration of DOM and the high concentration of co-dissolved inorganic species (such as $\mathrm{Na}^{+}$and $\mathrm{Cl}^{-}$) in these waters. Partially because of this salt complication, the direct analyses of specific subsets of compounds in seawater accounts for the characterization of less than $11 \%$ of the bulk DOM (Benner, 2002).

[^0]
### 1.1. Dissolved organic matter in estuaries

Estuaries and the continental shelf regions act as a biogeochemical reactor for dissolved organic matter (DOM), where most of the terrestrial dissolved organic matter (T-DOM) is lost and a small portion of the T-DOM reaches the open ocean (Benner et al., 2005; Hedges et al., 1997). On the other hand, new sources of DOM are introduced into estuaries and continental shelf water through primary production; these regions account for $30 \%$ of the net oceanic productivity (Holligan, 1992) even though they represent only $7 \%$ of the total oceanic surface areas (Gattuso et al., 1998).

Despite the fact that the global annual discharge of riverine dissolved organic carbon (DOC) could sustain the amount of DOC in the marine pool (Williams and Druffel, 1987), evidence from carbon isotopes, elemental analysis and molecular biomarkers shows that only a small portion of identifiable terrestrial DOM reaches the open ocean (Meyers-Schulte and Hedges, 1986; Opsahl and Benner, 1997; Williams and Druffel, 1987). This indicates that there are significant changes in the sources and chemical composition of the DOM as it moves from continents to the open ocean, which could influence the ecological and environmental roles of DOM.

The distribution of dissolved organic mater (DOM) in estuaries is affected by changes in physical parameters such as river discharge, water residence time, tidal exchange, and resuspension events. DOM is also exposed to large changes in pH and salinity as it moves downstream in a typical estuary. The sources and sinks of DOM in estuaries are caused by many different biogeochemical processes. For example, as the ionic strength increases in low salinity regions, some DOM flocculates and aggregates (Sholkovitz, 1976; Sholkovitz et al., 1978) into larger particles (Stumm, 1990) perhaps
through interactions with cations such as $\mathrm{Ca}^{2+}$ (Hunter and Liss, 1982) removing the DOM from the water column. Additional estuarine processes include the increase of light penetration due to a decline in turbidity, which can lead to increased photodegradation of chromophoric DOM, and, in conjunction with the availability of nutrients, can also provide the ideal conditions for a primary production maximum in the middle of estuarine ecosystem (Cloern et al., 1983; Filardo and Dunstan, 1985; Fisher et al., 1988; Harvey and Mannino, 2001; Pennock and Sharp, 1986).

While flocculation and primary production maxima are more likely to be limited to specific regions of estuaries, photooxidation and bacterial utilization of DOM more likely occur throughout the estuary, though their degree and chemical selectivity may vary with location (Waidner and Kirchman, 2008). On one side, heterotrophic bacteria could be a sink for DOM by converting it to $\mathrm{CO}_{2}$ (Azam et al., 1983). On the other side, they could contribute to the DOM pool directly by converting carbon into refractory DOM (Ogawa et al., 2001) or indirectly by the regeneration of inorganic nutrients from DOM, thus enhancing primary productivity (Gardner et al., 1994; Pakulski et al., 1995; Pakulski et al., 2000). Photooxidation could be a biogeochemical sink for DOM by converting it into $\mathrm{CO}_{2}$ or CO either directly (Miller and Zepp, 1995) or indirectly by making DOM more bioavailable for heterotrophic bacteria to respire (Moran and Zepp, 1997). In addition to spatial variations, the relative importance of these processes are highly varied between different seasons; for example, the summer season provides the perfect conditions for intense phytoplankton blooms to occur in the middle of the estuary as compared to other seasons (Harvey and Mannino, 2001; Pennock and Sharp, 1986).

### 1.2. Characterization of dissolved organic matter in estuaries

Because estuaries represent the interface between land-derived DOM and open ocean DOM, they have been under intense study with many different approaches used to estimate and understand the alteration in the chemical composition of DOM along estuarine transects. The majority of these studies have tried to quantify the amount of terrestrial organic matter that could reach the open ocean by constructing mixing models using bulk properties such as the $\mathrm{C} / \mathrm{N}$ ratio, single or dual $\delta^{13} \mathrm{C}$ and $\Delta^{14} \mathrm{C}$ isotope signatures of bulk DOM, and UV-visible absorption. Biomarker approaches have involved studies of long-chain odd-number n-alkanes, lignin compounds, or branched and isoprenoid tetraether lipids (Eglinton and Hamilton, 1963; Hopmans et al., 2004; McCallister et al., 2006; Mitra et al., 2000; Opsahl et al., 1999; Raymond and Bauer, 2001; Rochelle-Newall and Fisher, 2002). Other have also used a combination of proxies (e.g., lignin, N/C and $\delta^{13} \mathrm{C}$, Gordon and Gox̌i, 2003). Other approaches have focused on molecular biomarkers as indicators of both the alteration of organic matter and the organic matter source (e.g. Mannino and Harvey, 2000; Wakeham et al., 1997; Zuo and Wang, 2004). These approaches have been considerably enhanced recently through the use of compound specific analysis of ${ }^{13} \mathrm{C},{ }^{14} \mathrm{C}$ and D isotopes (e.g. Eglinton et al., 1997; Hayes et al., 1990; Sessions et al., 1999). Recent advances in mass spectroscopy techniques have also led to investigations of the molecular-level composition of DOM isolated from estuarine water (Dalzell et al., 2009; Minor et al., 2001; Minor et al., 2002; Sleighter and Hatcher, 2008).

Although using molecular biomarkers (including compound-specific isotopic information) is an elegant approach for identifying the chemical and biological processes
and carbon sources in estuaries, biomarkers comprise only a small subset of the DOM chemical composition (Benner, 2002), which can yield misleading conclusions when extrapolating biomarker data to the entire DOM pool (Hedges, 2002). Mass spectrometry provides a somewhat wider window into DOM composition and processes but is only semi-quantitative and limited in many cases by matrix effects and differences in ionization efficiency among different compound types. Therefore there remains a need for additional approaches to quantify the relative changes in the chemical compound classes of DOM as I move from land to the open ocean, especially as changes in the chemical structure of estuarine DOM could reflect changes in their ecological role,. e.g. bioavailability and transportation of both hydrophobic organic contaminants (Chefetz et al., 2000; Chin et al., 1997; Chiou et al., 1987), and trace metals (Shiller et al., 2006).

### 1.3. Interaction between anthropogenic and natural organic matter

The increased identification of organic pollutants in natural waters has made it even more critical that we understand the interactions between natural DOM and anthropogenic organic compounds and the environmental fate of these compounds. The ability of DOM to interact with different types of organic compounds is primarily a function of its structural heterogeneity and hydrophobic and hydrophilic properties (Hassett, 2006). Variations in composition, chemical structure, polarity and size of DOM isolated from different locations, have been related to variations in partition coefficient $\mathrm{K}_{\text {iDOM }}$ (or $\mathrm{K}_{\text {iDOC }}$ ) value (Chin et al., 1997; Chiou et al., 1987; Gauthier et al., 1987; Rutherford et al., 1992; Salloum et al., 2002). For example, an inverse correlation was observed between the polar group content in humic substances (measured by elemental
analysis) and the solubility enhancement of such hydrophobic organic compounds as p,p'-DDT, $2,4,5,2^{\prime}, 5^{\prime}-\mathrm{PCB}$, benzene and carbon tetrachloride (Chiou et al., 1987; Rutherford et al., 1992). Gauthier and co-workers (1987) show that the aromaticity (as measured by three independent methods) of fourteen different humic substances is directly related to their pyrene $\mathrm{K}_{\mathrm{iDOC}}$ values. Chin et al. (1997), using pyrene as probe molecule and several humic and fulvic acids as DOM co-solutes, found that pyrene binding increased with increasing molecular weight and the degree of aromaticity within the DOM co-solute and decreased with aliphatic I character as determined by ${ }^{13} \mathrm{C}-\mathrm{NMR}$. However, Salloum et al. (2002) observed a positive correlation between the aliphatic content of natural organic matter and $\mathrm{K}_{\mathrm{OC}}$ values when phenanthrene was used as the probe molecule.

Because the largest fraction of DOM is as of yet uncharacterizable (Benner, 2002), studying the reaction and interaction of DOM with other organic species is at best an analytical compromise between understanding chemical functionality and specific chemical structure within DOM. The major drawback of using the current solubility enhancement approaches as a probe to investigate DOM reactivity is their inability to detect small changes in partitioning of organic compounds by DOM. To date, current methods have had limited applicability for: 1) low-DOM-concentration samples such as those found in estuarine and marine DOM (Rutherford et al., 1992), or 2) across spatial (e.g. down-estuary) and temporal (e.g. seasonal) scales as the natural DOM pool shifts in composition in response to mobility, source and sink variations. In addition, current studies have generally been limited to highly hydrophobic compounds that are expected to exhibit high solubility enhancement values. To use solubility enhancement as an
effective probe of the reactivity of aquatic DOM, a more precise quantification method is required that can detect both very small partition values and small changes in incorporation values, and be capable of estimating the interactions of different probes with the same DOM.

In this dissertation, I coupled two non-destructive techniques 1) Nuclear magnetic resonance spectroscopy ( $\left.{ }^{13} \mathrm{C}-\mathrm{NMR}\right)$ and 2) Fourier transform infrared spectroscopy (FTIR) (including resolution enhancement in the FTIR approach) to study the spatial and seasonal changes (during two years) in the chemical composition of high molecular weight ( $>1000 \mathrm{Da}$ ) estuarine DOM isolated along transect from the Dismal Swamp (Virginia, USA) to the coastal Atlantic Ocean passing through the Elizabeth River and the mouth of the Chesapeake Bay. In order to detect significant changes in the FTIR and ${ }^{13}$ C-NMR, I used two chemometric data analysis techniques: 1) Principal component analysis (PCA) and 2) Two dimensional correlation spectroscopy (2D-Spectroscopy).

Because I was only able to characterize the isolated salt free fraction-high molecular weight ( $>1000 \mathrm{Da}$ ) DOM, which accounts only for $15-71 \%$ of the entire DOM pool, I developed a method based on the use of the solubility enhancement of model organic compounds as a tracer for the chemical reactivity of unfractionated DOM. I will present a new high-precision technique to measure the solubility enhancement of model organic compounds in natural waters by utilizing isotopic mass balance $\left({ }^{13} \mathrm{C}\right)$. To test the method, I applied it to a study of seasonal changes in the reactivity of DOM in sterilefiltered Dismal Swamp water (VA, USA) and its high and low molecular weight fractions (isolated by ultrafiltration), using ${ }^{13} \mathrm{C}$-labeled styrene as a probe.

## 2. SAMPLING SITIES

Samples were collected from five sites along a transect from Great Dismal Swamp through the Elizabeth River /Chesapeake Bay system to the coastal Atlantic Ocean (see Fig. 1.1). Site DS (Portsmouth Ditch in Great Dismal Swamp, Virginia, USA) is representative of the swampy headwaters of the Elizabeth River system, has very high DOC loadings, and contains a large proportion of terrestrially-derived DOM. Site GB in Great Bridge, Virginia is forested with marshes along the shoreline. The TP site (Town Point Park, Norfolk, Virginia) represents mid-river and contains natural autochthonous and allochthonous organic matter from the three branches of the Elizabeth River and the lower Chesapeake Bay. The down-river CBB (Chesapeake Bay Bridge-Tunnel) is at the mouth of the Chesapeake Bay; its organic matter sources include salt marshes and sediments of the lower Chesapeake Bay and its sub-estuaries as well as imported coastal marine material and autochthonous algal production. The Offshore coastal ocean site (OSC, $37^{\circ} 10.132^{\prime} \mathrm{N}, 75^{\circ} 37.891^{\prime} \mathrm{W}$ ) could be impacted by water flowing out of the Chesapeake Bay, but should also contain significant proportions of autochthonous marine organic matter.


Fig. 1.1. The map of the lower Chesapeake Bay area, showing the five sampling locations. 1) Great Dismal Swamp-DS. 2) Great Bridge-GB. 3) Town Point-TP. 4) Chesapeake Bay Bridge-CBB. 5) Offshore site-OSC.

## 3. ULTRAFILTRATION

One of the most common techniques to isolate DOM is ultrafiltration, which is based on the use of a membrane made of cellulosic, polysulfone or acrylic polymer with a typical pore size of 1 nm , equating to a nominal molecular weight cut-off of 1 KDa . Briefly, the separation works by passing the aqueous solution through the membrane under pressure; the low molecular weight fraction (filtrate) will pass through the membrane while the high molecular weight fraction (rententate) remains.

The major advantages of using ultrafiltration are: the separation is theoretically based on size rather than the chemistry of the DOM, providing a less chemically-biased view of the DOM fractions; moreover, the water is not artificially acidified, allowing the isolated compounds to retain their natural chemical speciation and conformation. The potential contamination from the ultrafiltration is low. Ultrafiltration can accommodate very large sample volumes, in the range of hundreds to thousands of liters, allowing for the isolation of DOM from marine environments. It can retain from $90 \%$ in terrestrial system to $20 \%$ of the total DOC in the open ocean.

The major disadvantages are: although fairly reproducible, the actual separation depends on the membrane (e.g. constriction material, manufactory), sample type (e.g. rivers, coastal, open ocean), total DOC concentration, concentration factor and operating conditions (Buesseler, 1996; Buesseler et al., 1996; Guo and Santschi, 1996). Losses to the ultrafiltration membrane can also be significant (Guo et al., 2000). Assemi et al. (2004) proposed that ultrafiltration could also separate the DOM based on their chemical characterization in addition to the size fractionation, which can complicate the interpretation of results based upon the retained material.

## 4. CHEMICAL CHARACTARIZATION OF DOM

### 4.1 Carbon-13 nuclear magnetic resonance spectroscopy

Nuclear magnetic resonance spectroscopy (NMR) provides a useful analytical window into DOM composition with the additional benefit of being non-destructive, thus preserving painfully obtained samples for additional characterization. It has the ability to spread out specific nuclei in DOM along a wide chemical shift spectrum based on their different electronic environments, giving it the ability to look into the distribution of DOM functional groups. The direct relationship between the number of nuclei at a specific chemical shift and the intensity at the same chemical shift makes NMR quantifiable, allowing the assessment of the relative contribution of DOM functional groups containing specific types of nuclei e.g. ${ }^{13} \mathrm{C},{ }^{1} \mathrm{H},{ }^{15} \mathrm{~N},{ }^{31} \mathrm{P}$ (Wilson, 1987).
${ }^{13} \mathrm{C}$-NMR has been widely applied to study the chemical distribution of different carbon structures of DOM isolated from swamp water (Finmen et al., 2007; Lu et al., 2000), rivers and lakes (Bianchi et al., 2004; Hedges et al., 1992; Repeta et al., 2002), and coastal, surface and deep open ocean waters (Benner et al., 1992; Hedges et al., 1992; Repeta et al., 2002). From these studies, it appears that autochthonously derived DOM (e.g. that prevalent in ocean samples) has a higher aliphatic, lower aromatic, and higher carbohydrate content than terrestrially derived DOM (e.g. swamp water). However, to my knowledge no ${ }^{13} \mathrm{C}$-NMR study has followed the changes in the chemical composition of DOM as it moves through an estuary from terrestrially-impacted to marine waters.

### 4.2. Fourier transform infrared spectroscopy

Fourier transform infrared spectroscopy (FTIR), which like NMR is a nondestructive technique, can be used to provide an additional view of the functional groups in organic compounds, and can help to resolve the carboxyl, amide and aliphatic ester contributions to DOM. Fundamentally, infrared spectroscopy is based on the vibration of molecules when they are exposed to infrared radiation; each bond in the molecule is involved in different vibration modes, e.g., stretching and bending (Mayo et al., 2004; Smith, 1996). The frequency of each vibration mode is a function of the bond force constant ( k ) and the reduced mass of the atoms involved in the vibration, so any changes in the force constant of the bond due to changes in the bond angle or the electronic environment around it, could shift the band position to higher or lower frequency. On the other hand, the intensity of each band is directly related to the square of the change in the electrical dipole moment $(\partial \mu)^{2}$ of the bond during the vibration, so bonds with higher changes in the dipole moment (e.g. $\mathrm{O}-\mathrm{H}, \mathrm{N}-\mathrm{H}, \mathrm{C}=\mathrm{O}, \mathrm{C}-\mathrm{O}$ ) will have higher intensity bands relative to the other bonds (Günzler and Gremlich, 2002; Mayo et al., 2004; Steele, 2002). Another factor that affects the intensity of a band is the concentration of the functional group or its abundance in the molecule or mixture of compounds, which allows FTIR to be used quantitatively, assuming that the dipole-moment-related "response factor" is taken into account (Mayo et al., 2004; Smith, 1996).

FTIR is used widely in the characterization of humic substances given its ability to provide quantitative as well as qualitative analyses of major functional groups such as carboxylic acid, phenol, amide, ester and saturated and unsaturated hydrocarbons (Stevenson, 1994). For example, a strong relationship with a slope of one has been found
between the carboxylic content of humic acids determined by both wet chemical analysis and FTIR methods (Celi et al., 1997), and a strong inverse relationship has also been found between the intensity ratio of 1415 to $1590 \mathrm{~cm}^{-1}$ and $\mathrm{O} / \mathrm{C}$ ratio determined by elemental analysis (Johnston et al., 1994). Mecozzi and Pietrantonio (2006) have used FTIR to study the distribution of carbohydrates, proteins and lipids within different molecular weight fractions of fulvic and humic acids in sediments.

## 5. MULTIVARIATE DATA ANALYSIS

### 5.1 Principal component analysis (PCA)

One of the traditional multivariate data analysis techniques is the principal component analysis (PCA); it is used to treat the spectra as a whole entity and represents it as a linear combination of a set of factors. The major advantage of PCA is its ability to reduce the dimensionality of the data set by eliminating redundant dimensions, i.e., those containing low information content, and identifying new meaningful underlying variables that represent the differences and similarities within a specific data set. Mathematically it starts with a matrix of $\mathrm{H}(\mathrm{s} \times \mathrm{n}$ ) where (s) is the number of spectra (samples) and ( n ) is number of wavenumbers / chemical shift in each spectra, from that dimension based on calculating the covariant among the original spectra according to this Eq. 1.1

$$
\begin{equation*}
\operatorname{cov}(X, Y)=\frac{\sum_{i=1}^{s}(X i-\bar{X})(Y i-\bar{Y})}{(s-1)} \tag{Eq. 1.1}
\end{equation*}
$$

Where $X$ and $Y$ are wavenumbers or chemical shift in the spectra, and $s$ is number of spectra (number of samples).

This will produce a square matrix called the coefficient matrix ( $\mathrm{n} \times \mathrm{n}$ )

$$
M=\left[\begin{array}{cccc}
\operatorname{cov}(1,1) & - & - & \operatorname{cov}(1, n) \\
- & - & - & - \\
- & - & - & - \\
\operatorname{cov}(n, 1) & - & - & \operatorname{cov}(n, n)
\end{array}\right]
$$

From that, I need to find the eigenvectors $\chi$ (principal component PC) and their eigenvalues $\lambda$ by solving this matrix equation

$$
\begin{equation*}
M_{\chi}=\lambda \chi \tag{Eq. 1.2}
\end{equation*}
$$

This equation could be solved by finding a vector that when you multiply it by $M$ ( $\mathrm{n} \times \mathrm{n}$ ) matrix it will produce itself multiplied by constant value $(\lambda)$. The result of that should produce N orthogonal vectors and their eigenvalues. The first principal component -eigenvector- is the one with the highest eigenvalues.

### 5.2. Two dimensional correlation spectroscopy

Noda (1993) developed a new concept of generalized perturbation based on two dimensional correlation spectroscopy (2D-Spectroscopy), by spreading the changes in spectra intensity within a data set collected across a perturbation (e.g. time, temperature, pressure, chemical reaction) as a function of the perturbation over a second dimension. This reduces the complexity of overlapped peaks (as many of them do not co-evolve throughout the data set), provides relations between different peaks, and gives us the sequential order of the changes in these bands. The application of 2D-spectroscopy results in two orthogonal correlation spectra (synchronous and asynchronous). The synchronous spectrum indicates coincidental or in-phase changes of two separate peaks, while the asynchronous spectrum will exhibit cross peaks if changes in the original data peaks are out of phase, which will be an indication of the order of the functional group
changes. The use of 2D-spectroscopy in this fashion resolves many ambiguities especially in a complex mixture of compounds with many overlapping peaks (Noda and Ozaki, 2004; Wang and Palmer, 1999). The practical computation of two-dimensional correlation spectroscopy were generated according to Noda and Ozaki (2004). In brief, the reference spectrum $\bar{y}(v)$ is calculated first, by taking the average values of all the data points at each specific wavenumber or chemical shift $(v)$. The second step involves calculating the dynamic spectra $\tilde{y}(v)$ for all spectra by subtracting the reference spectrum $\bar{y}(v)$ from each normalized spectrum $y(v)$ at each perturbation (t).

The synchronous 2D spectrum $\Phi\left(v_{1}, v_{2}\right)$ is calculated according to Eq.1.3

$$
\Phi\left(v_{1}, v_{2}\right)=\frac{1}{2\left(t_{m}-t_{1}\right)} \sum_{j=1}^{m} \tilde{y}_{j}\left(v_{1}\right) \cdot \tilde{y}_{j}\left(v_{2}\right) \cdot\left(t_{j+1}-t_{j-1}\right)
$$

where $m$ the total number of spectra, equal to 24 in my case. I also define two additional points in the perturbation, $t_{0}$ and $t_{m+1}$, located outside the observation period as $t_{0}=2 t_{1}-t_{2}$ and $\mathrm{t}_{\mathrm{m}+1}=2 \mathrm{t}_{\mathrm{m}}-\mathrm{t}_{\mathrm{m}-\mathrm{l}}$.

Repeating the above calculations to the entire range of the wavenumber/chemical shifts will produce a square matrix that could be represented by a two dimensional contour map or what is called a synchronous spectrum. An example of a schematic synchronous spectrum is shown in Figure 1.2. As the figure shows, the synchronous spectrum is a symmetric spectrum with respect to the a diagonal line, where each auto peak along the diagonal line represents a correlation between the specific wavenumber/chemical shift and itself $\left(v_{1}=v_{2}\right)$. The auto peak appears only if the band shows changes in the intensity during the perturbation period. On the other hand, the peaks located at the off-diagonal positions of Fig. 1.2 represent the correlations between
the different spectral variables ( $v_{1}$ and $v_{2}$ ) which are called cross peaks. Cross peaks could have either a positive correlation (white shaded) or a negative correlation (gray shaded); when the cross peaks of two bands have the same sign, they indicate that these two bands are changing in the same direction (they are increasing or decreasing together). When they have different signs that means one of them is increasing while the other is decreasing.


Fig. 1.2. Schematic contour map of a synchronous 2D correlation spectrum. Shaded areas indicate negative correlation intensity (Adapted from Noda and Ozaki, 2004).

The asynchronous 2 D spectrum $\Psi\left(v_{1}, v_{2}\right)$ is calculated according to the following equation

$$
\Psi\left(v_{1}, v_{2}\right)=\frac{1}{2\left(t_{m}-t_{1}\right)} \sum_{j=1}^{m} \tilde{y}_{j}\left(v_{1}\right) \cdot \tilde{z}_{j}\left(v_{2}\right) \cdot\left(t_{j+1}-t_{j-1}\right) \quad \text { Eq.1.4 }
$$

where the $\tilde{z}_{j}\left(v_{2}\right)$ is the Hilbert transformation of $\tilde{y}_{j}\left(v_{2}\right)$ that is calculated by numerical integration according to Eq. 1.5

$$
\tilde{z}_{j}\left(v_{2}\right)=\sum_{k=1}^{m} N_{j k} \cdot \tilde{y}_{k}\left(v_{2}\right)
$$

The term $\mathrm{N}_{\mathrm{jk}}$ is the element of Hilbert-Noda transformation matrix. See Noda and Ozaki (2004).

Applying the above calculations to the entire range of the wavenumbers/chemical shifts will produce a square matrix that could be represented by a two dimensional contour map or what is called an asynchronous spectrum, similar to the schematic asynchronous spectrum shown in Fig. 1.3. Unlike the synchronous spectrum, the asynchronous spectrum is a non symmetric spectrum and has no autopeaks. The signs of the cross peaks on the asynchronous spectrum could be used to provide valuable information on the sequential order of the changes of the bands with respect to the perturbation variables. For more details see Noda and Ozaki (2004).

In the last two decades, two-dimensional correlation spectroscopy of the kind described above has been applied to many different spectroscopic techniques such as infrared (Buffeteau and Pezolet, 1998; Ekgasit and Ishida, 1995; Sasic et al., 2000; Sasic and Ozaki, 2001), Raman (Ebihara et al., 1993; Matsushita et al., 2000), near infrared (Awichi et al., 2002; Liu et al., 1996), UV-visible (Liu et al., 2000; Zhao et al., 2002), and fluorescence (He et al., 2001; Nakashima et al., 2000) spectroscopy.


Fig. 1.3. Schematic contour map of asynchronous 2D correlation spectrum. Shaded areas indicate negative correlation intensity (Adapted from Noda and Ozaki, 2004).

It also has been applied to time-resolved gel permeation chromatography (Izawa et al., 2002a; Izawa et al., 2002b). Two dimensional correlation spectroscopy has been applied widely and successfully to understand the changes within polymer materials and proteins, to follow chemical reactions and to investigate other questions in biological and biomedical sciences (see the reviews by Noda and Ozaki, 2004; Ozaki, 2002).

Unlike principal component analysis, which investigates variations in the spectra viewed as a single data set to investigate how samples are different from each other, two dimensional correlation spectroscopy looks into the intensity changes of the individual
chemical bands or peaks throughout all of the spectra in order to identify correlations between different bands based on in-phase and out-of-phase changes in their intensity across the data set. Combining both PCA and 2D-correlation can help to confirm trends seen in each analysis of the data set, and will also provide additional complementary data about sample composition.

## 6. DISSERTATION OUTLINE

This dissertation is a result of two years of seasonal sampling along the salinity transect from the Dismal Swamp (Virginia, USA) to the coastal Atlantic Ocean passing through the Elizabeth River and the mouth of the Chesapeake Bay. I used the advantage of ${ }^{13} \mathrm{C}$-NMR and FTIR as non-destructive techniques and their complementarily in providing information on the distribution of DOM functional groups, which could help to construct a better comprehensive picture of the change in the DOM as it moves from land to ocean through an estuary.

In chapter II, I coupled the two non-destructive techniques ( ${ }^{13} \mathrm{C}$-NMR and FTIR) including resolution enhancement in the FTIR approach, to quantify the change in DOM compound classes (with emphasis on the carboxyl, amide and ester compound classes) within high molecular weight DOM (HMW DOM, > 1000 Da ) during an intensive red tide bloom (Cochlodinium polykrikoides).

In chapter III, I look into the spatial and seasonal changes (during two years) in the chemical composition of HMW estuarine DOM isolated along the transect by using PCA and two dimensional correlation spectroscopy of ${ }^{13} \mathrm{C}$-NMR and FTIR of the HMWDOM.

Most of my chemical characterization was based on the analysis of the high molecular weight fraction, and there are some concerns as to if it is representative of the entire DOM pool. In chapter IV, I used the solubility enhancement of model organic compounds as a tracer for the chemical reactivity of DOM in its ambient environment. I present a new high-precision technique to measure the solubility enhancement of model organic compounds in natural waters by utilizing isotopic mass balance $\left({ }^{13} \mathrm{C}\right)$. To test the method, I applied it to examine seasonal changes in the reactivity of DOM in sterilefiltered Dismal Swamp water (VA, USA) and its high and low molecular weight fractions (isolated by ultrafiltration), using ${ }^{13} \mathrm{C}$-labeled styrene as a probe.

Chapter V highlights the major finding and conclusions of this dissertation, and discusses further studies that could help us to have a better understanding of the chemical characterization of dissolved organic matter.

## CHAPTER II

# CHANGES IN THE COMPOUND CLASSES OF DISSOLVED ORGANIC MATTER ALONG AN ESTUARINE TRANSECT: A STUDY USING FTIR AND ${ }^{13} \mathbf{C}$-NMR 

## 1. INTRODUCTION:

Despite the fact that the global annual discharge of riverine dissolved organic carbon (DOC) could sustain the amount of DOC in the marine pool (Williams and Druffel, 1987), evidence from carbon isotopes, elemental analysis and molecular biomarkers shows that only a small portion of identifiable terrestrial DOM reaches the open ocean (Meyers-Schulte and Hedges, 1986; Opsahl and Benner, 1997; Williams and Druffel, 1987). This indicates that there are significant changes in the sources and chemical composition of the DOM as it moves from continents to the open ocean, which could influence the role of DOM as a short-term sink of atmospheric $\mathrm{CO}_{2}$ (Hedges, 1992), a bacterial food source (Amon and Benner, 1996; Azam et al., 1983), and as a reactant and absorbant of man-made pollutants (Chiou et al., 1986).

Because estuaries represent the interface between land derived DOM and open ocean DOM, they have been under intense study with many different approaches used to estimate and understand the alteration in the chemical composition of DOM along estuarine transects. The majority of these studies have tried to quantify the amount of terrestrial organic matter that could reach the open ocean by constructing mixing models using bulk properties such as the $\mathrm{C} / \mathrm{N}$ ratio, single or dual $\delta^{13} \mathrm{C}$ and $\Delta^{14} \mathrm{C}$ isotope
signatures of bulk DOM, and UV-visible absorption. Biomarker approaches have involved studies of long-chain odd-number n-alkanes, lignin compounds, or branched and isoprenoid tetraether lipids (Eglinton and Hamilton, 1963; Hopmans et al., 2004; McCallister et al., 2006; Mitra et al., 2000; Opsahl et al., 1999; Raymond and Bauer, 2001; Rochelle-Newall and Fisher, 2002). Other have also used a combination of proxies (e.g., lignin, N/C and $\delta^{13} \mathrm{C}$, Gordon and Goňi, 2003). Other approaches have focused on molecular biomarkers as indicators of both the alteration of organic matter and the organic matter source (e.g. Mannino and Harvey, 2000; Wakeham et al., 1997; Zuo and Wang, 2004). These approaches have been considerably enhanced recently through the use of compound specific analysis of ${ }^{13} \mathrm{C},{ }^{14} \mathrm{C}$ and D isotopes (e.g. Eglinton et al., 1997; Hayes et al., 1990; Sessions et al., 1999). Recent advances in mass spectroscopy techniques have also led to investigations of the molecular-level composition of DOM isolated from estuarine water (Dalzell et al., 2009; Minor et al., 2001; Minor et al., 2002; Sleighter and Hatcher, 2008).

Although using molecular biomarkers (including compound-specific isotopic information) is an elegant approach for identifying the chemical and biological processes and carbon sources in estuaries, biomarkers comprise only a small subset of the DOM chemical composition (Benner, 2002), which can yield misleading conclusions when extrapolating biomarker data to the entire DOM pool (Hedges, 2002). Mass spectrometry provides a somewhat wider window into DOM composition and processes but is only semi-quantitative and limited in many cases by matrix effects and differences in ionization efficiency among different compound types. Therefore there remains a need for additional approaches to quantify the relative changes in the chemical compound
classes of DOM as I move from land to the open ocean, especially as changes in the chemical structure of estuarine DOM could reflect changes in their ecological role,. e.g. bioavailability and transportation of both hydrophobic organic contaminants (Chefetz et al., 2000; Chin et al., 1997; Chiou et al., 1987), and trace metals (Shiller et al., 2006).

Nuclear magnetic resonance spectroscopy (NMR) provides a useful analytical window into DOM composition with the additional benefit of being non-destructive, thus preserving painfully obtained samples for additional characterization. It has the ability to spread out specific nuclei in DOM along a wide chemical shift spectrum based on their different electronic environments, giving it the ability to look into the distribution of DOM functional groups. The direct relationship between the number of nuclei at a specific chemical shift and the intensity at the same chemical shift makes NMR quantifiable, allowing the assessment of the relative contribution of DOM functional groups containing specific types of nuclei e.g. ${ }^{13} \mathrm{C},{ }^{1} \mathrm{H},{ }^{15} \mathrm{~N},{ }^{31} \mathrm{P}$ (Wilson, 1987).
${ }^{13} \mathrm{C}$-NMR has been widely applied to study the chemical distribution of different carbon structures of DOM isolated from swamp water (Finmen et al., 2007; Lu et al., 2000), rivers and lakes (Bianchi et al., 2004; Hedges et al., 1992; Repeta et al., 2002), and coastal, surface and deep open ocean waters (Benner et al., 1992; Hedges et al., 1992; Repeta et al., 2002). From these studies, it appears that autochthonously derived DOM (e.g. that prevalent in ocean samples) has a higher aliphatic, lower aromatic, and higher carbohydrate content than terrestrially derived DOM (e.g. swamp water). However, to my knowledge no ${ }^{13} \mathrm{C}$-NMR study has followed the changes in the chemical composition of DOM as it moves through an estuary from terrestrially-impacted to marine waters.

While ${ }^{13} \mathrm{C}$-NMR is a useful, non-destructive approach to investigating functional groups variations, it (like all analytical techniques) suffers from some ambiguities in the structural information it provides. For example, the carbonyl band ( $\mathrm{C}=\mathrm{O}$ ) of carboxyl, amide and aliphatic esters in DOM all appear at the same position around 175 ppm , (Dria et al., 2002; Knicker and Lüdemann, 1995; Wilson, 1987 and many others), which considerably complicates the resolution and quantification of these functional groups using NMR.

The distinction of these groups is important due to their independent roles in aquatic ecosystems. The carboxyl group is the dominant oxygen functional group in terrestrial DOM (Cabaniss, 1991; Leenheer et al., 1995), and it can play an important role in determining both DOM and natural water acidity (especially in freshwaters with little buffering capacity, (e.g., Wellington and Driscoll, 2004), in chelating metals (Byler et al., 1987; Stevenson, 1994; Strathmann and Myneni, 2004), in photooxidation processes (Faust and Zepp, 1993; Xie et al., 2004), and in the adsorption of DOM to particulate phases (Huang et al., 2003; Stevenson, 1994), However, little is known about transport of carboxyl groups through estuaries to the open ocean. With the recent identification of refractory carboxyl-rich alicyclic molecules (CRAM) in both ocean (Hertkorn et al., 2006) and fresh waters (Lam et al., 2007), it is important to estimate the carboxyl content that could transferred from land to the open ocean through estuaries.

A better understanding of amide group distributions is important in understanding the role of amide-containing compounds as nitrogen as well as a carbon sources for biota. Although dissolved organic nitrogen (DON) can be used as a nitrogen source by both heterotrophic and autotrophic organisms (Bronk, 2002; Mulholland et al., 2002); and
references within), the nitrogen content in DOM increases as I go through estuaries (Benner, 2002; Bronk, 2002; Hedges et al., 1997) and organic nitrogen has been shown to persist in aquatic ecosystems, despite nutrient demand. Analysis by ${ }^{15}$ N-NMR has shown that most marine DON is in the amide form (McCarthy et al., 1997), and many preservation mechanisms have been proposed to explain why intrinsically reactive amide N might persist; one explanation is the encapsulation hypothesis, where protein is protected by aliphatic macromolecules (Knicker and Hatcher, 1997; Nguyen et al., 2003). Recent results show that, in addition to its presence in protein, amide could also be found in significant amounts in an amide acetate form ( N -acetyl amino polysaccharides), which could also help to explain the preservation of DON (Aluwihare et al., 2005). All these results show the importance of understanding the association of amide functional groups with other functional groups (e.g. esters, aliphatic and carbohydrate moieties).

Fourier transform infrared spectroscopy (FTIR), which like NMR is a nondestructive technique, can be used to provide an additional view of the functional groups in organic compounds, and can help to resolve the carboxyl, amide and aliphatic ester contributions to DOM. Fundamentally, infrared spectroscopy is based on the vibration of molecules when they are exposed to infrared radiation; each bond in the molecule is involved in different vibration modes, e.g., stretching and bending (Mayo et al., 2004; Smith, 1996). The frequency of each vibration mode is a function of the bond force constant ( k ) and the reduced mass of the atoms involved in the vibration, so any changes in the force constant of the bond due to changes in the bond angle or the electronic environment around it, could shift the band position to higher or lower frequency. On the other hand, the intensity of each band is directly related to the square of the change in the
electrical dipole moment $(\partial \mu)^{2}$ of the bond during the vibration, so bonds with higher changes in the dipole moment (e.g. $\mathrm{O}-\mathrm{H}, \mathrm{N}-\mathrm{H}, \mathrm{C}=\mathrm{O}, \mathrm{C}-\mathrm{O}$ ) will have higher intensity bands relative to the other bonds (Günzler and Gremlich, 2002; Mayo et al., 2004; Steele, 2002). Another factor that affects the intensity of a band is the concentration of the functional group or its abundance in the molecule or mixture of compounds, which allows FTIR to be used quantitatively, assuming that the dipole-moment-related "response factor" is taken into account (Mayo et al., 2004; Smith, 1996).

FTIR is used widely in the characterization of humic substances given its ability to provide quantitative as well as qualitative analyses of major functional groups such as carboxylic acid, phenol, amide, ester and saturated and unsaturated hydrocarbons (Stevenson, 1994). For example, a strong relationship with a slope of one has been found between the carboxylic content of humic acids determined by both wet chemical analysis and FTIR methods (Celi et al., 1997), and a strong inverse relationship has also been found between the intensity ratio of 1415 to $1590 \mathrm{~cm}^{-1}$ and $\mathrm{O} / \mathrm{C}$ ratio determined by elemental analysis (Johnston et al., 1994). Mecozzi and Pietrantonio (2006) have used FTIR to study the distribution of carbohydrates, proteins and lipids within different molecular weight fractions of fulvic and humic acids in sediments.

Due to the nature of DOM, as a mixture of organic compounds, there will be an overlap among bands that are close in frequencies. In addition, bands that are more common among compounds will be above the background, while less common bands will disappear under the background. This will make the DOM spectra appear simpler than those from any known single constituent compound (Mayo et al., 2004; Smith,
1996). Thus one could expect that identifiable changes in the DOM FTIR spectra would imply profound changes in DOM structure.

The high signal to noise ratio of an FTIR spectrum gives researchers the capability to enhance the resolution of bands broader than the instrumental resolution. One of the most often applied resolution enhancement methods is taking the second derivative of an FTIR spectrum, an approach widely used in peak identification and library search software (Denoyer and Dodd, 2002; Griffiths and De Haseth, 2007; Smith, 1996). Another resolution enhancement method is Fourier self-deconvolution, which can resolve the position of the peaks, albeit with distortion of the band width and its intensity (Griffiths and De Haseth, 2007; Smith, 1996).

The power of ${ }^{13} \mathrm{C}$-NMR and FTIR as non-destructive and complementary techniques in providing information on the distribution of DOM functional groups could help to construct a better comprehensive picture of the change in the DOM as it moves from land to the ocean through an estuary. In this work, I will couple the two techniques (including resolution enhancement in the FTIR approach) to quantify the change in DOM compound classes (with emphasis on the carboxyl, amide and ester compound classes) on a transect from the Dismal Swamp (Virginia, USA) to the coastal Atlantic Ocean passing through the Elizabeth River and the mouth of the Chesapeake Bay.

## 2 METHODS

### 2.1. Sampling sites

Samples were collected from late August to early September 2007 at five sites along a transect from the Great Dismal Swamp through the Elizabeth River /Chesapeake

Bay system to the coastal ocean (see Fig. 1.1). Site DS (Portsmouth Ditch in Great Dismal Swamp, Virginia, USA) is representative of the swampy headwaters of the Elizabeth River system, has very high DOC loadings, and contains a large proportion of terrestrially-derived DOM. Site GB in Great Bridge, Virginia is forested with marshes along the shoreline. The TP site (Town Point Park, Norfolk, Virginia) is mid-river and contains natural autochthonous and allochthonous organic matter from the three branches of the Elizabeth River and the lower Chesapeake Bay. The down-river CBB site (Chesapeake Bay Bridge-Tunnel) is at the mouth of the Chesapeake Bay; its organic matter sources include salt marshes and sediments of the lower Chesapeake Bay and its sub-estuaries as well as imported coastal marine material and autochthonous algal production. The Offshore coastal ocean site (OSC, $37^{\circ} 10.132^{\prime} \mathrm{N}, 75^{\circ} 37.891^{\prime} \mathrm{W}$ ) could be impacted by water flowing out of the Chesapeake Bay, but should also contain significant proportions of autochthonous marine organic matter.

My sampling was concurrent with an intensive harmful red tide bloom (over $15,000{\text { cell } \mathrm{ml}^{-1}}$ and chlorophyll $a$ levels of up to $367 \mathrm{ug} / \mathrm{L}$ ) caused by the dinoflagellate Cochlodinium polykrikoides. This bloom started in the James River and progressed throughout the lower Chesapeake Bay area and into the coastal Atlantic Ocean, starting in August 2007 and continuing for over a month (Bernhardt et al., 2008).

### 2.2. Sampling

Surface water samples were collected using an acid-cleaned and pre-conditioned polypropylene bucket from late August to beginning of September 2007; water temperature was measured concurrently at the sampling sites. The GB, TP, and CBB
samples were collected within half an hour of low tide using the shoreline (GB) or pier structures (TP and CBB) for access to the water. The Offshore sample (OSC) was collected onboard the R/V Fay Slover. The samples were transported to the laboratory in 20 L fluorinated polypropylene jerricans. Prior to filling the jerrican with sample, it was soaked overnight in an alconox solution, rinsed with deionized water, then soaked overnight (or longer) in 10\% hydrochloric acid, rinsed with deionized water again and preconditioned with sample (3x) before being filed with sample. Upon arriving in the laboratory, salinity and pH were measured with a refractometer and a calibrated pH meter respectively. Sub-samples of the whole water were taken for TOC measurements. Then, samples were sterile-filtered using $0.1 \mu \mathrm{~m}$ Whatman Polycap cartridge filters which had been previously soaked in methanol and back flushed with Milli-Q for at least one hour, then conditioned with 1-2 liter of the sample. A representative aliquot ( $10 \%$ volume) of sterile-filtered sample from each jerrican was taken and these aliquots were mixed in a cleaned jerrican to represent the average composition from all the jerricans. A sub-sample for DOC measurement was taken from this mix. DOC samples were collected in acid cleaned and pre-combusted ( $450 \mathrm{C}^{\circ}$ ) TOC vials (I-Chem*), then acidified immediately to pH 2 with 5 M phosphoric acid.

### 2.3. Ultrafiltration

An ultrafiltration system equipped with a polysulfone 1 KD cartridge that has 25 sq. ft active surface area (Separation Engineering, Inc.) was used to separate both high and low molecular weight fractions (hereafter HMW and LMW, respectively). The filtration system was cleaned and conditioned after Guo and Santschi (1996). In brief the
system was cleaned before each sample with 8 L of each of the following solutions: Alconox detergent (1-2\%), sodium hydroxide ( 0.05 M ) and hydrochloric acid ( 0.02 M ). Between each cleaning solution the system was rinsed with 40 L of de-ionized water ( 2 x 20 L ). After the total cleaning protocol was completed, 20 L of de-ionized water was run as a blank and a sub-sample of retentate (concentration factor of 8 ) was taken to measure the DOC blank. The system was then conditioned with 4-5 L of actual, sterile-filtered ( $<0.1 \mu \mathrm{~m}$ ) natural-water sample, after which $40-160 \mathrm{~L}$ of sterile-filtered sample was concentrated through the system to approximately 2.3 L at pressures of approximately 30 psi. Subsamples were taken from both HMW and LMW fractions for DOC mass balance; the salt-containing retentate (HMW) solution was then diafiltered with $15-20 \mathrm{~L}$ deionized water until the filtrate reached a salinity of zero (measured by refractrometer). The freshwater Dismal Swamp sample (DS) was also diafiltered, but with only 5 L deionized water. In all cases, the system was rinsed twice with 5 L de-ionized water to recover HMW left in the "dead volume" of the system. These retentate rinses were added to the diafiltrated retentate, and the mixed retentate was stored frozen until further processing. During each step subsamples were taken from both retentate and filtrate for DOC measurements to allow recovery and mass balance calculations.

The retentate fractions (HMW) from Great Bridge (GB), Town Point park (TP), Chesapeake Bay Bridge (CBB) and the Offshore site (OSC), were further concentrated to around 50 ml and further diafiltered with 3 L de-ionized water using stirred cells (Amicon 8400 ) pressurized with nitrogen gas, equipped with 1 kDa regenerated cellulose membrane (Millipore). Subsamples from the final retentate were taken for DOC measurements, and subsequent recovery and mass balance calculations. The resulting
retentates were frozen and, along with the Dismal Swamp retentate from the largevolume cross-flow system were then freeze dried.

Due to the differences in processing the Dismal Swamp sample relative to the other (salt-containing) samples, there may be some difference in sample recovery/fractionation. However, ionic strength and pH also affect recoveries by ultrafiltration (e.g., Dalzell et al., 2007), and the variation due to adding a stirred cell step for the salt samples is most likely a second-order effect relative to these, especially as the majority of the concentration and desalting for all samples occurred on the larger-volume cross-flow system.

### 2.4. DOC measurements

DOC concentrations were measured (with triplicate injections) using a standard dissolved organic carbon analyzer (Aurora 1030W TOC analyzer, College Station, TX) with $20 \%$ sodium persulfate ( $98 \%$, Fisher Scientific) as the oxidizer. To correct for any incomplete combustion of DOC due to the competition between chloride and DOC for persulfate, calibration standards were dissolved in artificial seawater, prepared according to Kester et al., (1967). To insure removal of any organic traces contaminants in the artificial seawater, it was UV photooxidized ( $24 \mathrm{~h} ; 1.2 \mathrm{~kW}$ Hg-arc lamp; Ace Glass) prior to use. The calibration standards were prepared in the same salinity range as the samples with sucrose used as the DOC standard.

## 2.5. $\delta^{13} \mathrm{C}$ and elemental analysis

The $\delta^{13} \mathrm{C}$, carbon and nitrogen percentages of freeze dried HMW DOM were measured (in duplicate) by a Europa elemental analysis (EA) system coupled to a Europa Geo 20-20 IRMS (SerCon Limited, Crewe, UK). Ascorbic acid ( $\boldsymbol{\delta}^{13} \mathrm{C}$ value $=\mathbf{- 2 4 . 4 5 \%}$ ) was used for the calibration standards and sucrose ( $\delta^{13} \mathrm{C}$ value $=-10.67 \%$ ) was introduced as a check standard. Data are reported as $\delta^{13} \mathrm{C}$ values where $\delta^{13} \mathrm{C}=$ $\left(\mathrm{R}_{\text {sample }} / \mathrm{R}_{\text {standard }}-1\right) * 1000$ and $\mathrm{R}_{\text {standard }}$ is the Pee Dee Belemnite (PDB) standard.

### 2.6. Solid state ${ }^{13} C$-NMR

Cross polarization/magic angle spinning solid NMR (CP/MAS ${ }^{13} \mathrm{C}$ NMR) spectra were collected using a Bruker Avance II 400 spectrometer operating at 100 MHz for ${ }^{13} \mathrm{C}$, spun at 14 KHz for 4569 scans. Note that due to high levels of iron, a paramagnetic ion, in the Dismal Swamp sample, DS DOM was analyzed for longer (65536 scans) in order to improve the signal-to-noise ratio. For all samples, the recycle delay (D1) and contact time were 1 sec and 1.5 ms respectively. All the experiments were conducted using a 4mm triple resonance probe and the samples were packed into 4-mm NMR tubes with KelFcaps.

The spectra were integrated in segments according to Dria et al. (2002), with the region from 0-45 ppm assigned to paraffin carbon $\left(\mathrm{CH}_{\mathrm{x}}\right)$, the $45-60 \mathrm{ppm}$ to the methoxy group ( $\left.\mathrm{CH}_{3} \mathrm{O}-\right), 60-90 \mathrm{ppm}$ to carbohydrate or O -alkyl ( HCOH ) groups, $90-120 \mathrm{ppm}$ to anomeric carbon in carbohydrate (O-C-O), 120-140 ppm to substituted aromatic carbon or double bond carbon ( $\mathrm{C}=\mathrm{C} / \mathrm{Ar}-\mathrm{C}$ ), $140-160 \mathrm{ppm}$ to oxygen substituted aromatic $\mathrm{C}, 160$ -

190 ppm to carboxyl, aliphatic ester and amide (COO/CON) carbon and the $190-220 \mathrm{ppm}$ region was assigned to aldehyde and ketone carbon ( $\mathrm{C}=\mathrm{O}$ ).

A mixing curve of the chemical composition of each of the compound classes (e.g. carbohydrate, aromatic etc.) was constructed by calculating the conservative carbon percentage of each compound class at a specific salinity ( $\% \mathrm{C}_{\mathrm{M}}$ ) according to the modified mass balance equation(Eq. 2.1)

$$
\% C_{M}=\frac{\left(f \cdot D O C_{D s} \cdot \% C_{D s}+(1-f) \cdot D O C_{o s c} \cdot \% C_{\text {osc }}\right)}{D O C_{M}} \text { Eq. (2.1) }
$$

Where $f$ is the riverine fraction calculated from the salinity, $\mathrm{DOC}_{M}$ is the expected DOC concentration (HMW fraction) due to a conservative mixing between the riverine and open ocean end members, $\% \mathrm{C}_{\mathrm{DS}}$ and $\% \mathrm{C}_{\text {OSC }}$ is the carbon percentage of the compound class calculated (e.g. carbohydrate, aromatic.etc.) of the Dismal Swamp and Offshore sites respectively. The $\mathrm{DOC}_{\mathrm{DS}}$ and DOC osc are the DOC concentration of the high molecular weight (HMW) fraction (after desalting via stirred cells) of Dismal Swamp and Offshore sites respectively. This conservative mixing curve is used for comparison with the actual composition of the HMW DOM at each sampling point in the transect.

### 2.7. FTIR analysis

Samples were introduced as KBr discs where exactly 1.0 mg sample is diluted with 100.0 mg KBr (which had been previously heated in a lab oven for two hours at $105^{\circ}$ to remove any moisture). To reduce light scatter during the analyses, the mixture was then crushed and homogenized (Smith, 1996) using a Wig-L-Bug grinding mill. A
subsample was then compressed between two clean, polished iron anvils in a hydrolic press at 20,000 psi to form a KBr window. To minimize wedging effects (Hirschfeld, 1979), the discs were pressed for a second time after they had been rotated $90^{\circ}$ before removal from the hydrolic press. FTIR spectra were obtained by collecting 200 scans with a Nicolet 370 FTIR spectrometer (DTGS detector and KBr beam splitter) equipped with purge gas generator unit. Spectra were collected using a resolution of $4 \mathrm{~cm}^{-1}$ and Happ-Genzel apodization. To guard against $\mathrm{CO}_{2}$ contamination from lab air, a 4-min lagtime between closing the analytical chamber and starting the analysis was implemented. A pure KBr disc was analyzed before each sample analysis as a background blank. The FTIR spectra were converted into absorbance units, normalized by summed absorbance from $4000-500 \mathrm{~cm}^{-1}$, and multiplied by 1000 .

Using Grams/Al 8.0 spectroscopy software (Thermo Electron Corporation), the normalized absorbance spectra were processed with the $2^{\text {nd }}$ order Savitzky-Golay method with 11 convolution points used to generate the second derivative of the spectra. For comparison, another second derivative was also calculated using the Gap method with an $11 \mathrm{~cm}^{-1} \mathrm{Gap}$ value (note that the instrument resolution is $1.9 \mathrm{~cm}^{-1}$ ). For an additional comparison, the spectral region from $1850-1450 \mathrm{~cm}^{-1}$ was also processed by Fourier selfdeconvolution with a gamma factor of 20 , and the deconvoluted spectrum was $60 \%$ smoothed using a Bessel function.

For an additional test of peak overlaps and quantification of these peaks, the FTIR area from $1900-900 \mathrm{~cm}^{-1}$ was peak fitted using Grams/Al 8.0 software with Voigt line shape, which is a convolution between Gaussian and Lorentzian line shapes, The reason behind using the Voigt line shape is that it can correct for the broadening features due to
molecular collisions and the Doppler effect during infrared measurements (Griffiths and De Haseth, 2007). The numbers and the exact frequencies of the peaks in the region were obtained from the $2^{\text {nd }}$ derivative of the corresponding spectrum, while the peak width was optimized to within $\pm 15 \mathrm{~cm}^{-1}$ of the peak width obtained from the $2^{\text {nd }}$ derivative.

## 3. RESULTS AND DISCUSSION

### 3.1. DOC and pH along the transect

As the salinity along the transect increases from 0 at the Dismal Swamp (DS) to 35 at the Offshore site (OSC), the DOC concentration decreases from 7722 to $98 \mu \mathrm{M}-\mathrm{C}$ (see Table 2.1). Although it is tempting to view this transect as a traditional freshwater to Offshore transect, there is a lock between the Dismal Swamp and Great Bridge sites and the hydrological connection is complex. Plotting the DOC values against the salinity of the sites from Great Bridge to Offshore (sites sharing a clear hydrological connection) shows a concave up curve (Fig. 2.1), which indicates either that there was a net sink of DOC in the middle of the estuary, that there was dilution from the confluence of the Elizabeth River branches and the James River, or that variations in the DOC values in the two end members are shorter than the residence time of the water between GB and OSC. As the DOC decreased there was a concurrent loss of acidity as observed from the pH values (Table 2.1)

Table 2.1. Water temperature, salinity, pH and DOC concentration of the water samples from the five sites.

| Site | Water <br> Temp. <br> $\left(\mathbf{C}^{\circ}\right)$ | Salinity | $\mathbf{p H}$ | DOC (s.d.) <br> $\boldsymbol{\mu M}$-C |
| :---: | :---: | :---: | :---: | :---: |
| DS | 25.0 | 0 | 3.15 | $7722(98)$ |
| GB | 29.0 | 18 | 7.58 | $620(11)$ |
| TP | 29.0 | 24 | 7.65 | $278(7)$ |
| CBB | 28.4 | 30 | 7.93 | $179(7)$ |
| OSC | 25.5 | 35 | 8.07 | $98(3)$ |

(s.d.) standard deviation based on three runs.


Fig. 2.1. Plot of dissolved organic carbon (DOC) concentration of the sterile-filter (SF) versus the corresponding water-column salinity along the transect. The solid line represents the exponential fit.
3.2. $\delta^{13} \mathrm{C}$ and elemental analysis of $H M W$

From cross-flow ultrafiltration, the DOC recovery in the HMW fraction ranged from 71-27\% (Table 2.2) with the recovery decreasing in the more saline samples; similar recovery trends relative to salinity have been made in other studies (Benner et al., 1997; Repeta et al., 2002; Wang et al., 2004). The percent recovery was further decreased for the GB, TP, CBB and OSC samples by an extra 4-7\% (Table 2.2) due to the second diafiltration step (using the stirred cell). Plotting the DOC concentration of the HMW DOM versus salinity (Fig. 2.2) shows a similar behavior (concave up) as the DOC of sterile-filtered (SF) bulk DOM (Fig. 2.1).

Elemental analysis of the freeze-dried retentates showed that the carbon content within the HMW fraction (after desalting via stirred cells) was higher than most of the reported values for estuarine/marine HMW isolates (Benner et al., 1997; Benner et al., 1992; Guo and Santschi, 1997), indicating that I was successful in removing most of the inorganic salts during the two diafiltration steps. The high carbon content (45.77 wt\%) in the DS sample compared to other sites may indicate that DS HMW DOM has more unsaturated carbon and less nitrogen and oxygen relative to HMW DOM from the other sites. The nitrogen content of the DOM increases as I move to the ocean; an indication of the effects of autochthonous sources and microbial reworking on the DOM along the transect. This is reflected in the decrease of the $\mathrm{C} / \mathrm{N}$ atomic ratio from 55.12, typical for vascular-plant DOM sources, to 11.18 , which is within the range of marine microalgae and microbial $\mathrm{C} / \mathrm{N}$ values (Bianchi, 2007).
Table. 2.2. The DOC recovery, elemental analysis and stable carbon isotope values for the high molecular weight (HMW) DOM from the five sites.

| Site | \% HMW(s.d) <br> Recovery | \%Mass-balance <br> (s.d.) | \% C (s.d. <br> mass | \% N (s.d.) <br> mass | C/N (s.d.) <br> mole | $\mathbf{\delta}^{\mathbf{1 3} \mathbf{C} \text { (s.d.) }}$ <br> PDB |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DS | $71(1)$ | $103(2)$ | $45.77(0.42)$ | $0.83(0.01)$ | $55.12(0.37)$ | $-27.35(0.01)$ |
| GB | $48(3)$ | $97(6)$ | $34.48(1.76)$ | $2.76(0.15)$ | $14.58(0.07)$ | $-25.34(0.01)$ |
| TP | $41(4)$ | $95(6)$ | $30.79(0.97)$ | $2.98(0.06)$ | $12.08(0.60)$ | $-21.76(0.93)$ |
| CBB | $31(4)$ | $90(8)$ | $33.04(0.70)$ | $3.17(0.09)$ | $12.17(0.09)$ | $-21.87(0.16)$ |
| OSC | $27(5)$ | $95(9)$ | $32.62($ nd. $)$ | $3.40($ nd. $)$ | $11.18($ n.d. $)$ | $-20.37($ nd. $)$ |

* HMW recovery is based on DOC measurements of the retentate recovered from the ultrafiltration system after the first diafiltration step and the initial sterile filter sample, as well as the


## $\dagger$ The mass-balance percentages were calculated from DOC measurements of the retentate

recovered after the first diafiltration, the filtrate (LMW) and the initial sterile filter samples.
§ The HMW-DOC concentration after the second diafiltration step (stirred cell), taking into account the concentration factor.
\# HMW recovery after the second diafiltration step (stirred cell), calculated based on DOC measurements, taking into account the concentration factor
n.d. one of the EA-IRMS runs was lost so we could not calculate the standard deviation.


Fig. 2.2. Plot of dissolved organic carbon (DOC) concentrations of the high molecular weight fraction (HMW-DOC) after the second diafiltration step versus their corresponding water-column salinity along the transect. The solid line represents the exponential fit.

The hypothesized change in carbon sources is also strongly supported by the enrichment of $\delta^{13} \mathrm{C}$ values from - 27.35 at DS to $-20.37 \%$ at OSC corresponding to typical values for organic matter from C3 vascular plants and marine autochthonous sources, respectively. The contribution from C4 plants (e.g. from salt marshes) into DOM looks insignificant in this transect; because the compound-specific ${ }^{13} \mathrm{C}$ values of lignin components in $\mathrm{C}_{18}$ DOM extracts from the same transect indicate that the lignin is mainly coming from C3 plants (Sleighter et al., 2008).

Both the $\mathrm{C} / \mathrm{N}$ and $\delta^{13} \mathrm{C}$ data show that there are gradient changes in the bulk chemical characterization of the HMW-DOM as I move along the estuary. The percentage of terrestrial organic matter ( $\% \mathrm{OC}_{\text {Terr }}$ ) contribution at each site could be calculated by constructing a simple two end member mixing model using the isotope values of DS and OSC as the terrestrial and marine end members respectively, represented in the following mass balance equation:

$$
\begin{equation*}
\delta^{13} \mathrm{C}_{\text {Site }}=\delta^{13} \mathrm{C}_{\text {Terr }} * \% \mathrm{OC}_{\text {Terr }}+\left(100-\% \mathrm{OC}_{\text {Terr }}\right) * \delta^{13} \mathrm{C}_{\text {Marine }} \tag{2.2}
\end{equation*}
$$

The mixing model shows that $71 \%$ of the carbon in the HMW-DOM at Great Bridge is coming from terrestrial sources while only 20 and $21 \%$ coming from terrestrial sources at Town Point and Chesapeake Bay Bridges sites respectively. This dramatic change in the contribution of terrestrial sources in the lower estuary has also seen in other studies of HMW-DOM isolated along Galveston Bay and Chesapeake Bay (Guo and Santschi, 1997).

### 3.3. Solid state- $C P / M A S{ }^{13} C$ NMR analysis

The ${ }^{13} \mathrm{C}$-NMR spectra of HMW DOM from the Dismal Swamp (Fig. 2.3) covers the entire range of the chemical shift ( $0-230 \mathrm{ppm}$ ) and indicates the complexity of Dismal Swamp DOM and its wide varieties of chemical functional groups. A strong band at 175 ppm , coupled with knowledge of the low nitrogen content and high $\mathrm{C} / \mathrm{N}$ ratio (Table 2.2) of this sample, can be attributed mainly to carboxylic acid and aliphatic ester groups. The DS spectrum looks very similar to previously reported ${ }^{13} \mathrm{C}$-NMR spectra of aquatic humic substances and fulvic acid isolated from the Neranie swamp region in Australia and the Dismal Swamp respectively (Finmen et al., 2007; Lu et al., 2000). The quantification of
the Dismal Swamp functional groups (Table 2.3) in the NMR-spectrum shows that $\mathbf{2 0 \%}$ of the carbon appears as paraffinic carbon $\left(\mathrm{CH}_{\mathrm{x}}\right)$; most likely a high concentration of $\mathrm{CH}_{3}$ and $\mathrm{CH}_{2}$ carbon comes from lipids and biopolymers (Dria et al., 2002) The carboxyl/ester ( COO ) and carbohydrate or O -alkyl $(\mathrm{HCOH})$ functional groups are somewhat less prevalent, $17.67 \%$ and $17.55 \%$, respectively.


Fig. 2.3. CP/MAS solid ${ }^{13} \mathrm{C}$-NMR spectra of HMW-DOM isolated from the five sites.
Table.2.3. The relative carbon percentage of HMW-DOM functional groups and compound classes (total aliphatic, total carbohydrate and total aromatic) obtained from ${ }^{13} \mathrm{C}$-NMR spectra.

| Site | $\begin{gathered} \mathrm{CH}_{\mathbf{n}} \\ (0-45) \\ \mathrm{ppen} \end{gathered}$ | $\begin{aligned} & \text { CH5O } \\ & \\ & (45-60) \\ & \text { ppm } \end{aligned}$ | Total aliphatic | $\begin{gathered} \mathrm{HCOH} \\ \left(\begin{array}{c} (60-90) \\ \text { ppan } \end{array}\right. \end{gathered}$ | $\begin{gathered} \text { ac-0 } \\ (90-120) \\ \text { ppan } \end{gathered}$ | Total Canhohyricate | $\begin{gathered} C=C \\ \text { Ar-C } \\ \\ (120-140) \\ \text { ppent } \end{gathered}$ | $\begin{gathered} \text { Ar-O } \\ \\ (140-160) \\ \text { ppm } \end{gathered}$ | Total Aramatic | COORCON <br> (160-190) ppm | $\begin{gathered} C=0 \\ (190-220) \\ \text { ppan } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DS | 20.01 | 7.49 | 27.5 | 17.55 | 13.54 | 31.09 | 10.82 | 789 | 18.71 | 17.57 | 504 |
| GB | 18.54 | 10.41 | 28.95 | 43.66 | 11.47 | 55.13 | 333 | 193 | 526 | 999 | 0.68 |
| TP | 17.39 | 895 | 2634 | 47.44 | 12.48 | 59.92 | 1.79 | 093 | 2.72 | 9.72 | 13 |
| CBB | 15.6 | 793 | 23.53 | 52.35 | 13.43 | 65.78 | 0.68 | 0.21 | 089 | 8.73 | 007 |
| OSC | 15.19 | 758 | 2277 | 53.73 | 13.62 | 67.35 | 0.74 | 0.44 | 118 | 794 | 0.77 |

Many studies (Benner et al., 1992; Bianchi et al., 2004; Finmen et al., 2007; Lu et al., 2000) have combined the integrated functional group areas from ${ }^{13} \mathrm{C}$-NMR into compound classes (carbohydrate, aromatic and aliphatic). Following this lead I combined the integrated area of $\mathrm{CH}_{\mathrm{x}}(0-45 \mathrm{ppm})$ and methoxy groups ( $45-60$ ) to represent the total aliphatic pool ( $0-60 \mathrm{ppm}$ ); the total carbohydrate pool ( $60-120 \mathrm{ppm}$ ) is considered the sum of the integrated area between the HCOH group ( $60-90 \mathrm{ppm}$ ) and anomeric carbon $\mathrm{O}-\mathrm{C}-\mathrm{O}(90-120)$; and the total aromatic contribution $(120-160 \mathrm{ppm})$ is equal to the combination of the $\mathrm{C}=\mathrm{C} / \mathrm{Ar}$ groups ( $120-140 \mathrm{ppm}$ ) and oxygen substituted aromatic groups (140-160 ppm). Applying this approach I found that total carbohydrate (most likely cellulose) accounts for $31 \%$ of the Dismal swamp HMW-DOM, the aliphatic carbons account for $27.5 \%$, and the aromatic carbons ( $120-160 \mathrm{ppm}$ ) account for only $18.7 \%$. The higher percentage of aliphatic carbon and carbohydrate compared to aromatic carbon could be a sign of the low degree of humification of the Dismal Swamp DOM. This is in agreement with previous results showing that swamp water has a lower humification degree than swamp soil, peat and brown coal humic substances (Lu et al., 2000; Stevenson, 1994).

As I move from the Dismal Swamp to the Great Bridge site, the ${ }^{13} \mathrm{C}$-NMR spectra display more resolved peaks (Fig. 2.3) and the total carbohydrate ( $60-120 \mathrm{ppm}$ ) increased from $31 \%$ to $55 \%$ (Table 2.3), while the total aromaticity ( $120-160 \mathrm{ppm}$ ) drops to $5.2 \%$ from $18.7 \%$, the carboxyl/amide functional groups drop from $17.67 \%$ to almost $10 \%$, aldehyde/ketone decreases from $5 \%$ to $0.68 \%$ and the paraffinic carbon drops slightly from $20 \%$ to $18.54 \%$; the total aliphatic contribution ( $0-60 \mathrm{ppm}$ ), however, increases slightly to $28.94 \%$ from $27.49 \%$. The same trends were observed with a smaller change
as I move to the most saline site (OSC) through sites TP and CBB. The total carbohydrate contributes more than $67 \%$ of the total carbon at OSC; at the same time total aromaticity and carboxyl/amide represent $1.17 \%$ and $7.94 \%$ respectively (see Fig. 2.3 and Table 2.3). In my HMW data set, there were strong inverse relationships between total carbohydrates and total aromaticity $\left(\mathrm{r}^{2}=0.985\right)$ and between total carbohydrates and carboxyl/amide $\left(\mathrm{r}^{2}=\right.$ 0.976 ).

Plotting total carbohydrates, total aromaticity and total aliphatic carbon against salinity (Fig. 2.4a-c) shows that total carbohydrate-C percentage is higher than the expected mixing curve while the total aromaticity is lower than mixing curve. This could indicate that the periodic variation in delivering these compound classes from the two end members are shorter than the residence time of the water along the transect, that the river confluence is acting as a source for carbohydrate material and dilutes the aromatic component, or that there is net production of carbohydrate compounds along with net loss of aromaticity of DOM in the middle of the transect. Unfortunately, I couldn't calculate the residence time or delivery of the water along the transect due to the complexity of the area and absence of fresh water flow-rate records. However, there is evidence supporting the third explanation. For example, the work conducted by Minor et al. (2007) on three of my sampling sites (GB, TP and CBB) shows that photobleaching of DOM could be responsible for decreasing the aromatic moieties, while the increase of carbohydrate groups could be related to autochthonous production (Bianchi et al., 2004).

On the other hand, the total aliphatic-C percentage (Fig. 2.4c) shows a scatter behavior around the mixing curve, with the GB site appearing slightly above the mixing curve while the TP and CBB appear slightly below the mixing curve. A likely
explanation of this behavior is that the ${ }^{13} \mathrm{C}-\mathrm{NMR}$ integrated region between ( $0-60 \mathrm{ppm}$ ) consists of different aliphatic components that have different biogeochemical reactivities where some components increase toward the marine end member while the others decrease; the addition of such components would exhibit such behavior. This needs further investigation.


Fig. 2.4. The plot of relative carbon percentage (from ${ }^{13} \mathrm{C}-\mathrm{NMR}$ ) of a) Total carbohydrates, b) Total aliphatic material and c) Total aromatic material within the HMW-DOM isolated from the five sites vs. the corresponding water-column salinity at these sites. The solid line represents the expected line if DOM changes were due only to the mixing of two end-members, as calculated from Eq.(2.1).


Fig. 2.4. Continued.

The coupling of the loss in aromaticity and the increase in carbohydrate contents $\left(r^{2}=0.985\right)$ could indicate that they were affected by the same process, as photooxidation is the major process in removing lignin compounds (one group of terrestrial aromatic compounds) in aquatic systems (Hernes and Benner, 2003) and photooxidation could make terrestrial DOM more bioavailable (Bertilsson et al., 1999; Mopper and Kieber, 2000) which will increase the carbohydrate contents both as residual, less photoreactive, material and due to microbial inputs (Benner and Opsahl, 2001; Bianchi et al., 2004; Repeta et al., 2002).

The increase of $\% \mathrm{C}$ of total carbohydrates in the middle of the transect is also in agreement with the observed red tide during my sampling window (Bernhardt et al., 2008) and evidence of the gradual increase in polysaccharides within the culture media of the same red tide organism (Cochlodinium polykrikoides, Kim et al., 2002). In field studies in the Mississippi plume, Benner and Opsahl, (2001) also report a higher concentration of combined carbohydrates at the middle salinity relative to adjacent salinities. These authors interpret this as indicating autotrophic production at the middle salinity of the plume.

### 3.4. FTIR analysis

The FTIR spectrum of the HMW DOM from the Dismal Swamp (Fig. 2.5) is very similar to published FTIR spectra for humic substances isolated from terrestrial soil (MacCarthy and Rice, 1985; Stevenson, 1994; Stevenson and Goh, 1971). A very broad band around $3400 \mathrm{~cm}^{-1}$ can be attributed to the overlap of $\mathrm{O}-\mathrm{H}$ stretching of phenol, carbohydrate and carboxylic acid compounds, the broadness of this peak resulting mainly


Fig. 2.5. The FTIR spectra of the high molecular weight (HMW) DOM for the five sites.
from the intra-molecular and inter-molecular hydrogen bond interactions of carboxylic acids (Pavia et al., 1996). The area just below $3000 \mathrm{~cm}^{-1}$ shows stretching bands for aliphatic $\mathrm{C}-\mathrm{H}$ bonds. The band at $1720 \mathrm{~cm}^{-1}$ is a result of carbonyl stretching of the protonated carboxylic acid functional group (MacCarthy and Rice, 1985; Stevenson, 1994) and the band near $1620 \mathrm{~cm}^{-1}$ can be attributed to the de-protonated asymmetric carboxyl stretching, while the symmetric stretching of the de-protonated carboxyl group appears as a broad band around $1400 \mathrm{~cm}^{-1}$ (MacCarthy and Rice, 1985; Mayo et al., 2004). The bands around $1070 \mathrm{~cm}^{-1}$ could come from overlap of the vibrational coupling of C-O stretching of carbohydrate, ether and ester compounds (Mayo et al., 2004; Stevenson and Goh, 1971).

As I move to the Great Bridge site, the FTIR spectrum (Fig.2.5), still shows a band around $3400 \mathrm{~cm}^{-1}$, however the band is less broad compared to the DS spectrum, probably due to a loss in hydrogen bonding at higher pH . The intense bands above and below $3000 \mathrm{~cm}^{-1}$ are attributed to $\mathrm{C}-\mathrm{H}$ stretching of aromatic and aliphatic compounds respectively. The band at $1720 \mathrm{~cm}^{-1}$ is missing and a new band appears at $1735 \mathrm{~cm}^{-1}$, which can be attributed to aliphatic ester (Mayo et al, 2004, Pivia et al., 1996 and many other references). The band around $1620 \mathrm{~cm}^{-1}$ has been replaced by a higher energy band ( $1652 \mathrm{~cm}^{-1}$ ), which is a typical amide I band, resulting from stretching of the carbonyl bond $(\mathrm{C}=\mathrm{O})$ in the amide functional group (Mayo et al., 2004; Shurell, 2002) As the salinity gradient increase along TP, CBB and OSC, FTIR spectra continue to exhibit the aliphatic ester and amide I bands around $1735 \mathrm{~cm}^{-1}$ and $1650 \mathrm{~cm}^{-1}$, respectively, however a shoulder starts to resolve around $1550 \mathrm{~cm}^{-1}$, consistent with an amide II band and a
strong indication of a secondary amide (Mayo et al., 2004; Pavia et al., 1996; Shurell, 2002). The bands around $1070 \mathrm{~cm}^{-1}$ become more intense and are shifted to lower frequency in the more marine samples.

The FTIR bands in the area from $1900-900 \mathrm{~cm}^{-1}$ in all the spectra are very broad and exhibit many shoulders (see Fig. 2.5), indicating the presence of overlapping bands close in frequency; detailed structural information could be hidden under these broad bands. One of the ways that has been applied widely in the spectroscopy, biochemistry and food science communities to enhance infrared spectral resolution in complex mixtures is employing the $2^{\text {nd }}$ derivative of the FTIR spectrum (Brandenburg and Seydel, 1996; Denoyer and Dodd, 2002; Naumann et al., 1996). This derivative can identify the number of overlapping bands and the exact frequencies of peak response, based on its ability to clarify changes in the slope within the original spectrum (Griffiths and De Haseth, 2007; Smith, 1996). Applying the $2^{\text {nd }}$ order Savitzky-Golay method to generate the second derivative of the FTIR spectra from all the sites results in the resolution of each broad band into sharper downward pointing bands. Comparing the $2^{\text {nd }}$ derivative spectra with the original spectra form DS, GB and OSC as examples (Fig. 2.6a-c) shows that $2^{\text {nd }}$ derivative spectrum points downward for all the major bands in the original spectrum, and also resolves the shoulders of the original spectra.


Fig. 2.6. The region between $1800-800 \mathrm{~cm}^{-1}$ of the FTIR spectra (bottom spectrum) and its $2^{\text {nd }}$ derivative (upper spectrum) of high molecular weight (HMW) DOM of a) Dismal Swamp, b) Great Bridge and c) Offshore site.


Fig. 2.6. Continued.

Keeping in mind that these spectra are representative of mixtures of biologically and chemically derived compounds called DOM, I have identified the major/common functional group bands of compound classes, e.g. carboxyl, ester, amide, carbohydrate, and phenol (see Table 2.4). In order to verify the presence of each functional group, I use several criteria. First, the band frequency should be within the published range of the specific vibration mode and the other vibration modes of the tentatively identified band should also be present. Second, the absorbance ratio of counterpart vibration modes should match with their change in electrical dipole moment. For example, to verify the

Table 2.4. The frequency of the major FTIR vibration modes for the functional groups identified from the $2^{\text {nd }}$ derivative FTIR spectra of the HMW DOM isolated from the five sites.

| Compound class | Type ${ }^{\text {(ritasts) }}$ | FTIR band (bend range) | Band position in ( $\mathrm{cm}^{-1}$ ) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | DS | GB | TP | CBB | OSC |
| Carboxylic acid | . $\mathrm{COOH}^{(6-9)}$ | $\mathrm{C}=\mathrm{O}$ stretching <br> $\left(1710 \pm 15 \mathrm{~cm}^{-5}\right)$ | 1720 | N.P | N. P | N.P | N.P |
|  |  | C-O stratching $\left(1265 \pm 55 \mathrm{~cm}^{2}\right)$ | 1270 | N.P | N.P | N.P | N. P |
|  |  | O. H bend in-plene ( $1418 \pm 22 \mathrm{~cm}^{-2}$ ) | 1417 | N.P | N.P | N.P | N.P |
|  |  | O-H out- off plane bend $\left(930 \pm 30 \mathrm{~cm}^{-1}\right)$ | 940 | N.P | N.P | N.P | N. P |
|  | $-\mathrm{COO}^{(6.4)}$ | Agymm. stretching $\left(1600 \pm 40 \mathrm{~cm}^{-1}\right)$ | 1620 , 1601 \& 1583 | $\begin{gathered} 1601 \\ \& \\ 1581 \end{gathered}$ | $\begin{gathered} 1602 \\ \& \\ 1582 \end{gathered}$ | $\begin{gathered} 1601 \\ \& \\ 1582 \end{gathered}$ | 1603 |
|  |  | Symmetric stretching $01405+45 \mathrm{~cm}^{-1}$ | 1402 | 1411 | 1410 | 1413 | 1414 |
| Ester | Allohatic ${ }^{\text {dem }}$ | $\mathrm{C}=0 \mathrm{O}$ stretching $\left(1740 \pm 10 \mathrm{~cm}^{-5}\right)$ C.C-O stretching $\left(1185 \pm 25 \mathrm{~cm}^{-1}\right)$ O-C-C stretching$\left(1065 \pm 35 \mathrm{~cm}^{-1}\right)^{\circ}$ | N.P | 1735 | 1735 | 1735 | 1734 |
|  |  |  | 1200 | 1197 | 1184 | 1184 | 1200 |
|  |  |  | 1043 | 1045 | 1046 | 1040 | 1038 |
|  | Acetyl ${ }^{\text {man-0) }}$ | C-C-O stratching $\left(1240 \pm 5 \mathrm{~cm}^{-1}\right)^{5}$ | N.P | 1242 | 1243 | 1243 | 1239 |
|  | $\mathrm{y}^{\text {-lactones }}{ }^{(\ln ()}$ | $\begin{aligned} & \mathrm{C}=0 \text { stretching } \\ & \left(1770 \pm 10 \mathrm{~cm}^{5}\right) \end{aligned}$ | 1775 | N.P | N.P | N.P | N.P |
| Amdd ${ }^{(0 . q)}$ |  | $\begin{gathered} \text { Amide }(\mathrm{C}=\mathrm{O}) \\ (\sim 1650 \mathrm{~cm}-1) \\ \text { Amide } \mathrm{II}) \\ (\sim 1550 \mathrm{~cm}) \\ \text { Amide III } \\ \left(\mathrm{g} 260 \pm 40 \mathrm{~cm}^{-1}\right) \end{gathered}$ | N.P | 1652 | 1655 | 1653 | 1654 |
|  |  | N.P | 1554 | 1549 | 1547 | 1548 |
|  |  | N.P | 1262 | 1262 | 1262 | 1262 |
| Carbohydrate ${ }^{(m-y)}$ |  |  | O-H in plane bending $\left(1350 \pm 50 \mathrm{~cm}^{-1}\right)$ <br> O-H out-of-plene bending ( $-650 \mathrm{~cm}^{-2}$ ) <br> C-O esymm. stretching ( $1100 \pm 100 \mathrm{~cm}^{-1}$ ) | 1360 | 1348 | 1347 | 1348 | 1346 |
|  |  | 647 |  | 654 | 647 | 658 | 650 |
|  |  | 1151 |  | 1151 |  | 1151 | 1152 |
|  |  | 1086, 1069 \& 1028 |  | $\begin{gathered} 1070 \\ 1028 \& \\ 1004 \end{gathered}$ | $\begin{gathered} 1092, \\ 1071, \\ 1028 \& \\ 1003 \\ \hline \hline \end{gathered}$ | 1084, 1064\& 997 | $\begin{gathered} 1093, \\ 1075 \& \\ 1024 \end{gathered}$ |
| Lignin (Phenol) | An-OH ${ }^{0 \cdot(1)}$ |  | C-O agymm. stretching $\left(1230 \pm 30 \mathrm{~cm}^{-1}\right)$ | 1235 | 1225 | 1223 | 1210 | 1223 |
|  |  | Vibration of aromatic ring $1515 \pm 5 \mathrm{~cm}^{1}$ | 1515 | 1517 | 1515 | 1511 | 1517 |
| parafilin | All hatie ${ }^{(\underline{1})}$ | $\mathrm{CH}_{2}$ scissoring $\left(1450 \pm 10 \mathrm{~cm}^{-1}\right)$ <br> $\mathrm{CH}_{3}$ esymm deformation $\left(1460 \pm 10 \mathrm{~cm}^{-1}\right)$ <br> $\mathrm{CH}_{3}$ umbrelle mode $\left(1375 \pm 10 \mathrm{~cm}^{-1}\right)$ | 1451 | 1455 | 1446 | 1452 | 1452 |
|  |  |  | 1466 | 1470 | 1465 | 1468 | 1467 |
|  |  |  | 1383 | 1378 | 1378 | 1379 | 1377 |
|  | Acety ${ }^{(m \times 0)}$ | $\mathrm{CH}_{3}$ symmetric bend $\left(1430 \pm 5 \mathrm{~cm}^{-1}\right)$ | N.P | 1434 | 1430 | 1430 | 1430 |

a) Stevenson, 1994. b) Byler et al., 1987. c) Cabaniss, 1991. d) Johnston et al., 1994. e) Celi et al., 1997. f) MacCarthy et al., 1985. g) Piccolo and Stevenson 1994. h) Schnitzer and Ghosh 1982. i) Schnitzer and Skinner 1963. j) Stevenson and Goh 1971. k) Hay and Myneni 2007. 1) Smith 1996. m) Smith 1999. n) Mayo et al. 2004. o) Günzler and Gremlich 2002. p) Pavia et al., 1996. q) Shurell 2002. r) Madyastha et al., 1977. s) Brandenburg and Seydel 1996. t) Brandenburg and Seydel 2002. u) Michalska et al., 1984. v) Vonach et al., 1997. w) Mascarenhas et al., 2000. x) Hergert, 1960. y) Pandey 1999.
presence of a de-protonated carboxylic group, the symmetric and asymmetric stretching of this group should be both present and the asymmetric stretch should have higher absorbance than symmetric stretching. Third, when two bands show up in the same published range I use the band shape (e.g. wide, sharp) from the $2^{\text {nd }}$ derivative that matches the published FTIR database of that band. For example the bands at 1348 and $1378 \mathrm{~cm}^{-1}$ from the $2^{\text {nd }}$ derivative GB spectrum are in the range of in-plane bending of O $\mathrm{H}\left(1350 \pm 50 \mathrm{~cm}^{-1}\right)$ and the $\mathrm{C}-\mathrm{H}$ symmetric bending/umbrella mode $\left(1375 \pm 10 \mathrm{~cm}^{-1}\right)$; the band at $1348 \mathrm{~cm}^{-1}$ is assigned to $\mathrm{O}-\mathrm{H}$ bending because it is much wider than $1378 \mathrm{~cm}^{-1}$, which agrees with databases of these bands (Mayo et al., 2004; Shurell, 2002; Smith, 1996). A final criterion used in the band assignment is that the band with a higher change in the electrical dipole moment $(\delta \mu)$, e.g. $\mathrm{C}=\mathrm{O}$, will dominant over the band with lower $\delta \mu$, e.g. $\mathrm{C}=\mathrm{C}$, keeping in mind that the bands representing moieties with high concentration/availability - such as C-H bending in aliphatic compounds- will show above the absorbance background.

Based on the above criteria I have tried to identify the common functional groups of the compound classes (carboxylic acid, ester, amide, carbohydrate, phenol/lignin, and paraffin) in the $2^{\text {nd }}$ derivative spectra within the range from $1900-900 \mathrm{~cm}^{-1}$ and determine how the distribution of these functional groups changes as I move along the salinity gradient (See Table 2.4).

### 3.4.1 Carboxylic acid functional groups

The $2^{\text {nd }}$ derivative spectrum of the Dismal Swamp sample identified all major vibrational modes of both protonated $(\mathrm{COOH})$ and de-protonated $\left(\mathrm{COO}^{\circ}\right)$ carboxyl
groups (see Table 2.4). In addition, the Savitzky-Golay $2^{\text {nd }}$ derivative spectrum shows the presence of three types of de-protonated carboxyl groups at 1620,1601 and $1583 \mathrm{~cm}^{-1}$, which also appeared in the Gap $2^{\text {nd }}$ derivative and the Fourier self-deconvolution (data not shown). Reviewing the published FTIR spectra of isolated terrestrial humic substances from different sources shows that all spectra share the same band around 1720 $\mathrm{cm}^{-1}$, attributed to the protonated carboxyl group $(\mathrm{COOH})$, however the major deprotonated band ( $\mathrm{COO}^{-}$) could appear either at 1600 or $1580 \mathrm{~cm}^{-1}$ and some spectra showed it at $1620 \mathrm{~cm}^{-1}$ instead (Byler et al., 1987; Celi et al., 1997; Hay and Myneni, 2007; Stevenson, 1994; Stevenson and Goh, 1971). Adding base or sodium salt to the humic substances decreases the absorbance around $1720 \mathrm{~cm}^{-1}$ and $1270 \mathrm{~cm}^{-1}$ and increases the absorbance around $1580 \mathrm{~cm}^{-1}$ and $1400 \mathrm{~cm}^{-1}$, which is a strong indication of de-protonation of the COOH group (Hay and Myneni, 2007; Stevenson, 1994). However, adding iron salts to humic substances shifts the band at $1720 \mathrm{~cm}^{-1}$ to around $1620 \mathrm{~cm}^{-1}$ instead of $1580 \mathrm{~cm}^{-1}$ (Byler et al., 1987; Schnitzer and Skinner, 1963). This is a strong indication that iron (Fe) could be complexed by the carboxyl groups with the resulting band shifted to higher frequency than the un-complexed carboxyl groups. This suggested iron effect is supported further by the work of Schnitzer and Ghosh (1982) showing that iron makes a strong complex with carboxylic acid of the fulvic acid. Dismal Swamp (DS) is known for its high iron content, for example, Finmen and co-workers (2007) report that iron could account for $0.33 \%$ of the elemental composition of humic substances isolated from Dismal Swamp; additionally the iron concentration measured on sterile-filtered water collected from the same sampling site as my DS water (Portsmouth Ditch) was $29.0 \mu$ mole $^{-1}$ (Minor et al., 2006). All these observations guide me to believe that a
major fraction of the de-protonated carboxyl bands (at $1620 \mathrm{~cm}^{-1}$ ) in my DS HMW-DOM is complexed to iron while other minor fractions (at 1601 and $1583 \mathrm{~cm}^{-1}$ ) could present free or complexed with other metals.

The carboxyl group composition changed significantly from the DS to the GB sample. In GB the bands at 1720 and $1620 \mathrm{~cm}^{-1}$ are missing and the only bands left are 1601 and $1581 \mathrm{~cm}^{-1}$. The loss of the band at $1720 \mathrm{~cm}^{-1}$ along with its associated vibration bands is expected due to the change in salinity and pH between the two sites, as the protonated carboxyl group $(\mathrm{COOH})$ will be converted to the de-protonated carboxyl group ( $\mathrm{COO}^{-}$), appearing either around 1600 or $1580 \mathrm{~cm}^{-1}$. Conversely, disappearance of the $1620 \mathrm{~cm}^{-1}$ band with its accompanied symmetric stretching at $1402 \mathrm{~cm}^{-1}$ is unexpected; one possible explanation is that iron had been removed from the water column due to ionic strength effects (e.g., Sholkovitz, 1976). The iron-carboxyl signal could be lost due to actual sorption or precipitation of the material containing the complex (Sholkovitz, 1976; Sholkovitz et al., 1978) or the carboxyl group could lose its iron (this shifting the FTIR band to a lower frequency) while remaining present in the HMW DOM. The two bands around 1600 and $1580 \mathrm{~cm}^{-1}$ are present in both TP and CBB samples but the $2^{\text {nd }}$ derivative spectrum of OSC HMW-DOM was only able to detect the band around $1600 \mathrm{~cm}^{-1}$ while the band around $1580 \mathrm{~cm}^{-1}$ had disappeared (see Table 2.4).

### 3.4.2. Ester functional groups

The $2^{\text {nd }}$ derivative spectrum of Dismal Swamp HMW-DOM reveals a clear broad band at $1775 \mathrm{~cm}^{-1}$ which was a shoulder on the original $1720 \mathrm{~cm}^{-1}$ band (Fig. 2.4). I have seen the same band in the $2^{\text {nd }}$ derivative FTIR spectra for both sterile-filtered and LMW

Dismal Swamp DOM fractions (unpublished data). The band has also appeared in one of the few reported $2^{\text {nd }}$ derivative spectra of humic substances, a fulvic acid taken from the Armadale Bh horizon (Byler et al., 1987). I assign this band to $\mathrm{C}=\mathrm{O}$ stretching of a five member ring ester ( $\gamma$-lactone) based upon the following evidence: gamma-butyrolactone ( $\gamma$-lactone) is one of very few compounds that has vibration at this frequency (Günzler and Gremlich, 2002; Mayo et al., 2004; Pavia et al., 1996; Shurell, 2002); there is no evident peak from the $\mathrm{C}=\mathrm{O}$ stretching of aliphatic esters, which normally appears around $1735 \mathrm{~cm}^{-1}$, yet two vibration modes of an ester (C-C-O and O-C-C stretching, Mayo et al., 2004; Pavia et al., 1996; Shurell, 2002) are present. When Piccolo and Stevenson (1994) tried to de-carboxylate humic substances by heating, they found the amount of $\mathrm{CO}_{2}$ produced was not analogous to the decrease in $1720 \mathrm{~cm}^{-1}$ intensity, and one of their explanations for this observation is masking of the $1720 \mathrm{~cm}^{-1}$ band by nearby $\mathrm{C}=0$ stretching from $\gamma$-lactones. The possible sources of $\gamma$-lactones could be biodegradation of linalool (terpene alcohol) by soil bacteria, e.g. Pseudomonas (Madyastha et al., 1977), or release as a major intermediate compound during the biodegradation of the alicyclic ring of terpenoids (Leenheer et al., 2003); another possible source is production from intermolecular esterification between carboxylic and alcohol functional groups.

The $\mathrm{C}=\mathrm{O}$ stretching of $\boldsymbol{\gamma}$-lactones is missing in the $2^{\text {nd }}$ derivative GB spectrum (Fig. 2.6 and Table 2.4). The $\gamma$-lactones have probably been hydrolyzed as the pH became more basic. However, an aliphatic $\mathrm{C}=\mathrm{O}$ stretching appears at $1735 \mathrm{~cm}^{-1}$, which is confirmed by the presence of the corresponding two vibration modes and C-C-O and O-C-C stretching (see Table 2.4). Although acetate has the same $\mathrm{C}=\mathrm{O}$ stretching band as other aliphatic esters, its C-C-O stretching appears at higher frequency than other
aliphatic esters (Günzler and Gremlich, 2002; Smith, 1999). So, in addition to the long chain aliphatic esters, I could also detect the signal of the acetyl functional group ( $\mathrm{CH}_{3} \mathrm{COO}-$ ) from the existing of C-C-O stretching band at $1242 \mathrm{~cm}^{-1}$ (Table 2.4). This identification is further supported by the presence of distinct $\mathrm{CH}_{3}$ symmetric bending from acetyl groups at $1434 \mathrm{~cm}^{-1}$ (Günzler and Gremlich, 2002; Mayo et al., 2004, and Table 2.4). As I move to the other sites (TP, CBB and OSC), I can still identify both aliphatic ester and acetyl vibration bands. The absence of the aliphatic and acetyl esters in the Dismal Swamp sample and their presence at the other sites is a strong indication that they are aquatically rather than terrestrially derived compound classes. The presence of the acetyl functional group in all the estuarine/marine HMW-DOM samples agrees with work done by Repeta and co-workers, in which they estimate that acetyl groups could account for a significant portion of the carbon ( $\sim 10 \%$ ) within marine HMW-DOM (Aluwihare et al., 1997; Repeta et al., 2002).

### 3.4.3. Amide functional group

The large change in the electrical dipole moment during the $\mathrm{C}=\mathrm{O}$ bond stretch gives FTIR the ability to detect small concentrations of amide functional groups (CON-), However, I was unable to detect the band at $\sim 1650 \mathrm{~cm}^{-1}$ in the $2^{\text {nd }}$ derivative spectrum of Dismal Swamp HMW DOM. By comparison, a very clear broad band at $1652 \mathrm{~cm}^{-1}$ is seen in the $2^{\text {nd }}$ derivative FTIR spectra of Great Bridge HMW DOM, and the $2^{\text {nd }}$ derivative also reveals bands around $1554 \mathrm{~cm}^{-1}$ and $1262 \mathrm{~cm}^{-1}$, typical Amide II and Amide III bands (Günzler and Gremlich, 2002; Mayo et al., 2004; Shurell, 2002). These amide bands are also present at the other saline sites (TP, CBB and OSC, Table 2.4). The
existence of these three amide bands confirmed that the majority of the amide functional group in the HMW DOM of GB, TP, CBB and OSC is a secondary amide, where the amide nitrogen is attached on one side to a carbonyl carbon and on the other side to another carbon leaving only one position for a hydrogen atom (-CONH-). The absence of amide functional groups in the Dismal Swamp sample and their occurrence at the other sites is in agreement with the low nitrogen content (0.83\%) and high C/N ratio (55.12 atomic ratio) in Dismal Swamp HMW DOM and the higher nitrogen content and lower $\mathrm{C} / \mathrm{N}$ ratio at the other sites (see Table 2.2). While the identification of secondary amide groups is consistent with a protein source, secondary amides are also found in other structures such as N -acetyl aminopolysaccharides. Such aminopolysaccharides have been detected in significant amounts in the HMW-DOM isolated from marine water (Aluwihare et al., 2005; Boon et al., 1998).

### 3.4.4. Carbohydrate functional groups

The $\mathrm{O}-\mathrm{H}$ and C-O bands are the two most common functional groups in any carbohydrate; their vibration modes are normally present below $1500 \mathrm{~cm}^{-1}$ (with the exception of $\mathrm{O}-\mathrm{H}$ stretching around $3300 \mathrm{~cm}^{-1}$ ). Looking at their vibration in the $2^{\text {nd }}$ derivative spectra, I could assign three different vibration modes: two of these vibration modes are due to $\mathrm{O}-\mathrm{H}$ vibration, they are the in-plane bending at $1360 \mathrm{~cm}^{-1}$ for Dismal Swamp (or around $1348 \mathrm{~cm}^{-1}$ for the rest of the sites) and the out-of-plane bending that shows around $650 \mathrm{~cm}^{-1}$ for all of the sites (Table 2.4).

In the area between 1200 and $1000 \mathrm{~cm}^{-1}$, I could assign multi C-O bands at each site. In DS, there are three C-O stretching bands at 1088,1069 and $1029 \mathrm{~cm}^{-1}$, while in

GB, the band at $1088 \mathrm{~cm}^{-1}$ is missing and replaced by a new band at $1004 \mathrm{~cm}^{-1}$. Compared with GB, TP has an additional band at $1092 \mathrm{~cm}^{-1}$. Although CBB exhibits three bands, their positions are slightly lower than the upstream sites (see Table 2.4). The Offshore site (OSC) shows three bands at 1093, 1075 and $1024 \mathrm{~cm}^{-1}$.

Carbohydrates can exist in many isomers of hexose or pentose compounds which are each further classified into either ketone or aldehyde form. Even though carbohydrates often occur as polysaccharides, they also appear as mono- or oligosaccharides conjugated with proteins or lipids in glycoconjugate compounds (Brandenburg and Seydel, 2002). These different forms and isomers have only a minimum effect on the $\mathrm{O}-\mathrm{H}$ vibration due to its terminal position. However, they can strongly affect the C-O bond force constant (k) mainly because of the changes in the bond angle or the electronic environment around the carbon in that bond, which ultimately distributes C-O bands along a wide range of frequencies based on their force constant (k). Many studies in food science, biochemical and microbiology fields have used the C-O bands in FTIR spectra as a way to differentiate and quantify different isomers and forms of carbohydrate (see the reviews by Brandenburg and Seydel, 1996; Brandenburg and Seydel, 2002; Naumann et al., 1996). For example, Vonach et al. (1997) used the C-O stretching bands at 1065,1058 and $1035 \mathrm{~cm}^{-1}$ from an online HPLCFTIR system to distinguish, respectively, the fructose, sucrose and glucose composition within non-alcoholic beverages. The C-O stretching bands have also been used to differentiate between anomeric lyxose where the band at $1030 \mathrm{~cm}^{-1}$ is attributed to the $\alpha$ anomer while the $\beta$ anomer band appeared at $1070 \mathrm{~cm}^{-1}$ (Michalska et al., 1984) .

From the differences in the position and frequency of occurrence of $\mathrm{C}-\mathrm{O}$ bands at my different sites and within literature studies, it appears promising to use FTIR to examine the change in the carbohydrate composition within aquatic DOM isolates. However, further investigation is needed to assign specific C-O bands to specific isomers and more work is needed to correlate FTIR data to wet chemical analyses of carbohydrates.

### 3.4.5. Lignin functional groups

In order to identify the lignin compounds in the $2{ }^{\text {nd }}$ derivative FTIR spectra I used two bands that are shared between different lignin structures. The first one is the C-O band of phenol compounds, as phenol is the most common functional group in different lignin chemical structures. Due to conjugation of phenol oxygen with the aromatic ring, the C-O stretching band of phenol compounds appears $\sim 100 \mathrm{~cm}^{-1}$ higher in wavenumber than normal aliphatic C-O bands, (Günzler and Gremlich, 2002; Mayo et al., 2004; Smith, 1999, see also Table 2.4). The second band is the aromatic ring vibration at 1515 $\pm 5 \mathrm{~cm}^{-1}$. Many FTIR analyses of different types of lignin and wood materials assign this band as a major common band of lignin (Hergert, 1960; Mascarenhas et al., 2000; Pandey, 1999).

Both of the bands have been easily identified in the $2^{\text {nd }}$ derivative of the DS FTIR spectrum at 1235 and $1515 \mathrm{~cm}^{-1}$, and as I move to the other sites, I'm still able to identify them, but the band around $1515 \mathrm{~cm}^{-1}$ becomes a small tip on the side of $1550 \mathrm{~cm}^{-1}$ band (see Table 2.4 and Fig. 2.6). Seeing a lignin signal that persists through the estuary and into the ocean is not a surprise; it is consistent with my ${ }^{13} \mathrm{C}$-NMR data which shows that
some aromatic material reaches the Offshore site. Lignin has been used previously as a biomarker to estimate the amount of terrestrial DOM reaching the ocean and detectible amounts have been seen in open-ocean samples (Benner et al., 2005; Benner and Opsahl, 2001). Furthermore, FT-ICR-MS analysis of $\mathrm{C}_{18}$-isolated DOM from my five sites shows that the lignin region of the resulting Van Krevelen plot is present at all sites from DS to OSC (Sleighter and Hatcher, 2008).

### 3.4.6. Paraffin functional groups

Due to the small difference in electronegativity, the change in the electrical dipole moment ( $\delta \mu$ ) during the deformation vibration of C-H is small. However, the high availability of $\mathrm{C}-\mathrm{H}$ bonds in biopolymeric compounds gives it a sufficiently strong intensity to appear above background in my samples. Normaly the region around 3000 $\mathrm{cm}^{-1}$ is used to study the C-H stretching, However, both methyl $\left(\mathrm{CH}_{3}-\right)$ and methylene (-$\mathrm{CH}_{2}$-) groups have their specific deformation vibrations that appear in the region $1500-$ $1300 \mathrm{~cm}^{-1}$. Looking for their vibration in the $2^{\text {nd }}$ derivative FTIR spectra from all the sites, I could assign the band around $1450 \mathrm{~cm}^{-1}$ to the symmetric deformation (scissor) of $\mathrm{CH}_{2}$ groups (see Table 2.4). The methyl group that attaches to another carbon $\left(\mathrm{CH}_{3}-\mathrm{C}\right)$ generates two vibration modes around $1465 \mathrm{~cm}^{-1}$ and $1375 \mathrm{~cm}^{-1}$ for asymmetric and symmetric(umbrella) deformations, respectively. As I mentioned earlier, I can also identify $\mathrm{CH}_{3}$ attached to the acetate functional group, as this bonding lowers the normal asymmetric deformation frequency by $30 \mathrm{~cm}^{-1}$, to $\sim 1430 \mathrm{~cm}^{-1}$. The ability to identify paraffin vibration bands in HMW DOM from all the sites shows that aliphatic compounds (or portions of compounds) are a significant component of DOM regardless
of its sources, which agrees with my ${ }^{13} \mathrm{C}$-NMR results. The presence of $\mathrm{CH}_{3}$ vibration modes in the HMW-DOM spectra shows that the DOM contains highly branched aliphatic moieties, such as branched lipids or certain carbohydrate structures (e.g. fucose and rhamnose).

### 3.5. Quantification coupling between FTIR and ${ }^{13} \mathrm{C}-\mathrm{NMR}$

As I showed previously, ${ }^{13} \mathrm{C}$-NMR is a powerful quantitative technique that estimates the relative distribution of carbon within functional groups in DOM, However, one of its drawbacks is that ${ }^{13} \mathrm{C}$-NMR can't easily differentiate between ester, amide and carboxylic acid contributions to the $\mathrm{C}=\mathrm{O}$ signal. It is crucial to quantify the changes of these compound classes to have better understanding of the biogeochemical cycle of DOM in estuaries, especially, as is seen from my FTIR analyses, since each of these compound classes appears to have different source-sink relationships within my estuarine study area. FTIR is complementary to NMR techniques, allowing differentiation between the three functional groups. Coupling the functional group information from FTIR with ${ }^{13} \mathrm{C}$-NMR data, which provides information on the percent carbon attributable to $\mathrm{C}=\mathrm{O}$, and allows us to calculate the percent carbon attributable to ester, amide, and carboxylic acid.

### 3.5.1. Peak fitting of the FTIR spectra

The coefficients of determination $\left(r^{2}\right)$ of the peak fitting for the region $1900-900 \mathrm{~cm}^{-}$ ${ }^{1}$ in all spectra were between $0.999-0.993$, while the standard of error was in range of $0.0136-0.0053$. The peak fitting areas for the carbonyl groups $(\mathrm{C}=\mathrm{O})$ of carboxylic acid,
ester and amide in Fig. 2.6, show that the peak of de-protonated carboxylic acid of Dismal Swamp (DS) -in Fig. 2.7a- at $1620 \mathrm{~cm}^{-1}$ has the largest area, followed by the protonated carboxylic acid at $1720 \mathrm{~cm}^{-1}$, then the carbonyl of five member ring ester ( $\gamma$ lactones). The other two de-protonated carboxylic acids at 1603 and $1583 \mathrm{~cm}^{-1}$ have very small peak areas in DS but larger areas in the GB spectrum, where they are the only carboxyl bands present. The differences in the carboxyl bands may be due, as I discussed earlier, to de-protonation of the peak at $1720 \mathrm{~cm}^{-1}$ as the pH and salinity increase. The new peak of the amide I band at $1650 \mathrm{~cm}^{-1}$ was the largest peak in that region, followed by the amide II band and the de-protonated carboxylic acid at $1683 \mathrm{~cm}^{-1}$, the area of asymmetric stretching of aliphatic carbonyl ester band at $1735 \mathrm{~cm}^{-1}$ comes next.

As I move further toward the marine end member sample, the area of the deprotonated carboxylic group around $1580 \mathrm{~cm}^{-1}$ decreases and it has disappeared at the Offshore site (OSC, see Fig. 2.7e). Conversely, the other de-protonated band around 1600 $\mathrm{cm}^{-1}$, despite its low intensity, remains relatively constant in peak area through out the salinity gradient. These results demonstrate that there are two pools of carboxylic compounds: one of them appears to be biogeochemically reactive as it moves through the estuary; the other is refractory and could be transported from land to open ocean. These refractory carboxylic compounds could be the carboxyl-rich alicyclic molecules (CRAM) that have been identified in both open ocean (Hertkorn et al., 2006) and fresh water (Lam et al., 2007) DOM.


Fig. 2.7. Peak fitting results for the carbonyl area of the FTIR of a) DS, b) GB, c) TP, d) CBB, e) OSC. The red line is the original spectrum, blue line the fitted spectrum, and green line the individual peaks.


Fig. 2.7. Continued.


Fig. 2.7. Continued.
3.5.2. Quantification of carboxylic acid, ester and amide by FTIR coupled with ${ }^{13} \mathrm{C}$-NMR.

As the asymmetric stretching of carbonyl groups are the most intense bands of carboxylic acid, ester and amide, the FTIR area of these bands could be used to quantify the relative amount of each of these functional groups. Using the peak fitting area, the total carboxylic-group contribution was calculated by the addition of individual peak areas for the bands at $1720,1620,1583$ and $1603 \mathrm{~cm}^{-1}$ for DS; the bands around 1580 and $1600 \mathrm{~cm}^{-1}$ for GB, TP and CBB; and the band area at $1603 \mathrm{~cm}^{-1}$ for OSC. The total
amide of sites GB, TP, CBB and OSC is related to the area of the band around $1650 \mathrm{~cm}^{-1}$; note that there is no amide contribution in DS (see previous discussion). The area of ester is equal to the area of the $\gamma$-lactones carbonyl band at $1775 \mathrm{~cm}^{-1}$ in DS , while it is equal to the carbonyl band of the aliphatic and acetyl esters at $1735 \mathrm{~cm}^{-1}$ in the other samples. The total carbonyl area is considered the addition of the total area of carboxylic acid, amide and ester areas (Table 2.5). There is a strong positive correlation $\left(r^{2}=0.93\right)$ between the total carbonyl area from FTIR analysis (Table 2.5) and the COO/CON area from ${ }^{13} \mathrm{C}$ NMR (Table 2.3).

Table 2.5. The total area of carboxylic acid, amide and ester estimated from peak fitting the FTIR spectra and the relative carbon percentage obtained by coupling FTIR with ${ }^{13} \mathrm{C}$ NMR.

| Functional | DS |  | GB |  | TP |  | CBB |  | OSC |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| group | area | \%C | area | \%C | area | \%C | area | $\% C$ | area | \%C |
| Carboxylic <br> actd | 146.5 | 16.5 | 18.8 | 1.6 | 10.0 | 0.9 | 4.3 | 0.4 | 2.3 | 0.2 |
| Amide | 0.0 | 0.0 | 91.6 | 7.6 | 91.8 | 8.3 | 83.5 | 7.8 | 79.7 | 7.0 |
| Ester | 10.7 | 1.2 | 10.2 | 0.9 | 6.1 | 0.6 | 6.0 | 0.6 | 8.5 | 0.8 |
| Total <br> carbonyl | 157.2 | 120.6 | 107.9 |  | 93.8 |  | 90.5 |  |  |  |

Although FTIR has the ability to quantify the relative distribution of functional groups (Griffiths and De Haseth, 2007; Günzler and Gremlich, 2002; Smith, 1996); in my case the carbonyl band in carboxylic acid, amide and ester, it cannot be used to calculate relative carbon percentages. But coupling FTIR data on functional group distributions with the ${ }^{13} \mathrm{C}$-NMR carbonyl signal along with the ${ }^{13} \mathrm{C}$-NMR estimate of the percentage of carbon within that carbonyl signal, I can estimate the carbon percentages within the sample that are attributable to carboxylic acid, amide, and ester groups. Note that I cannot account for the additional C that may be attached within an actual compound; e.g. for palmitic acid, 15 of the carbons will appear aliphatic (with signal in the $\mathrm{C}-\mathrm{H}$ regions), while only one will appear as a carboxylic carbon. With this caveat, I can determine the \%C within functional groups by multiplying the ratio of the area of functional group (as determined by FTIR) by the $\mathrm{COO} / \mathrm{CON}$ relative area from the ${ }^{13} \mathrm{C}$-NMR according to the following equation:

$$
\begin{equation*}
\% C_{\text {individual }}=\left(A_{\text {individual }} / A_{\text {total. }}\right) * \% C_{\text {coolcon }} \tag{2.3}
\end{equation*}
$$

Where $\mathrm{A}_{\text {individual }}$ is the FTIR total area of either carboxylic acid, amide or ester (Table 2.5), $\mathrm{A}_{\text {total }}$ is the FTIR total carbonyl area (Table 2.5) and $\% \mathrm{C}$ coo/con is the relative \%C of carboxyl groups from ${ }^{13} \mathrm{C}$-NMR (Table 2.3).

From the results in Table 2.5 and Fig. 2.8a, the carboxylic acid carbon percentage drops dramatically from $16.5 \%$ at Dismal Swamp to $1.6 \%$ at the Great Bridge site. It continues to drop as I move toward the Offshore site but with a lower change until it reaches only $0.2 \%$ carbon. And it is showing net loss relative to the mixing line (Fig. 2.8a). I hypothesize that carboxylic acid is lost due to sorption processes (as DS is not always linked by overland flow to the GB site) as well as flocculation processes
occurring at low salinity in the river/estuary water column (Boyle et al., 1977; Sholkovitz, 1976; Sholkovitz et al., 1978). The carboxylic acid complexed with iron (the band at $1620 \mathrm{~cm}^{-1}$ ) that accounts for $60 \%$ of carboxylic acid at Dismal Swamp (based on the relative area from FTIR analysis) may be sorbed, may precipitate out of the water column, or may be stripped of iron downstream. Another process that could cause carboxylic acid losses in the DOM is photooxidation (Xie et al., 2004). The strong correlation between the relative percentage of carboxylic acid and the pH value from (Table 2.1) ( $\mathrm{r}^{2}=0.999$ ) indicates that the carboxylic acid plays a major role in the pH values of water column, especially in the fresher water portions where carbonate buffering is not very strong. Keeping in mind that I only quantify the functional groups not the entire molecules, the $0.2 \%$ carbon as carboxylic acid could be a larger contribution toward total carbon if I take into account the number of carbons present in entire carboxylic acid molecules. In addition to that, the season in which I collected the samples (Summer 2007) was one of the driest seasons in the last two years which means it had the lowest fresh water flow rates and possibly the highest rate of photooxidation. Thus the amount of transferred carboxylic acid seen here is likely to be low compared to other seasons and other years.


Fig. 2.8. The plot of the relative carbon percentage of a) Total carboxylic acid and b) Amide (from coupling FTIR with ${ }^{13} \mathrm{C}$-NMR) in the high molecular weight (HMW) DOM isolated from the five sites versus the corresponding water-column salinity. The solid line is the polynomial fit to each of the compound classes; the solid line represents the expected line if distributions are due solely to the mixing of the DS and OSC endmembers as calculated from Eq.2.1.

Unlike the carboxylic acid, the amide when plotted against the salinity gradient shows a higher carbon percentage than expected from the mixing line (see Fig. 2.8b). The highest value was at TP , with a carbon percentage of $8.3 \%$. This co-occurs with the ${ }^{13} \mathrm{C}$ NMR increases for total carbohydrate and total aliphatic material, and thus supports further the hypothesis that autochthonous sources are introduced to the DOM pool in the middle of the transect.

In contrast to both the carboxylic acid and amide contributions, the carbon percentage of ester didn't follow a predicted pattern. It has the highest value at the Dismal Swamp site (1.2\%) then drops to $0.9 \%$ at Great Bridge and $0.6 \%$ at both Town Point and Chesapeake Bay Bridge, and increases to $0.8 \%$ at the Offshore site. That the observed ester distribution is more complicated than seen for the other compound classes is probably due to its change in chemical structure with location in the estuary. The esters are dominated by $\gamma$-lactones in Dismal Swamp, which seem to be hydrolyzed and replaced by new aliphatic and acetate esters at other sites (see the previous discussion for more details).

### 3.6 Behavior of the HMW compound class concentrations along the transect

Converting the carbon percentage of each compound classes into DOC concentration and plotting it against the salinity (Fig. 2.9a-e) shows that the total carbohydrate, aromatic, aliphatic and carboxylic acid groups within HMW DOM have a non conservative behavior with a concave shape, while only the amide component has convex behavior which could indicate production along the transect.


Fig. 2.9. Plot of dissolved organic carbon (DOC) concentrations of compound classes a) Carbohydrate, b) Aromatic, c) Aliphatic d) Carboxylic acid and e) Amide of the high molecular weight fraction (HMW-DOC) after the second diafiltration step versus their corresponding water-column salinity along the transect.



Fig. 2.9. Continued.


Fig. 2.9. Continued.

The inverse behavior of the carbohydrate concentration (Fig. 2.9a) and the carbohydrate as \%C (Fig. 2.4a) along the salinity gradient highlights that, although the amount of total carbohydrate concentration is non-conservative and exhibits loss along the transect, its carbon percentage in the HMW fraction increases relative to the other compound classes (e.g. aromatic) along the transect. One possible explanation is the removal rate of terrestrial carbohydrate is slower than the other compound classes (e.g. aromatic, carboxylic). However, the marine signature of the $\delta^{13} \mathrm{C}$ at the Offshore site (OSC), where the carbohydrate is the major component, implies that carbohydrate has rapid recycling/removing rates, and most of terrestrial carbohydrate could be recycled/lost along the transect. This is supported by the significant changes in the
carbohydrate component in the ${ }^{13} \mathrm{C}$-NMR spectra as DOM moves from Dismal Swamp to the Great Bridge toward the Offshore site (this study) and with the young $\Delta^{14} \mathrm{C}$ age of the monosaccharide along Mid-Atlantic Bight (MAB) (Aluwihare et al., 2002). Thus it appears that the carbohydrate pool is highly dynamic and while the HMW carbohydrate concentration decreases, the balance of its source vs. sink functions is more positive than those of its co-occurring HMW DOM components (thus leading to its greater percentage within the remaining HMW DOM).

## 4. CONCLUSIONS

Coupling FTIR and ${ }^{13} \mathrm{C}$-NMR analyses is a powerful way to investigate the qualitative changes of major compound classes in complex organic matter mixtures such as those seen in estuarine DOM. It appears especially useful in investigating carboxylic acid, amide and ester compositions. Although DOC measurements reveal a net loss in both total and HMW DOC along my transect, the quantitative measurements of individual functional groups within HMW DOC showed a more detailed picture concerning the changes in chemical composition and greater insight into DOM's possible sources and reactivity. For example, carbohydrate and amide functional groups all showed a net source in the middle of the transect which could indicate autochthonous DOM inputs, either directly or from the confluence of the Elizabeth River branches and the James River. Conversely, carboxylic acids and aromatic compounds showed a net loss through the estuary most likely due to a combination of flocculation and photoxidation processes. Interestingly, iron complexed to carboxylic acids appears to be lost from the HMW fraction between the Dismal Swamp and the low-salinity GB site.

Stable carbon isotopes indicate that over 70\% of Great Bridge HMW-DOM came from terrestrial DOM; however, both FTIR and ${ }^{13} \mathrm{C}$-NMR show that there were major changes in the functional groups between Great Bridge and Dismal Swamp. This could be explained by soil processes, water-column microbial and photochemical alteration of major portions of the terrestrial DOM, or flocculation.

Applying the $2^{\text {nd }}$ derivative to FTIR spectra resolved many overlapped peaks and gave greater detail concerning the chemical structure of the HMW DOM. One of the interesting points that results is the availability of three different pools of de-protonated carboxylic acids in Dismal Swamp: one of them is complexed with iron and disappears between the DS and GB sites; the second pool appears biogeochemically reactive and its signal decreases down-estuary, while the third pool seems to be refractory and has the potential to be exported to and accumulate within the open ocean. The ester compounds show different chemical structures between my two transect end members; a five member ring ester ( $\gamma$-lactone) was the dominant ester in the Dismal Swamp, while the highly aliphatic ester and acetate ester functional groups are the major ester in the other estuary/marine sites.

FTIR and ${ }^{13} \mathrm{C}$-NMR are complementary techniques with great applicability to characterizing complex organic matter such as water-column, sediment pore-water and soil-derived DOM. Both are non-destructive techniques, they characterize the bulk of the DOM and they provide insight into the major compound classes through their functional groups. Both techniques, as is the case with all analytical approaches, have strengths and weaknesses, but by coupling the two, I can overcome some of the weaknesses and gain greater insight into DOM composition.

## CHAPTER III

# SEASONAL AND SPATIAL CHANGES IN THE CHEMICAL COMPOSITIONS OF DISSOLVED ORGANIC MATTER ALONG AN ESTUARINE TRANSECT: A STUDY USING ISOTOPE RATIO MASS SPECTROMETRY, FTIR AND ${ }^{13}$ C-NMR 

## 1. INTRODUCTION

Estuaries and the continental shelf regions act as biogeochemical reactors for dissolved organic matter (DOM), where most of the terrestrial dissolved organic matter (T-DOM) is lost and a small portion of the T-DOM reaches the open ocean (Benner et al., 2005; Hedges et al., 1997). On the other hand, new sources of DOM are introduced into estuaries and continental shelf water through the primary production; these regions account for $30 \%$ of the net oceanic productivity (Holligan, 1992) even though they represent only 7\% of the total oceanic surface areas (Gattuso et al., 1998).

The distribution of dissolved organic matter (DOM) in estuaries is affected by changes in physical parameters such as river discharge, water residence time, tidal exchange, and re-suspension events. They are also exposed to large changes in pH and salinity as it moves downstream in a typical estuary. The sources and sinks of DOM in estuaries are caused by many different biogeochemical processes. For example, as the ionic strength increases in low salinity regions, some DOM flocculates and aggregates (Sholkovitz, 1976; Sholkovitz et al., 1978) into larger particles (Stumm, 1990) perhaps through interactions with cations such as $\mathrm{Ca}^{2+}$ (Hunter and Liss, 1982) removing the

DOM from the water column. Additional estuarine processes include the increase of light penetration due to a decline in turbidity, which can lead to increased photodegradation of chromophoric DOM, and, in conjunction with the availability of nutrients, can also provide the ideal conditions for a primary production maximum in the middle of estuarine ecosystem (Cloern et al., 1983; Filardo and Dunstan, 1985; Fisher et al., 1988; Harvey and Mannino, 2001; Pennock and Sharp, 1986).

While flocculation and primary production maxima are more likely to be limited to specific regions of estuaries, photooxidation and bacterial utilization of DOM more likely occur throughout the estuary, though their degree and chemical selectivity may vary with location (Waidner and Kirchman, 2008). On one side, heterotrophic bacteria could be a sink for DOM by converting it to $\mathrm{CO}_{2}$ (Azam et al., 1983). On the other side, they could contribute to the DOM pool directly by converting carbon into refractory DOM (Ogawa et al., 2001) or indirectly by the regeneration of inorganic nutrients from DOM, thus enhancing primary productivity (Gardner et al., 1994; Pakulski et al., 1995; Pakulski et al., 2000). Photooxidation could be a biogeochemical sink for DOM by converting it into $\mathrm{CO}_{2}$ or CO either directly (Miller and Zepp, 1995) or indirectly by making DOM more bioavailable for heterotrophic bacteria to respire (Moran and Zepp, 1997). In addition to spatial variations, the relative importance of these processes are highly varied between different seasons; for example, the summer season provides the perfect conditions for intense phytoplankton blooms to happen in the middle of estuary as compared to other seasons (Harvey and Mannino, 2001; Pennock and Sharp, 1986).

Due to the combination of these processes, the quantity and chemical composition of DOM is significantly altered along an estuarine transect. Many studies have tried to
address estuarine changes in the DOM: by looking into the change in DOC concentrations as conservative or non-conservative behavior (Benoit et al., 1994; Jaffe et al., 2004; Kattner et al., 1999; Miller, 1999), following the photobleaching of color dissolved organic matter (CDOM) (Del Vecchio and Blough, 2004; Rochelle-Newall and Fisher, 2002), or looking at compositional changes in isolated DOM by mass spectroscopy (Minor et al., 2001; Minor et al., 2007; Sleighter and Hatcher, 2008). While these approaches have been informative, they have been unable to provide quantitative insight into compound-class variations within DOM as function of spatial and seasonal changes.

As I have shown in chapter II, coupling ${ }^{13} \mathrm{C}-\mathrm{NMR}$ and FTIR can provide a more comprehensive picture of changes in the compound classes of DOM (aliphatic, aromatic, amide, carbohydrate, ester and carboxylic) (Section II , In this Dissertation). However, this picture is complicated by the complex nature of DOM, where the presence of different compounds containing similar functional groups creates overlap between the different bands and reduces the resolution of the spectra of both ${ }^{13} \mathrm{C}$-NMR and FTIR. It is also complicated by the wide range in the rates of reactivity of DOM compounds (from hours to centuries, (Davis and Benner, 2007) and the addition and removal of different compounds to the DOM pool as DOM moves through the estuary. From all the above, using traditional 1-dimensional approaches will not enable us to detect significant changes in the FTIR and ${ }^{13} \mathrm{C}$-NMR.

One of the widely used chemometrics data analysis techniques is principal component analysis (PCA); this is applied to all the spectra as a discrete data set and the results are represented as a linear combination of a set of factors. The major advantage of

PCA is its ability to reduce the dimensionality of the data set by eliminating redundant dimensions, i.e., those containing low information content, and identifying some new meaningful underlying variables that better represent the differences and similarities in a specific data set.

Noda (1993) developed a new concept of generalized perturbation-based two dimensional correlation spectroscopy (2D-spectroscopy), by spreading the spectral intensity changes within a data set collected across a perturbation (time, temperature, pressure change, chemical reaction) as a function of the perturbation over a second dimension. This reduces the complexity of overlapped peaks (as many of them do not coevolve throughout the data set), provides relations between different peaks, and gives us information on the sequential order of the changes in these peaks. The application of 2Dspectroscopy to dynamic spectra results in two orthogonal correlation spectra (synchronous and asynchronous). The synchronous spectrum indicates coincidental or inphase changes of two separate peaks, while the asynchronous spectrum will exhibit cross peaks if changes in the original data peaks are out of phase, which will be an indication of the order of the functional group changes. The use of 2-D spectroscopy in this fashion can potentially resolve many ambiguities especially in a complex mixture of compounds with many overlapping peaks (Noda and Ozaki, 2004; Wang and Palmer, 1999). In the last two decades, two-dimensional correlation spectroscopy of the kind described above has been applied to many different spectroscopic techniques such as infrared (Buffeteau and Pezolet, 1998; Ekgasit and Ishida, 1995; Sasic et al., 2000; Sasic and Ozaki, 2001), Raman (Ebihara et al., 1993; Matsushita et al., 2000), near infrared (Awichi et al., 2002; Liu et al., 1996), UV-visible (Liu et al., 2000; Zhao et al., 2002), and fluorescence (He et
al., 2001; Nakashima et al., 2000) spectroscopy. It also has been applied to time-resolved gel permeation chromatography (Izawa et al., 2002a; Izawa et al., 2002b). The two dimensional correlation spectroscopy has been applied widely and successfully to understand changes within polymer materials and proteins, to follow chemical reactions, and to investigate several questions in biological and biomedical sciences (see the reviews by Noda and Ozaki, 2004; Ozaki, 2002)

Barton and co-workers (1992) introduced statistical 2D correlation between IR/NIR which was then generalized by Noda and co-workers into two dimensional correlations between any two different electromagnetic probes (e.g. IR and NIR, Raman and $\operatorname{IR}$ ) obtained from a system under the same perturbation and they called it : 2D hetero-spectral correlation analysis. By correlating between bands generated by different probes I could confirmed the band assignments of one probe (e.g. NIR) by the band from other probe (e.g. IR), In addition, it also could enhance the band resolution (see the review by Noda and Ozaki, 2004). Since its introduction, a large number of studies have used 2D hetero-spectral correlation analysis to correlate between different electromagnetic probes such as NIR/IR, Raman/IR and Raman/NMR applied to same system (Czarnecki et al., 1998; Hu et al., 2006; Kubelka et al., 1999; Watanabe et al., 2008)

Unlike principal component analysis, which investigates variations in the spectra viewed as a single data set to investigate how the samples are different from each other, two dimensional correlation spectroscopy looks into the intensity changes of the individual chemical bands or peaks throughout all the spectra in order to identify correlations between different bands based on in-phase and out-of-phase changes in their
intensities across the data set. Combining both PCA and 2D-correlation can help to confirm trends seen in each analysis of the data set and will also provide additional complementary data about sample composition.

Applying both PCA and two-dimensional correlation spectroscopy to the ${ }^{13} \mathrm{C}$ NMR and FTIR DOM spectra should therefore give us a more complete picture of the changes in DOM chemical structure along my estuarine transect. Applying 2D heterospectral correlation analysis to the NMR and FTIR data will allow us to statistically couple these two data sets, thus strengthening tentative identifications and trends seen individually within the NMR and FTIR results.

In addition, as recent studies show the presence of common components in the HMW-DOM chemical structure isolated from the open ocean and fresh water e.g. heteropolysaccharides (HPS) (Aluwihare et al., 1997; Hertkorn et al., 2006; Repeta et al., 2002) and carboxyl-rich alicyclic molecules (CRAM) (Hertkorn et al., 2006; Lam et al., 2007), an estuary is an ideal location to investigate the distribution and transformation of these two components.

In this work, I will study the spatial and seasonal changes (during two years) in the chemical composition of high molecular weight ( $>1000 \mathrm{Da}$ ) estuarine DOM isolated along a transect from the Dismal Swamp (Virginia, USA) to the coast of the Atlantic Ocean passing through the Elizabeth River and the mouth of the Chesapeake Bay. To the author's best knowledge, this is the first study to investigate the changes in the chemical composition of DOM using PCA and two dimensional correlation spectroscopy upon ${ }^{13} \mathrm{C}$-NMR and FTIR data.

## 2. METHODS

### 2.1. Sampling sites

Samples were collected from five sites along a transect from Great Dismal Swamp through the Elizabeth River /Chesapeake Bay system to the coastal ocean (see Fig. 1.1). Site DS (Portsmouth Ditch in Great Dismal Swamp, Virginia, USA) is representative of the swampy headwaters of the Elizabeth River system, has very high DOC loadings, and contains a large proportion of terrestrially-derived DOM. Site GB in Great Bridge, Virginia is forested with marshes along the shoreline. The TP site (Town Point Park, Norfolk, Virginia) represents mid-river and contains natural autochthonous and allochthonous organic matter from the three branches of the Elizabeth River and the lower Chesapeake Bay. The down-river CBB (Chesapeake Bay Bridge-Tunnel) is at the mouth of the Chesapeake Bay; its organic matter sources include salt marshes and sediments of the lower Chesapeake Bay and its sub-estuaries, as well as imported coastal marine material and autochthonous algal production. The Offshore coastal ocean site (OSC, $37^{\circ} 10.132^{\prime} \mathrm{N}, 75^{\circ} 37.891^{\prime} \mathrm{W}$ ) could be impacted by water flowing out of the Chesapeake Bay, but should also contain significant proportions of autochthonous marine organic matter.

### 2.2. Sampling

Using an acid-cleaned and sample-rinsed polypropylene bucket, surface water samples were collected from seven seasons during a two year period, as follows: 1-from mid October to mid November 2005 (1105) 2-February 2006 (0206) 3-May 2006 (0506) 4-August 2006 (0806) 5-November 2006 6-February 2007 (0207) and 7-May 2007
(0507). Water temperature was measured concurrently at the sampling sites. The GB, TP, and CBB samples were collected within half an hour of low tide using the shoreline (GB) or pier structures (TP and CBB) for access to the water. The Offshore sample (OSC) was collected onboard the R/V Fay Slover, and due to weather instability or unavailability of the research vessel, the samples from Offshore site were collected only in four seasons (1105, 0506, 0806, and 1106). The samples were transported to the laboratory in 20 L fluorinated polypropylene jerricans. Prior to filling with sample, each jerrican was soaked overnight in an alconox solution, rinsed with deionized water, then soaked in $10 \%$ hydrochloric acid at least for overnight, rinsed with deionized water again and preconditioned with sample ( 3 x ) before being loaded with sample. Upon arriving in the laboratory, salinity and pH were measured with a refractometer and a calibrated pH meter respectively. Sub-samples of the whole water were taken for TOC measurements. Then, samples were sterile-filtered using $0.1 \mu \mathrm{~m}$ Whatman Polycap cartridge filters which had been previously soaked in methanol and back flushed with Milli-Q for at least one hour, then conditioned with 1-2 liter of the sample. A representative aliquot ( $10 \%$ volume) of sterile-filtered sample from each jerrican was taken and these aliquots were mixed in a cleaned jerrican to represent the average composition from all the jerricans. A sub-sample for DOC measurement was taken from this mix. DOC samples were collected in acid cleaned and pre-combusted $\left(450 \mathrm{C}^{\circ}\right)$ TOC vials (I-Chem*) then acidified immediately to pH 2 with 5 M phosphoric acid.

### 2.3. Ultrafiltration

An ultrafiltration system equipped with a polysulfone 1 KDa cartridge that has 25 sq. ft active surface area (Separation Engineering, Inc.) was used to separate both high and low molecular weight fractions (hereafter HMW and LMW, respectively). The filtration system was cleaned and conditioned after Guo and Santschi (1996). In brief, the system was cleaned before each sample with 8 L of each of the following solutions: Alconox detergent ( $1-2 \%$ ), sodium hydroxide ( 0.05 M ) and hydrochloric acid ( 0.02 M ). Between each cleaning solution the system was rinsed with 40 L de-ionized water ( $2 \times 20$ L). After the total cleaning protocol was completed, 20 L de-ionized water was run as a blank and a sub-sample of retentate (concentration factor of 8 ) was taken to measure the DOC blank. The system was then conditioned with 4-5 L of actual, sterile-filtered ( $<0.1 \mu \mathrm{~m}$ ) natural-water sample, after which $40-160 \mathrm{~L}$ of sterile-filtered sample was concentrated through the system to approximately 2.3 L at pressures of approximately 30 psi. Subsamples were taken from both HMW and LMW fractions for DOC mass balance; then the salt-containing retentate (HMW) solution was diafiltered with $15-20 \mathrm{~L}$ deionized water until the filtrate reached a salinity of zero (measured by refractrometer). The freshwater Dismal Swamp sample (DS) was also diafiltered, but with only 5 L deionized water. In all cases, the system was rinsed twice with 5 L de-ionized water to recover HMW left in the "dead volume" of the system. These retentate rinses were added to the diafiltrated retentate, and the mixed retentate was stored frozen until further processing. During each step subsamples were taken from both retentate and filtrate for DOC measurements to allow recovery and mass balance calculations.

The retentate fraction (HMW) from Great Bridge (GB), Town Point park (TP), Chesapeake Bay Bridge (CBB) and the Offshore site (OSC), were further concentrated to around 50 ml and further diafiltrated with 3 L de-ionized water using stirred cells (Amicon 8400) pressurized with nitrogen gas and equipped with a 1 kDa regenerated cellulose membrane (Millipore). Subsamples from the final retentate were taken for DOC measurements, and subsequent recovery and mass balance calculations. The resulting retentates were frozen and, along with the Dismal Swamp retentate from the largevolume cross-flow system were then freeze dried.

Due to the differences in processing the Dismal Swamp sample relative to the other (salt-containing) samples, there may be some difference in sample recovery/fractionation. However, ionic strength and pH effects also affect recoveries by ultrafiltration (e.g., Dalzell et al., 2007), and the variation due to adding a stirred cell step for the salt samples is most likely a second-order effect relative to these, especially as the majority of the concentration and desalting for all samples occurred on the larger-volume cross-flow system.

### 2.4. DOC measurements

DOC concentrations were measured (with triplicate injections) using a standard dissolved organic carbon analyzer (Aurora 1030W TOC analyzer, College Station, TX) with $20 \%$ sodium persulfate ( $98 \%$, Fisher Scientific) as oxidizer. To correct for any incomplete combustion of DOC due to the competition between chloride and DOC for the persulfate, calibration standards were dissolved in artificial seawater, prepared according to Kester et al., (1967), to insure removal of any organic traces introduced with
the salts (in other words, the artificial seawater was UV photooxidized, $24 \mathrm{~h} ; 1.2 \mathrm{~kW} \mathrm{Hg}$ arc lamp; Ace Glass, prior to use). The calibration standards were prepared in the same salinity range as the samples with sucrose used as the DOC standard.

## 2.5. $\delta^{13} \mathrm{C}$ and Elemental Analysis:

The $\delta^{13} \mathrm{C}$, carbon and nitrogen percentages of freeze-dried HMW DOM were measured (in duplicate) using a Europa elemental analysis (EA) system coupled to a Europa Geo 20-20 IRMS (SerCon Limited, Crewe, UK). Ascorbic acid $\left(\delta^{13} \mathrm{C}\right.$ value $24.45 \%$ ) was used for the calibration standards and sucrose ( $\delta^{13} \mathrm{C}$ value $-10.67 \%$ ) was introduced as a check standard. $\delta^{13} \mathrm{C}$ defined as $\left(\mathrm{R}_{\text {sample }} / \mathrm{R}_{\text {standard }}-1\right) * 1000$ where $\mathrm{R}_{\text {standard }}$ is the Pee Dee Belemnite (PDB) standard .

The isotope mixing curve was constricted according to Raymond and Bauer (2001), where I used the average values of Dismal Swamp (DS) and Offshore (OSC) Sites as the riverine and marine end members respectively. In brief, the conservative $\delta^{13} \mathrm{C}$ values at a specific salinity $\left(\mathrm{I}_{\mathrm{m}}\right)$ were calculated according to the modified mass balance equation Eq.

$$
\begin{equation*}
I_{M}=\frac{\left(f \cdot I_{D S} \cdot D O C_{D S}+(1-f) \cdot I_{O S C} \cdot D O C_{O S C}\right)}{D O C_{M}} \text { Eq. (3.1) } \tag{3.1}
\end{equation*}
$$

Where $f$ is the riverine fraction calculated from the salinity, $\mathrm{DOC}_{\mathrm{M}}$ is the expected DOC concentration (HMW fraction) due to a conservative mixing between the riverine and open ocean end members, $\mathrm{I}_{\mathrm{DS}}$ and $\mathrm{I}_{\mathrm{OSC}}$ are the average $\delta^{13} \mathrm{C}$ values of the Dismal Swamp and Offshore sites respectively. The $\mathrm{DOC}_{\mathrm{DS}}$ and DOC ${ }_{O S C}$ are the average

DOC concentration of the high molecular weight (HMW) fraction (after desalting via stirred cells) of Dismal Swamp and Offshore sites respectively.

In similar way, the $\mathrm{C} / \mathrm{N}$ mixing curve was also constructed using the following equation

$$
(C / N)_{M}=\frac{\left(f .(C / N)_{D S} \cdot D O C_{D S}+(1-f) \cdot(C / N)_{O S C} D O C_{\text {SSC }}\right)}{D O C_{M}} \mathrm{Eq} .3 .2
$$

Where $(\mathrm{C} / \mathrm{N})_{M}$ is the conservative $\mathrm{C} / \mathrm{N}$ value at a specific salinity, $(\mathrm{C} / \mathrm{N})_{\text {Ds }}$ and $(\mathrm{C} / \mathrm{N})_{\text {osC }}$ are the average $\mathbf{C / N}$ values at Dismal Swamp and Offshore sites respectively.

### 2.6 Solid state ${ }^{13} \mathrm{C}-\mathrm{NMR}$

All seven seasons of HMW-DOM samples isolated from Great Bridge (GB), Town point (TP), and Chesapeake Bay Bridge (CBB) -with the exception of GB-1105, which was lost before ${ }^{13} \mathrm{C}-\mathrm{NMR}$ analysis- and the four seasons of the Offshore site (OSC) were analyzed by cross polarization/ magic angle spinning solid NMR (CP/MAS ${ }^{13} \mathrm{C}$ NMR) using a Bruker Avance II 400 spectrometer operating at 100 MHz for ${ }^{13} \mathrm{C}$, spun at 14 KHz for 4569 scans. The recycle delay (D1) and contact time were 1 sec and 1.5 ms respectively. All the experiments were conducted using a $4-\mathrm{mm}$ triple resonance probe and the samples were packed into $4-\mathrm{mm}$ NMR rotors with Kel-F caps. ${ }^{13} \mathrm{C}-\mathrm{NMR}$ spectra were normalized by their total area from $0-220 \mathrm{ppm}$ and multiplied by 1000 before being used for principal component analysis (PCA) and two-dimensional correlation spectroscopy (2D-correlation ${ }^{13} \mathrm{C}-\mathrm{NMR}$ ).

The spectra were integrated in segments according to Dria et al. (2002), with the region from 0-45 ppm assigned to paraffin carbon $\left(\mathrm{CH}_{\mathrm{x}}\right)$, the $45-60 \mathrm{ppm}$ to methoxy $\left(\mathrm{CH}_{3} \mathrm{O}-\right)$ or amino groups, $60-90 \mathrm{ppm}$ to carbohydrate or O -alkyl ( HCOH ) groups, $90-$ 120 ppm to anomeric carbon in carbohydrate (O-C-O), 120-140 ppm to substituted aromatic carbon or double bond carbon ( $\mathrm{C}=\mathrm{C} / \mathrm{Ar}-\mathrm{C}$ ), $140-160 \mathrm{ppm}$ to oxygen substituted aromatic C, 160-190 ppm to carboxyl, aliphatic ester and amide (COO/CON) carbon while the 190-220 ppm region is assigned to aldehyde and ketone carbon ( $\mathrm{C}=\mathrm{O}$ ). These initial integration segments were slightly modified based upon my results from PCA and 2-D correlation spectroscopy (see the results and discussion section for further details).

### 2.7. FTIR analysis

Samples were introduced as KBr discs where exactly 1.0 mg sample is diluted with 100.0 mg KBr (which had been previously heated in a lab oven for two hours at $105^{\circ}$ to remove any moisture). To reduce light scatter during the analyses, the mixture was then crushed and homogenized (Smith, 1996) using a Wig-L-Bug ginding mill. A subsample was then compressed between two clean, polished iron anvils in a hydraulic press at 20,000 psi to form a KBr window. To minimize wedging effects (Hirschfeld, 1979), the discs were pressed for a second time after they had been rotated $90^{\circ}$ before removal from the hydraulic press. FTIR spectra were obtained by collecting 200 scans with a Nicolet 370 FTIR spectrometer (DTGS detector and KBr beam splitter) equipped with purge gas generator unit. Spectra were collected using a resolution of $4 \mathrm{~cm}^{-1}$ and Happ-Genzel apodization. To guard against $\mathrm{CO}_{2}$ contamination from lab air, a 4-min lagtime was implemented between closing the analytical chamber and starting the analysis.

A pure KBr disc was run before each sample analysis as a background blank. The FTIR spectra were converted into absorbance units, normalized by the summed absorbance from $4000-500 \mathrm{~cm}^{-1}$, and multiplied by 1000 .

Using Grams/Al 8.0 spectroscopy software (Thermo Electron Corporation), the normalized absorbance spectra were processed with the $2^{\text {nd }}$ order Savitzky-Golay method with 11 convolution points used to generate the second derivative of the spectra. For comparison, another second derivative was also calculated using the Gap method with an $11 \mathrm{~cm}^{-1}$ Gap value. For an additional comparison, the spectrum region from 1850-1450 $\mathrm{cm}^{-1}$ was also processed by Fourier self-deconvolution with a gamma factor of 20, and the deconvoluted spectrum was $60 \%$ smoothing using a Bessel function.

For an additional test of peak overlap and quantification of these peaks, the FTIR area from $1900-900 \mathrm{~cm}^{-1}$ was peak fitted using Grams/Al 8.0 software with a Voigt line shape, which is a convolution between Gaussian and Lorentzian line shapes, and can correct for the broadening features due to molecular collisions and the Doppler effect during infrared measurements (Griffiths and De Haseth, 2007). The numbers and the exact frequencies of the peaks in the region were obtained from the $2{ }^{\text {nd }}$ derivative of the corresponding spectrum, while the peak width was optimized within $\pm 15 \mathrm{~cm}^{-1}$ of the peak width obtained from the $2^{\text {nd }}$ derivative.

### 2.8. PCA and $2 D$ correlation spectroscopy

The seasonal estuarine/marine HMW-DOM (GB, TP, CBB and OSC) areanormalized spectra of ${ }^{13} \mathrm{C}$-NMR ( 24 spectra) were run for principal component analysis (PCA) using an in-house MATLAB code.

Normalized spectra of the ${ }^{13} \mathrm{C}$-NMR and FTIR ( 24 spectra each) were analyzed by 2D-correlation spectroscopy using an in-house modified version of 2Dshige software (Kwansei-Gakuin University, Japan). The practical computation of two-dimensional correlation spectroscopy were generated according to Noda and Ozaki (2004). In brief, the reference spectrum $\bar{y}(v)$ is calculated first, by taking the average values of all the data points at each specific wavenumber or chemical shift $(v)$. The second step involves calculating the dynamic spectra $\tilde{y}(v)$ for all spectra by subtracting the reference spectrum $\bar{y}(v)$ from each normalized spectrum y $(v)$ at each perturbation $(t)$.

The synchronous 2D spectrum $\Phi\left(v_{1}, v_{2}\right)$ is calculated according to Eq.1.3

$$
\Phi\left(v_{1}, v_{2}\right)=\frac{1}{2\left(t_{m}-t_{1}\right)} \sum_{j=1}^{m} \tilde{y}_{j}\left(v_{1}\right) \cdot \tilde{y}_{j}\left(v_{2}\right) \cdot\left(t_{j+1}-t_{j-1}\right)
$$

where $m$ is the total number of spectra, equal to 24 in my case. I also define two additional points in the perturbation, $\mathrm{t}_{0}$ and $\mathrm{t}_{\mathrm{m}+1}$, located outside the observation period as $\mathrm{t}_{0}=2 \mathrm{t}_{1}-\mathrm{t}_{2}$ and $\mathrm{t}_{\mathrm{m}+1}=2 \mathrm{t}_{\mathrm{m}}-\mathrm{t}_{\mathrm{m}-1}$.

Applying the above calculations to the entire range of the wavenumber/chemical shift will produce a square matrix that could be represented by a two dimensional contour map or what is called a synchronous spectrum. An example of a schematic synchronous spectrum is shown in Fig. 1.2 As the figure shows, the synchronous spectrum is a symmetric spectrum with respect to the diagonal line, where the auto peak along the diagonal line represents a correlation between the specific wavenumber/chemical shift and itself $\left(v_{1}=v_{2}\right)$. The auto peak will only appear if the band shows changes in the intensity during the perturbation period. On the other hand, the peaks located at the offdiagonal positions of Fig. 1.2 represent correlations between different spectral variables
(e.g., $v_{1}$ and $v_{2}$ ) and are called cross peaks. Cross peaks could have either a positive correlation (white shaded) or a negative correlation (gray shaded). When the cross peaks of two bands have the same sign this indicates that the two bands are changing in the same direction (they are increasing or decreasing together); when the cross peaks have different signs, one band is increasing while the other is decreasing.

The asynchronous 2 D spectrum $\Psi\left(\mathrm{v}_{1}, \mathrm{v}_{2}\right)$ is calculated according to the following equation

$$
\Psi\left(v_{1}, v_{2}\right)=\frac{1}{2\left(t_{m}-t_{1}\right)} \sum_{j=1}^{m} \tilde{y}_{j}\left(v_{1}\right) \cdot \tilde{z}_{j}\left(v_{2}\right) \cdot\left(t_{j+1}-t_{j-1}\right) \quad \text { Eq.3.4 }
$$

where the $\tilde{z}_{j}\left(v_{2}\right)$ is the Hilbert transformation of $\tilde{y}_{j}\left(v_{2}\right)$ that is calculated by numerical integration according to Eq. 3.5

$$
\begin{equation*}
\tilde{z}_{j}\left(v_{2}\right)=\sum_{k=1}^{m} N_{j k} \cdot \tilde{y}_{k}\left(v_{2}\right) \tag{Eq. 3.5}
\end{equation*}
$$

The term $\mathrm{N}_{\mathrm{jk}}$ is the element of Hilbert-Noda transformation matrix. See Noda and Ozaki (2004).

Applying the above calculations to the entire range of the wavenumber/chemical shift will produce a square matrix that could be represented by a two-dimensional contour map or what is called an asynchronous spectrum, similar to the schematic asynchronous spectrum shown in Fig. 1.3 Unlike synchronous spectra, the asynchronous spectrum is a non-symmetric spectrum and has no autopeaks. The signs of the cross peaks on the asynchronous spectrum could be used to provide valuable information on the sequential order of the changes of the bands with respect to the perturbation variables. For more details see Noda and Ozaki (2004).

The synchronous map of the two-dimensional hetero-spectral correlation analysis
of FTIR and ${ }^{13} \mathrm{C}$-NMR was developed according to Noda and Ozaki (2004), simply by replacing one of the dynamic spectra $\tilde{y}(v, t)$ from ${ }^{13} \mathrm{C}$-NMR in Eq. (3.1) with the corresponding dynamic spectrum from FTIR. Instead of showing correlations from the same probe (e.g. ${ }^{13} \mathrm{C}-\mathrm{NMR}$ ), the map correlates between the chemical shift of in ${ }^{13} \mathrm{C}$ NMR and the wavenumber in FTIR.

Because changes in noise are normally out of phase with each other, noise could cause artifacts and misinterpretation, especially for asynchronous maps (Noda and Ozaki, 2004). To reduce the noise of the ${ }^{13} \mathrm{C}$-NMR spectra, I applied the noise reduction method proposed by Jung and co-workers (2002), where PCA is used to eliminate noise and reconstruct noise-free spectra.

## 3. RESULTS AND DISCUSSION

### 3.1. Salinity, pH and DOC concentration

The DOC concentration of the sterile-filtered Dismal Swamp samples (Table 3.1) shows a wide range of variation between different seasons, with the highest value, $11788 \pm 97 \mu \mathrm{M}-\mathrm{C}$ on August 2006 (0806); this value is over 3 x larger than the lowest DOC concentration on February $2007(3720 \pm 6 \mu \mathrm{M}-\mathrm{C})$, In general, it seems that the DOC concentration increases as I approach the summer season and starts to decrease after that, which could be explained due to dilution effects in winter-spring where there is higher net precipitation/water flow as compared to the summer season. This agrees with my observation of the water level in the Portsmouth Ditch at Great Dismal Swamp, where the water level was always lower during the summer season and higher during the winter.

Table 3.1. Water temperature, salinity, pH and DOC concentration of the water samples from the five sites during the seven seasons.

| Site | Water Temp. (C) | Salinity | pH | $\begin{gathered} \operatorname{DOC}(\mathrm{s} . \mathrm{d}) \\ \mu \mathrm{M}-\mathrm{C} \end{gathered}$ | Water Temp. (C) | Salinity | pH | $\underset{\mu \mathrm{M}-\mathrm{C}}{\mathrm{DOC}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1105 |  |  |  | 1106 |  |  |  |
| DS | 17.2 | 0 | 3.17 | 8813(382) | 11.8 | 0 | 3.30 | 11340(233) |
| GB | 15.0 | 8 | 6.76 | 1015(7) | 14.0 | 12 | 7.30 | 856(16) |
| TP | 19.0 | 18 | 7.27 | 519(12) | 18.0 | 20 | 7.21 | 438(5) |
| CBB | 16.1 | 25 | 7.71 | 231(25) | 15.4 | 25 | 7.51 | 281(14) |
| OSC | 19.1 | 32 | 7.92 | 150(4) | 18.5 | 32 | 7.81 | 189(5) |
|  | 0206 |  |  |  | 0207 |  |  |  |
| DS | 8.5 | 0 | 3.24 | 7138(228) | 8.9 | 0 | 3.26 | 3720(6) |
| GB | 8.6 | 10 | 7.13 | 940(14) | 7.9 | 11 | 7.24 | 754(25) |
| TP | 7.8 | 20 | 7.60 | 581(49) | 8.2 | 19 | 7.56 | 578(36) |
| CBB | 6.0 | 25 | 7.35 | 391(19) | 3.8 | 24 | 7.52 | 424(22) |
| OSC | N.S | N.S | N.S | N.S | N.S | N.S | N.S | N.S |
|  | 0506 |  |  |  | 0507 |  |  |  |
| DS | 8.5 | 0 | 3.13 | 5780(237) | 13.5 | 0 | 3.33 | 6539(145) |
| GB | 23.0 | 14 | 7.27 | 695(16) | 24.4 | 13 | 7.26 | $731(24)$ |
| TP | 22.0 | 22 | 7.41 | 281(14) | 20.9 | 19 | 7.53 | 362(15) |
| CBB | 19.0 | 24 | 8.01 | 185(7) | 18.3 | 23 | 7.72 | 190(2) |
| OSC | 21.5 | 30 | 8.02 | 131(5) | N.S | N.S | N.S | N.S |
|  | 0806 |  |  |  |  |  |  |  |
| DS | 20.4 | 0 | 3.09 | 11788(97) |  |  |  |  |
| GB | 29.1 | 16 | 7.13 | 648(12) |  |  |  |  |
| TP | 29.4 | 24 | 7.70 | 260(12) |  |  |  |  |
| CBB | 29.1 | 25 | 7.83 | 168(14) |  |  |  |  |
| OSC | 24.4 | 32 | 7.94 | 109(6) |  |  |  |  |

(s.d.) standard deviation based on three runs.

There were also large variations in the DOC concentration at the Great Bridge site (GB). However, as opposed to Dismal Swamp, the lowest value was on August 2006 ( $648 \pm 12 \mu \mathrm{M}-\mathrm{C}$ ) and the highest value was $1015 \pm 7 \mu \mathrm{M}-\mathrm{C}$ on November 2005. Plotting the DOC concentration from both sites (GB and DS) against each other shows no correlation ( $\mathrm{r}^{2}=0.01$ ) (Figure not shown), however because water flow rate data for the Dismal Swamp Channels was unavailable, and missing a clear hydrological connection between the DS and GB (see Fig. 1.1), I could not get a complete picture of how the changes in DOC concentration at Dismal Swamp could effect the transformation of DOM from DS to GB. However, despite the fact that all GB samples were collected during low tide, there was a wide range in the salinity of GB, from 8 to 16 (see Table 3.1). DOC concentration at the GB site also exhibited a strong negative correlation $\left(\mathrm{r}^{2}=0.85\right)$ with salinity (Fig. 3.1), which could indicate high variation in the water flow rates out of DS to GB during different seasons (Loder and Reichard, 1981).

At the other sites (TP, CBB and OSC), I also find that August 2006 has the lowest DOC values of all the seasons (Table 3.1). From Fig. 1.1, there are clear hydrological connection from GB to OSC passing through TP and CBB. When I plot DOC versus salinity at the sites GB to OSC -in the seasons where I was able to sample the OSC ( $1105,0506,0806,1106$ ) - the plots for each of the four seasons are concave up (Figure not shown), which indicates either that there was a net sink of DOC in middle of estuary or that the variation of the DOC values in the two end members is shorter than the flushing time of the water between GB and OSC (Loder and Reichard, 1981). Based only on the DOC and physical parameters, in addition to unavailability of the fresh water flow
rates and the complex nature of the sampling area, I could not distinguish between these two possible explanations.

There are also seasonal variations in pH values at each site (see Table 3.1); however these variations were more intense at the Great Bridge site as compared to the other sites. In general, pH values at $\mathrm{GB}, \mathrm{TP}, \mathrm{CBB}$ and OSC were positively correlated with salinity $\left(r^{2}=0.79, n=25\right)$.


Fig. 3.1. Salinity and DOC concentrations during the seven seasons at Great Bridge Site (GB).

## 3.2. $\delta^{13} \mathrm{C}$ and elemental analysis of $H M W$

The HMW-DOC recoveries from cross-flow ultrafiltration of water from the five sites during the seven seasons ranged from 69 to $15 \%$ (Tables 3.2 a and 3.2b). In general, the percentage recovery decreases as I move toward the marine end member, which is in agreement with previous studies (Repeta et al., 2002; Wang et al., 2004). Using the extra step of stirred cell concentration/diafiltration for the estuarine and marine samples (GB, TP, CBB and OSC) seems to be successful in removing most of the inorganic salts as shown in the higher carbon and nitrogen percentages obtained from elemental analyses of the resulting freeze-dried retentates (Tables 3.2a-b). These percentages were 3X higher than previously reported percentages (Benner et al., 1992). Removing most of the salts gives us better interpretation for the $\delta^{13} \mathrm{C}$ values and the $\mathrm{C} / \mathrm{N}$ ratio. It also provides higher-quality spectra in both ${ }^{13} \mathrm{C}$-NMR and FTIR. One of the drawbacks of using the additional filtration step is a lowering of the percent recovery. However, based on DOC measurements, the decrease in percent recovery from this step never exceeded $5 \%$.

Table 3.2a. The DOC recovery, elemental analysis and stable carbon isotope signatures for the high molecular weight (HMW) DOM from the five sites during the first sampling year.

| Site | $\begin{gathered} \text { \% } \\ \text { HMW(s.d.) } \\ \text { Recovery* } \\ \hline \hline \end{gathered}$ | \%Mass- <br> balance <br> (s.d.) $\dagger$ | $\begin{aligned} & \text { HMW } \\ & \text { DOC } \\ & (s, d .)^{\# \#} \end{aligned}$ | $\begin{gathered} \% C(s, d .) \\ \text { mass } \end{gathered}$ | \% N (s.d.) mass | $\mathrm{CN}(\mathrm{~s} . \mathrm{d} .)$ mole | $\begin{gathered} \delta^{13} \mathrm{C}\left(s, \lambda_{1}\right) \\ \text { PDB } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1105 |  |  |  |  |  |  |  |
| DS | 52(3) | 100(5) | 4582(105) | 44.36(2.08) | 0.87(0.02) | 51.23(1.55) | -27.42(0.02) |
| GB | $51(3)$ | 106(3) | 485(21) | 34.50(0.01) | 2.03(0.29) | 20.13 (2.93) | -26.21(0.37) |
| TP | 36(3) | 102(6) | 171(11) | 36.93(3.82) | 1.95(0.09) | $22.08(1.30)$ | -26.22(0.10) |
| CBB | 34(4) | 92(11) | 72(2) | 28.38 (3.54) | 2.88(0.35) | $11.53(0.02)$ | -23.40(0.21) |
| OSC | 33(5) | 105(6) | 45(4) | 25.82(1.51) | 3.04(0.12) | 9.89(0.21) | -22.46(0.02) |
| 0206 |  |  |  |  |  |  |  |
| DS | 54(3) | 104(5) | 3887(215) | 44.34(2.57) | 0.86(0.04) | 51.81(1.27) | -27.40(0.01) |
| GB | 41(2) | 96(4) | 363(38) | 30.41(3.49) | 1.30(0.17) | $27.33(0.43)$ | -26.72(0.01) |
| TP | 33(3) | 96(8) | 183(9) | $31.96(1.78)$ | 1.41(0.06) | 22.64 (0.43) | -26.52(0.07) |
| CBB | 27 (2) | 107(10) | 93(15) | 36.30(4.13) | 3.60(0.57) | 11.82 (0.49) | -23.32(0.01) |
| OSC | NS | NS | NS | NS | NS | NS | NS |
| 0506 |  |  |  |  |  |  |  |
| DS | 53(3) | 108(5) | 3084(79) | $43.05(1.43)$ | 0.84(0.02) | 51.16(1.21) | -27.34(0.03) |
| GB | 37(1) | 103(3) | 485(21) | $39.84(0.53)$ | 2.42(0.18) | 19.28(1.69) | -25.55(0.23) |
| TP | 24(3) | 101(11) | 171(11) | $36.77(0.18)$ | 2.77(0.04) | $15.50(0.32)$ | -24.59(0.14) |
| CBB | 17 (4) | 99(5) | 72(2) | 35.81(0.17) | 3.81(0.09) | $11.00(0.22)$ | -23.19(0.02) |
| OSC | 15(4) | 97(8) | 45(4) | $31.65(4.47)$ | 3.34(0.60) | $11.07(0.41)$ | -23.51(0.12) |
| 0806 |  |  |  |  |  |  |  |
| DS | 53(2) | 98(3) | 6248(183) | 48.66(3.82) | 0.88(0.04) | 55.29(2.07) | -27.35(0.03) |
| GB | 38(3) | 88 (4) | 238(28) | 37.81 (5.66) | 2.48(0.05) | $17.89(3.00)$ | -26.06(0.30) |
| TP | 29 (6) | 96(10) | 65(8) | 25.91(2.35) | 2.14(0.49) | 14.41(1.97) | -24.05(0.34) |
| CBB | 28 (6) | 88(9) | 42(6) | $27.96(5.03)$ | 2.73(0.40) | $11.94(0.38)$ | -22.52(0.60) |
| OSC | 19(6) | 87(9) | 19(4) | $29.29(5.64)$ | 3.05(0.56) | $11.19(0.10)$ | -22.36(0.31) |

* HMW recovery is based on DOC measurements of the retentate recovered from the ultrafiltration system after the first diafiltration step and the initial sterile-filter sample, as well as the concentration factor.
$\dagger$ The mass balance percentages were calculated from DOC measurements of the retentate recovered after the first diafiltration, the filtrate (LMW) and the initial sterilefilter samples.
\# The DOC concentration of the HMW-DOM recover after the sterile cell diafiltration take into account the concentration factor.

NS : No samples were collected at the site in that season.

Table 3.2b. The DOC recovery, elemental analysis and stable carbon isotope signatures for the high molecular weight (HMW) DOM from the five sites during the second sampling year.

| Site | $\begin{gathered} \% \\ \text { HMW(s.d.) } \\ \text { Recovery } \end{gathered}$ | \%Massbalance (s.d.) $\dagger$ | $\begin{aligned} & \hline \text { HMW } \\ & \text { DOC } \\ & \text { (s.d.). } \end{aligned}$ | $\underset{\text { mass }}{\% \text { C (s.d.) }}$ | $\begin{aligned} & \hline \% \mathrm{~N} \\ & \text { (s.d.) } \\ & \text { mass } \end{aligned}$ | CN(s.d.) mole | $\begin{gathered} \left.\delta^{13} \mathrm{C}(\mathrm{~s}, \mathrm{~d})\right) \\ \mathrm{PDB} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1106 |  |  |  |  |  |  |  |
| DS | 48(2) | 105(3) | 5441(158) | 38.24(0.94) | 0.81(0.03) | 47.16(1.26) | -27.52(0.01) |
| GB | 48(4) | 98(5) | 369(45) | 37.45(0.10) | 2.04(0.07) | 21.44(0.61) | -26.21(0.18) |
| TP | 42(3) | 87(5) | 166(18) | 35.34(1.00) | 1.95(0.07) | 21.23 (0.10) | -26.00(0.02) |
| CBB | 33(3) | 92(7) | 84(5) | 34.99(4.90) | $3.24(0.58)$ | 12.71(0.67) | -24.35(0.01) |
| OSC | 32(3) | 97(5) | 53(9) | $30.00 .60)$ | 3.34(0.13) | 10.48(0.21) | -23.46(0.04) |
| 0207 |  |  |  |  |  |  |  |
| DS | 52(3) | 88(5) | 1928(195) | 41.56(3.29) | 0.79(0.06) | 52.70(0.34) | -26.97(0.11) |
| GB | 42(2) | 107(5) | 302(32) | 24.98(n.d) | 1.71 (n.0) | 18.72 (n.d.) | -26.75(n.d) |
| TP | 32(3) | 94(7) | 181(11) | 29.90(2.12) | 1.45 (0.08) | 20.59(0.37) | -26.45(0.19) |
| CBB | 25 (2) | 86(5) | 95(15) | 31.88 (4.20) | 3.19(0.49) | $11.22(0.27)$ | -23.30(0.14) |
| OSC | NS | NS | NS | NS | NS | NS | NS |
| 0507 |  |  |  |  |  |  |  |
| DS | 69(3) | 87(4) | 4489(194) | 39.76(4.04) | 0.64(0.04) | 56.99(1.94) | -26.66(0.38) |
| GB | 35(3) | $87(6)$ | 242(39) | 34.48(1.76) | 1.90(0.08) | $21.46(1.01)$ | -26.30(0.13) |
| TP | 27 (2) | 103(6) | 91(14) | 27.81(1.17) | 1.61 (0.19) | 17.37(1.33) | -25.79(0.27) |
| CBB | 24(4) | 92(5) | 40(4) | 39.63(0.30) | 4.13(0.13) | 11.22(0.27) | -22.48(0.16) |
| OSC | NS | NS | NS | NS | NS | NS | NS |

* HMW recovery is based on DOC measurements of the retentate recovered from the ultrafiltration system after the first diafiltration step and the initial sterile-filter sample, as well as the concentration factor.
$\dagger$ The mass balance percentages were calculated from DOC measurements of the retentate recovered after the first diafiltration, the filtrate (LMW) and the initial sterilefilter samples.
\# The DOC concentration of the HMW-DOM recover after the sterile cell diafiltration take into account the concentration factor.
n.d. one of the EA-IRMS runs was lost so we could not calculate the standard deviation.

NS : No samples were collected at the site in that season

Plotting ${ }^{13} \mathrm{C}$ values for the HMW-DOM from all the sites versus salinity (Fig. 3.2) shows that the Dismal Swamp $(S=0)$ has an average seasonal value of $-27.24 \%$ which is a typical $\delta^{13} \mathrm{C}$ value for C 3 plants (Bianchi, 2007; Raymond and Bauer, 2001). As I move to the brackish region, the $\delta^{13} \mathrm{C}$ becomes slightly enriched and stays within a narrow region between -26.72 to $-25.55 \%$ regardless of the season, and they are slightly heavier than the expected mixing curve (derived from Eq. 3.1) However after passing salinity 20, a sudden and significant shift in the $\delta^{13} \mathrm{C}$ is observed where the HMW-DOM becomes more carbon-13 enriched and closer to the $\delta^{13} \mathrm{C}$ of marine autochthonous sources; at salinities above 20 the $\delta^{13} \mathrm{C}$ stays within a range of -24.59 to $-22.36 \%$.

Plotting the $\mathrm{C} / \mathrm{N}$ atomic ratio against salinity (Fig. 3.3) shows the same features as observed with $\delta^{13} \mathrm{C}$, but with a more dramatic drop in the $\mathrm{C} / \mathrm{N}$ ratio of the HMW-DOM as I move from Dismal Swamp to the estuarine sites (GB). In the estuary region below the salinity of 20 , the $\mathrm{C} / \mathrm{N}$ ratio showed some scatter, however it remained within the range between 27.33 and 17.37. At salinities above 20 , the $\mathrm{C} / \mathrm{N}$ ratio drops to 15.5 (at salinity 22) and continues to drop slightly (to 12.71 to 9.89 ) at salinity 25 and beyond.


Fig. 3.2. The plot of all the $\delta^{13} \mathrm{C}$ of the HMW-DOM against their salinity values from all the five sites during the seven seasons. The solid line represents the expected line if distributions are due solely to the mixing of the DS and OSC end-members as calculated from Eq. 3.1.


Fig. 3.3. Plot of all the $\mathrm{C} / \mathrm{N}$ (atomic) values of the HMW-DOM against their salinity values of all the five sites during the seven seasons. The solid line represents the expected line if distributions are due solely to the mixing of the DS and OSC end-members. As calculated from Eq. 3.2.

From both $\mathrm{C} / \mathrm{N}$ and $\delta^{13} \mathrm{C}$ I could divide the transformation of HMW-DOM into three regions based on salinity: First is the Dismal Swamp region at salinity of zero, which has a seasonal average $\mathrm{C} / \mathrm{N}$ ratio of 52.33 and $\delta^{13} \mathrm{C}$ seasonal average value of ($\mathbf{2 7 . 2 4 \%}$ ); both are typical signals for C3 vascular-plant DOM sources. The second region, from salinity zero to salinity 20 , has average values of 20.85 and $-26.22 \%$ for the $\mathrm{C} / \mathrm{N}$ ratio and $\delta^{13} \mathrm{C}$ respectively. The third region, which starts after salinity 20 and continues to salinity 32 is characterized by an average value of 11.84 and $-23.31 \%$ for both $\mathrm{C} / \mathrm{N}$ atomic ratio and $\delta^{13} \mathrm{C}$ respectively.

The dramatic drops in the $\mathrm{C} / \mathrm{N}$ ratio of HMW-DOM from 52.33 at salinity of zero to an average of 20.85 in region two co-occurs with a $\delta^{13} \mathrm{C}$ signal that still indicates the majority of the fixed carbon sources are terrestrial. This could be explained either by preferential removal of carbon relative to nitrogen or by the introduction of new organic nitrogen compounds into the HMW-DOM pool by heterotrophic bacteria. There are many studies that support both explanations. In my previous study on the same transect (Section II in this dissertation), I find significant losses of both aromatic and ironcarboxylic complexes in comparing the DOM from DS and GB, probably due to photooxidation (Xie et al., 2004) and flocculation processes (Sholkovitz, 1976; Sholkovitz et al., 1978). Losing carbon-rich and nitrogen-poor (e.g. aromatic) moieties could be responsible for decreasing the $\mathrm{C} / \mathrm{N}$ ratio while retaining the $\delta^{13} \mathrm{C}$ signal. On the other hand, a study conducted along the Delaware Estuary showed that heterotrophic bacterial production in the upper Delaware Estuary exceeded phytoplankton production by 1.4 fold while exhibiting only a 0.4 fold ratio for the entire estuary (Hoch and Kirchman, 1993). In addition, many studies show that heterotrophic bacteria utilize
allochthonous DOM directly or with the help of photooxidation (Amon and Benner, 1996; Obernosterer and Benner, 2004; Tranvik, 1992). Conversely, as bacteria utilize allochthonous DOM they also release new HMW-DOM (Heissenberger and Herndl, 1994; Kawasaki and Benner, 2006) which could have a similar carbon-13 signature but be richer in nitrogen content. This idea is consistent with the recent estimate that bacteria could account for more than $50 \%$ of marine DON (Kaiser and Benner, 2008). It is thus very likely that the combination of photochemical and sorptive/aggregative losses along with microbial reworking plays a major role in lowering the $\mathrm{C} / \mathrm{N}$ ratio and keeping the carbon-13 signature closer to the allochthonous DOM of the C3 plant as I move from Dismal Swamp to region two.

Continuing down-transect, the $\delta^{13} \mathrm{C}$ value and $\mathrm{C} / \mathrm{N}$ ratio of the HMW-DOM show significant changes as I move from region two to region three, becoming closer to the $\delta^{13} \mathrm{C}$ and $\mathrm{C} / \mathrm{N}$ values of marine microalgal and microbial sources (Bianchi, 2007; Raymond and Bauer, 2001). The significant change in the $\delta^{13} \mathrm{C}$ indicates that a new carbon source is introduced either through autochthonous phytoplankton primary production or an increased contribution of C4 plant material (e.g. from salt marshes). Measuring the compound-specific ${ }^{13} \mathrm{C}$ values of lignin components in $\mathrm{C}_{18}$ DOM extracts from the same water collected during the November 2006 season (1106) indicates that the lignin is mainly coming from C3 plants (Sleighter et al., 2008), thus discounting an extensive salt marsh contribution. Phytoplankton blooms at higher salinities (20 and above) within estuaries are common (Edmond et al., 1985; Ning et al., 1988), as the high turbidity and possibly the high concentration of colored dissolved organic matter often limits light penetration lower-salinity, upper estuary sites (Dagg et al., 2004; Edmond et
al., 1985; Turner et al., 1990). Unfortunately, due to a lack of chlorophyll- $a$ data and the hydrological complexity of my sampling area I can't determine if the phytoplankton source is from in situ productivity mid-transect or if it is from DOM introduced by a third end member (e.g. James River).

Looking into seasonal trends for both $\delta^{13} \mathrm{C}$ and $\mathrm{C} / \mathrm{N}$ along salinity gradients (Fig. $3.4 \mathrm{a}-\mathrm{g}$ ), I find that all the seasons show similar trends to those seen on the combined Fig. 3.2 and Fig. 3.3 with a dramatic drop between Dismal Swamp and region two in $\mathrm{C} / \mathrm{N}$ ratio and a drop in $\mathrm{C} / \mathrm{N}$ ratio and significant enrichment in $\delta^{13} \mathrm{C}$ above salinity 20. However, there are some noticeable seasonal differences, for example, both 0206 and 0207 (winter seasons) show almost a straight line in the $\delta^{13} \mathrm{C}$ between $\mathrm{DS}, \mathrm{GB}$ and TP , while $\delta^{13} \mathrm{C}$ displays a stronger decrease in slope at other times, especially during both 0506 and 0806 seasons, probably due to the combined effects of higher photooxidation and primary production in spring and summer than winter seasons (Harvey and Mannino, 2001; Pennock and Sharp, 1986).


Fig. 3.4a-g. Plots of $\mathrm{C} / \mathrm{N}$ and $\delta^{13} \mathrm{C}$ of the HMW-DOM against their salinity values in each of the seven seasons.

### 3.3. Solid state-CP/MAS ${ }^{13} C$ NMR analysis

The average spectrum from my NMR data set of HMW-DOM isolated from the estuarine /marine sites (GB, TP, CBB and OSC) during all the seven seasons (Fig. 3.5) looks similar to previously reported spectra of HMW-DOM isolated from North Pacific surface water (Benner et al., 1992; Eglinton and Repeta, 2003; Sannigrahi et al., 2005). Commonalities include strong signals from the alcohol group ( $\mathrm{H}-\mathrm{C}-\mathrm{OH}$ ) and anomeric carbon (O-C-O) at $60-90 \mathrm{ppm}$ and $90-120 \mathrm{ppm}$ respectively, which are indications of high carbohydrate content and a resolved band around 178 ppm attributed to carboxyl, ester (COO), and amide (CON); there are also two sharp peaks in the area from $0-45$ ppm which are attributed to a paraffin carbon $\left(\mathrm{CH}_{\mathrm{x}}\right)$ that could be coming from lipid or biopolymeric material. The C=C/aromatic (120-140 ppm) and oxygen substituted aromatic (140-160 ppm) regions have a wide and low intensity area, and the region between $45-60 \mathrm{ppm}$ shows a very wide band with many shoulders; this area is normally assigned to methoxy groups and amino groups $\left(\mathrm{CH}_{3}-\mathrm{O} / \mathrm{CH}_{3}-\mathrm{N}\right)$ that are available in lignin and amino compounds (Dria et al., 2002).

### 3.3.1. PCA of the ${ }^{13} C$-NMR spectra

To highlight the variations among the different marine/ estuarine HMW-DOM spectra, I performed principal component analysis (PCA) on the normalized ${ }^{13} \mathrm{C}-\mathrm{NMR}$ spectra ( $n=24$ ). In the PCA results the first two principal components (PC) account for $88 \%$ of the variability in the data set (Fig.3.6a-b). From Fig. 3.6a, it is clear that all the seasonal GB samples clustered in the negative side of principal component one (PC-1),


Fig. 3.5. The average ${ }^{13} \mathrm{C}$-NMR spectrum of the normalized ${ }^{13} \mathrm{C}$-NMR spectra ( $\mathrm{n}=24$ ) of all the HMW-DOM isolated along the transect during all the seven seasons.

## PCA of 13C-NMR



Fig. 3.6. a) Principal component analysis (PCA) score plot of the ${ }^{13} \mathrm{C}$-NMR ( $\mathrm{n}=24$ ) spectra of the HMW-DOM isolated from all the five sites: Great Bridge (GB), Town Point (TP), Chesapeake Bay Bridge (CBB) and the Offshore site (OSC) during the seven different seasons ( $1105,0206,0506,0806,1106,0207$ and 0507). b) The same as Fig. 3.6 a , but with replacing the sites labels with their salinity values.

PCA of 13C-NMR


Fig. 3.6. Continued.
while the seasonal ${ }^{13} \mathrm{C}$-NMR spectra of the TP sites are scattered in both negative and positive space along PC-1. The two sites close to the marine end member (CBB and OSC) appear in positive PC-1. When I replace the site labels with their salinity values (Fig. 3.6b), I see that all the spectra that come from samples with salinity $\leq 20$ appear in negative PC-1 space while spectra from samples that have salinity $>20$ plot in the positive PC-1 region. This is in good agreement with what I observed from both the $\delta^{13} \mathrm{C}$
and $\mathrm{C} / \mathrm{N}$ results, where a dramatic change in both the $\delta^{13} \mathrm{C}$ and $\mathrm{C} / \mathrm{N}$ occur after salinity of 20.

Plotting the PC-1 loadings spectrum (Fig. 3.7) illustrates that the spectra on the positive side of PC-1 have a higher carbohydrate content as indicated by carbohydrate signature bands: the alcohol group ( $\mathrm{H}-\mathrm{C}-\mathrm{OH}$ ) at $60-90 \mathrm{ppm}$ and anomeric carbon (O-CO) at 90-120 ppm, while both of the aromatic signatures (the regions of $120-140 \mathrm{ppm}$ for $\mathrm{C}=\mathrm{C} / \mathrm{Ar}-\mathrm{C}$ and 140-160 ppm for $\mathrm{Ar}-\mathrm{O}$ ) appeared in negative $\mathrm{PC}-1$. So, in general, the samples at salinity $\leq 20$ have higher aromatic and lower carbohydrate contents while the HMW-DOM from salinity $>20$ are high in carbohydrate and lower in the aromatic contents. This agrees with what is believed about surface marine DOM, i.e., that it is rich in carbohydrate and very low in aromatic content (Aluwihare et al., 1997; Repeta et al., 2002). Seeing a dramatic change in the chemical structure of DOM at a specific salinity values has been reported before; Hernes and Benner (2003) show a dramatic decrease in lignin compounds at salinity 25 in the Mississippi River plume. They argue that flocculation and microbial degradation are the dominant processes affecting lignin at salinities of less than 25 , while photooxidation is the dominant process changing the lignin concentration and composition above salinity 25 .


Fig. 3.7. The loading of ${ }^{13} \mathrm{C}$-NMR spectra along principal component one (PC-1) from the analysis whose score plot is shown in Fig. 3.6.

The loading of the PC-1 revealed interesting biogeochemical changes in the ${ }^{13} \mathrm{C}$ NMR spectrum of the HMW-DOM as I move through the transect. For instance, the area between $160-190 \mathrm{ppm}$ that is assigned to the carboxylic, ester and amide functional groups (Dria et al., 2002) shows a maximum intensity at 178 ppm in the average ${ }^{13} \mathrm{C}$ NMR spectrum (Fig. 3.5); however the PC-1 loading revealed a band at 185 ppm on the negative side of the PC-1 while only a small peak at 178 ppm appeared on the positive
side of the PC-1. This indicates that the band at 178 ppm consists of at least two bands having different biogeochemical reactivities. The region between $0-45 \mathrm{ppm}$ is normally assigned to paraffin carbon $\left(\mathrm{CH}_{\mathrm{x}}\right)$; the $\mathrm{PC}-1$ loading revealed that it is actually a combination of two different biogeochemical paraffin carbon groups, the first one (10-30 ppm ) appeared on the positive side of the PC-1 loading while the other region (30-45 $\mathrm{ppm})$ shows in the negative side of the PC-1 loading. This suggests that I should use caution in applying the integrated area between $0-45 \mathrm{ppm}$ as an indication of changes in the aliphatic content of the DOM, as the region actually consists of two paraffin carbon $\left(\mathrm{CH}_{\mathrm{x}}\right)$ groups that act biogeochemically in opposite directions. Within the PC-1 loading, the region between 45 and 60 ppm , which is assigned to methoxy and amino groups, appears in negative PC-1 space, the same space as the aromatic compounds. This could indicate that mainly methoxy groups are attached to the aromatic compounds, consistent with a typical model structure of lignin-like compounds (Hedges et al., 1988).

### 3.3.2 Two dimensional correlation ${ }^{13} C-N M R$

By overlaying the 24 normalized ${ }^{13} \mathrm{C}$-NMR spectra of the estuarine/marine HMW-DOM isolates (Fig. 3.8a) I notice major changes in the intensity of most the bands, however, the spectra look somewhat noisy. Since the first two principal components (PC-1 and PC-2) account for a significant amount (88\%) of the variation in ${ }^{13} \mathrm{C}$-NMR spectra, I can use them in the PCA noise reduction method. The resulting reconstructed spectra retain their major peaks and exhibit a reduction in noise (Fig. 3.8b). One of the drawbacks of using only $88 \%$ of the variation in the original spectra is that the approach may also remove some information features along with the noise. Therefore I
plotted the spectra of the removed noise (Fig. 3.8c) which exhibits no recognizable features and is clearly background noise. As an additional check I compared synchronous and asynchronous contour maps with and without the noise; the synchronous map shows no noticeable differences, while, the asynchronous contour maps look a little bit noisy with the noisy spectra. All results presented here from the 2D-correlation of the ${ }^{13} \mathrm{C}$-NMR were generated from the noise free spectra.


Fig. 3.8. Overlay of the twenty-four area-normalized ${ }^{13} \mathrm{C}$-NMR spectra of the HMWDOM isolated from the four sites (GB, TP, CBB and OSC) during the seven seasons. a) Before the removing the noise. b) After removing the noise. c) The spectra of the removed noise.


Fig. 3.8. Continued.

### 3.3.2.1 ${ }^{13} C$-NMR synchronous map

The synchronous map shows a symmetric spectrum with respect to the diagonal line (Fig. 3.9a). I could identify nine major autopeaks spread along the diagonal line; the autopeak represents the correlation between a band and itself and only shows up if the intensity of the band changes between different dynamic ${ }^{13} \mathrm{C}$-NMR spectra. The nine autopeaks in my data set are spread over the entire ${ }^{13} \mathrm{C}$-NMR spectra: three autopeaks appear in the paraffin carbon region ( $0-45 \mathrm{ppm}$ ) at 20,26 and 32 ppm ; one autopeak is in the methoxy and amino group ( $45-60 \mathrm{ppm}$ ) region at 46 ppm ; a major autopeak appears at 74 in the middle of the O -alkyl $(\mathrm{HCOH})$ region; another autopeak at 103 ppm in the region of anomeric carbon ( $90-120 \mathrm{ppm}$ ), while a broad autopeak occurs at 132 ppm in the region of $\mathrm{C}=\mathrm{C} /$ aromatic groups. The carboxylic, ester and amide region (160-190 ppm ) shows two autopeaks, a very small one at the band maximum ( 178 ppm ) and another larger one at the high chemical shift side of the band (183 ppm). If I look back to the noise free ${ }^{13} \mathrm{C}$-NMR spectra (Fig. 3.8b) at the region between 160 and 190 ppm , I can see the band maximum intensity ( 178 ppm ) shows very small changes; however, the band width gets much narrower at the higher chemical shift side. From a comparison of the intensities of the identified autopeaks, the band at 74 ppm exhibits the highest spectral variation through the estuarine transect. The band at 178 ppm showed the lowest spectral variation as indicated by the low intensity autopeak.


Fig. 3.9. The synchronous contour map generated from all the ${ }^{13} \mathrm{C}$-NMR ( $n=24$ ) of the HMW-DOM isolated from the four estuary/marine sites during the seven season where the top and the right side is the average ${ }^{13} \mathrm{C}$-NMR spectra (included as reference) a) The entire chemical shift region ( $0-220 \mathrm{ppm}$ ) b) From ( $0-110 \mathrm{ppm}$ ) c) From ( $90-200 \mathrm{ppm}$ )


Fig. 3.9. Continued.


Fig. 3.9. Continued.

In order identify how these nine major bands are correlated with each other, I look to the off-diagonal peaks (cross peaks) in the synchronous map. For a better view I divide the synchronous map into two regions: one from 0-110 ppm (Fig. 3.9b) and the other from $60-200 \mathrm{ppm}$ (Fig. 3.9c), keeping an overlap between these two regions so I can compare the information I get from both figures. The first region of the synchronous map illustrates that the band centered at 74 ppm is negatively correlated with bands at 32 and 46 ppm as indicated by the shaded (gray) crosspeaks between them and positively correlated with the bands at 20,26 , and 103 ppm as it indicated from the clear crosspeaks. The second region of the synchronous map from $60-200 \mathrm{ppm}$, illustrates, from the shaded crosspeaks, a negative correlation between the band at 74 ppm and the bands at 132 and 183 ppm while there are positive correlations with the band at 178 ppm . From both of these regions, I could conclude that the bands at 20, 26, 74, 103 and 178 all increase as I move toward the marine end member while the bands at $32,46,132$ and 183 ppm all decrease as I move toward the marine end member which provides confirmation for what I had seen from the PC-1 loading (Fig. 3.9). However, the 2D-correlation, by spreading the spectra into a second dimension, increases the resolution of the spectra, separating the overlap bands and giving us more detailed information about band positions and changes in band intensity. 2-D correlation also clearly shows the bands that didn't change during the transformation of DOM along the estuary. For example, although most of the chemical shifts within the ${ }^{13} \mathrm{C}$-NMR spectra show changes either through autopeaks or crosspeaks, the region between 54 and 62 ppm , which is a part of the methoxy/ amino region ( $45-60 \mathrm{ppm}$ ), displays no intensity changes regardless of its high ${ }^{13} \mathrm{C}$-NMR intensity in all the spectra.

### 3.3.2.2. ${ }^{13}$ C-NMR asynchronous map

The asynchronous map can provide information about the sequential order of the changes in spectral bands. However, although salinity is used as the perturbation parameter to generate the asynchronous map, I cannot ascertain if the changes in the bands' order are due only to the ionic strength effects because there are many other factors which correlate with salinity that can play a role in changing the DOM chemical composition. However, the asynchronous map will still be informative, supporting what I observe in the synchronous map and differentiating overlapped band resolution. It is especially useful in investigating whether two bands are totally in-phase with each other.

The asynchronous map (Fig. 3.10), unlike the synchronous map, is antisymmetric with the respect to the diagonal line and exhibits no autopeaks, which is expected as each spectrum becomes out phase with itself after using the Hilbert transform function and will therefore show no correlation at the same chemical shift (Noda and Ozaki, 2004; Wang and Palmer, 1999). The asynchronous map clearly confirms that the band maximum at 178 ppm consists of two biogeochemically different bands at 178 and 183 ppm.

In general, both synchronous and asynchronous maps demonstrate that the DOM in the estuary is a complex mixture of organic compounds that have different biogeochemical reactivity and that the ${ }^{13} \mathrm{C}$-NMR bands appearing in the original 1-D spectra result from overlapped bands between the common functional groups in the organic compounds of the DOM.


Fig. 3.10. The asynchronous contour map generated from all the ${ }^{13} \mathrm{C}$-NMR ( $\mathrm{n}=24$ ) of the HMW-DOM isolated from the four estuary/marine sites during the seven season where the top and the right side is the average ${ }^{13} \mathrm{C}$-NMR spectrum (included as reference).

### 3.4. FTIR synchronous maps

The synchronous map generated from the 24 FTIR spectra of the HMW-DOM isolated along the transect (Fig. 3.11), displays 8 major autopeaks at 1735, 1660, 1580, $1467,1402,1151,1088$ and $1043 \mathrm{~cm}^{-1}$. The highest change in intensity was in the band at $1150 \mathrm{~cm}^{-1}$. The band at $1580 \mathrm{~cm}^{-1}$ exhibited the second-highest change in intensity, while the bands at 1735 and $1660 \mathrm{~cm}^{-1}$ show the lowest change in intensity within the autopeaks. I previously assigned these bands as followed: the band at $1735 \mathrm{~cm}^{-1}$ to the asymmetric stretching of $\mathrm{C}=\mathrm{O}$ of ester, the band at $1660 \mathrm{~cm}^{-1}$ to the asymmetric stretching of the $\mathrm{C}=\mathrm{O}$ band of amide compounds, the band at $1580 \mathrm{~cm}^{-1}$ to the asymmetric stretching of de-protonated carboxylic acid ( $\mathrm{COO}^{-}$), the band at $1402 \mathrm{~cm}^{-1}$ to the symmetric stretching of de-protonated carboxylic acid, the band at $1467 \mathrm{~cm}^{-1}$ to $\mathrm{CH}_{3}$ asymmetric deformation, and the band at $1151 \mathrm{~cm}^{-1}$ to the carbohydrate ring vibration, the band at $650 \mathrm{~cm}^{-1}$ to the $\mathrm{O}-\mathrm{H}$ out-of-plane bending, and the band at $1088 \mathrm{~cm}^{-1}$ to the C-O asymmetric stretching (see Section II, this dissertation). The cross-peaks show a positive correlation between the bands at 1580 and $1402 \mathrm{~cm}^{-1}$ and bands at 1151 and 650 $\mathrm{cm}^{-1}$. This correlation helps to confirm my previous assignment of these bands. The cross peaks also indicate that the bands at 1580 and $1402 \mathrm{~cm}^{-1}$ change in the opposite direction of the bands at 1151,1088 and $650 \mathrm{~cm}^{-1}$.


Fig. 3.11. The synchronous contour map generated from all the FTIR region between (between $\left.1800-800 \mathrm{~cm}^{-1}\right)(\mathrm{n}=24)$ of the HMW-DOM isolated from the four estuary/marine sites during the seven seasons where the top and the right side is the average FTIR spectrum (included as reference).

I further suggest that the band around $1580 \mathrm{~cm}^{-1}$ is due to asymmetric stretching of highly oxygen substituted aliphatic carboxylic acids. This suggestion is based on the previous extensive study done by Hay and Myneni (2007) where attenuated total reflection Fourier transform infrared (ATR-FTIR) is used on the carboxylic structures in natural organic matter (NOM, humic and fulvic acid and reverse osmosis isolates) isolated from different aquatic and soil environments and the results are compared with those for a large number of model compounds. Hay and Myneni showed that although the location of asymmetric stretching of de-protonated carboxylic acid ( $\mathrm{COO}^{-}$) is very sensitive to changes in chemical structure within the model compounds, in NOM it always appeared at a narrow range centered at $1578 \mathrm{~cm}^{-1}$. This indicates the presence of a limited chemical environment for the carboxyl groups in NOM and matches the band position of model carboxylic compounds that have oxygen substituted (hydroxyl, carboxylic or ester) at the $\alpha$ or $\beta$ carbon position.

### 3.5. Two dimension hetero- spectral correlation analysis of FTIR and ${ }^{13} \mathrm{C}-\mathrm{NMR}$

In order to combine the information I get from FTIR and ${ }^{13} \mathrm{C}-\mathrm{NMR}$, I applied 2D hetero-spectral correlation analysis to the FTIR and ${ }^{13} \mathrm{C}$-NMR spectra. The 2D heterocorrelation map (Fig. 3.12) shows a positive correlation between the FTIR band at 1580 $\mathrm{cm}^{-1}$ and the ${ }^{13} \mathrm{C}$-NMR band at 183 ppm . A positive correlation is also observed between the FTIR band at $1151 \mathrm{~cm}^{-1}$ and the ${ }^{13} \mathrm{C}$-NMR band at 74 ppm .

The similarity in the correlation of each of the FTIR band at $1151 \mathrm{~cm}^{-1}$ (Fig. 3.12) and the ${ }^{13} \mathrm{C}$-NMR band at 74 ppm (Fig. 3.9a) with the entire ${ }^{13} \mathrm{C}$-NMR spectra, confirm my assignment that the FTIR band at $1151 \mathrm{~cm}^{-1}$ to the alkyl-O bond of the carbohydrate,
which highlights the possibility of using the FTIR band at $1151 \mathrm{~cm}^{-1}$ as indication of change in the carbohydrate content between different DOM samples. Similar correlation is also observed between the FTIR band at $1580 \mathrm{~cm}^{-1}$ and the ${ }^{13} \mathrm{C}-\mathrm{NMR}$ band at 183 ppm , indicating that both of the bands are result from the same chemical bond (the carboxylic group in the highly oxygen substituted aliphatic carboxylic-acid). These band positions match very well previously identified peak positions for carboxylic and carbohydrate bands in both FTIR and ${ }^{13}$ C-NMR (Mayo et al., 2004; Pavia et al., 1996; Wilson, 1987).


Fig. 3.12. The synchronous contour map of the two dimension hetero- spectral correlation analysis of FTIR and ${ }^{13} \mathrm{C}$-NMR

### 3.6. Heteropolysaccharides (HPS)

As the band at 74 ppm represents carbohydrate ring structure $(\mathrm{HC}-\mathrm{OH})$ and is the most intense band in the ${ }^{13} \mathrm{C}$-NMR, it may be a prefect tracer to investigate chemical structures correlated with it. By using a slice of the synchronous map where I keep the entire ${ }^{13} \mathrm{C}$-NMR spectra on one side and use only the region around the band at 74 ppm on the other side (see Fig. 3.13), I see that the band at 74 ppm has positive correlations with bands at $20,26,103$ and 178 ppm , which are also the same bands I saw in the top part (positive side) of the PC-1 loading (Fig. 3.7). The 74 ppm band shows negative correlations with the bands at $32,46,132$ and 183 ppm .

Comparing the upper part of the spectrum from the PC-1 loading in Fig. 3.7 with the previously proposed ${ }^{13} \mathrm{C}$-NMR spectrum of the heteropolysaccharides (HPS) compounds (Hertkorn et al., 2006), shows the same features. My observation that the HPS component builds up toward the marine end member is not unexpected, especially as it appears to be the major component in the surface open ocean (Aluwihare et al., 1997; Aluwihare et al., 2002; Repeta et al., 2002). However, the difference in the correlation intensity of the HPS major bands ( $20,26,103$ and 178 ppm ) in synchronous and asynchronous maps indicates that HPS is not a single compound, but a mixture of compounds that have the same basic backbone structures but slightly different geochemical reactivities. This is consistent with what I know about heteropolysaccharides in general, which may be found in many different compound groups (e.g.lipopolysaccharide, peptidoglycan etc.). I will discuss this further in the next section.


Fig. 3.13. A slice of the synchronous contour map generated from all the ${ }^{13} \mathrm{C}$-NMR $(\mathrm{n}=24)$ shows the synchronous correlation between the band centered at 74 ppm (on the side) and the entire ${ }^{13} \mathrm{C}$-NMR chemical shift ( $0-220 \mathrm{ppm}$ ) on the top.

### 3.7. Carboxylic-rich compounds (CRC)

To investigate the chemical structure of the carboxylic rich compounds (CRC), I focused upon the correlations between the band at 183 ppm , indicating the carboxylic functional group, and the other ${ }^{13} \mathrm{C}-\mathrm{NMR}$ bands by taking a slice of both synchronous and asynchronous maps where the entire ${ }^{13} \mathrm{C}$-NMR spectrum is in one side and the bands bracketing and including 183 ppm are on the other side. The synchronous slice map (Fig. 3.14a) shows a positive correlation between the band at 183 ppm and bands at 32,46 and 132 ppm. However, the asynchronous slice map (Fig. 3.14b) shows no correlation (no cross peak) between the band at 183 ppm and the band at 32 ppm which indicates that both of these bands are originally in phase with each other. The band at 32 ppm is where it expected to see the signal of an $\alpha$-carbon in carboxylic compounds (Jacobsen, 2007). That there is an in-phase correlation between 183 ppm and 32 ppm makes sense because whatever happens to the carboxylic group during the transformation in the estuary should be reflected in the 32 ppm band. For example, if the carboxylic group has been decarboxylated, the band originally at 32 ppm will exhibit a lower chemical shift. If the carboxylic group has become adsorbed to a particle; the 32 ppm band will disappear.

Based on the above 2D correlation and the negative PC-1 loading spectrum (Fig. 3.7), the chemical structures of the carboxylic rich compounds (CRC) looks very similar to the proposed ${ }^{13} \mathrm{C}$-NMR spectrum carboxylic-rich alicyclic molecules (CRAM) (Hertkorn et al., 2006). However, there is not enough evidence to determine the alicyclic nature of these compounds, so I only identify them as carboxylic rich compounds.


Fig. 3.14. a) Slice of the synchronous contour map showing the synchronous correlation between the band centered at 178 ppm (on the side) and the entire ${ }^{13} \mathrm{C}$-NMR chemical shift ( $0-220 \mathrm{ppm}$ ) on the top. b) The asynchronous contour map showing the asynchronous correlation between the band centered at 178 ppm (on the side) and the entire ${ }^{13} \mathrm{C}$-NMR chemical shift ( $0-220 \mathrm{ppm}$ ) on the top.


Fig. 3.14. Continued.

Supporting the hypothesis that at least some of the CRC are CRAM, Sleighter and Hatcher (2008) also identify carboxylic-rich compounds from FT-ICR-MS on $\mathrm{C}_{18}$ extracts of DOM isolated from the same water collected during November 2006 (1106) from Dismal Swamp to the Offshore site, where they match the proposed structure of the CRAM structures proposed by Hertkorn and co-workers (2006).

### 3.8. Quantification of the heteropolysaccharide (HPS), carboxylic rich compound (CRC)

 and amide/amino sugar (AMS) components using FTIR and ${ }^{13} C-N M R$From the above discussion of the 2D correlation, I modified the integration of the ${ }^{13}$ C-NMR used by Dria and co-workers (2002) to an integration that reflects the difference in the biogeochemical reactivity of each of the ${ }^{13} \mathrm{C}$-NMR regions based on the synchronous maps of the ${ }^{13} \mathrm{C}$-NMR data. Instead of the traditional integration, I therefore divide the ${ }^{13} \mathrm{C}$-NMR spectrum into ten regions: ${ }^{1} \mathrm{CH}_{\mathrm{x}}(0-29 \mathrm{ppm}),{ }^{2} \mathrm{CH}_{\mathrm{x}}(29-40 \mathrm{ppm})$, ${ }^{1} \mathrm{CH}_{3}-\mathrm{O}(40-55 \mathrm{ppm}),{ }^{2} \mathrm{CH}_{3}-\mathrm{O}(55-62 \mathrm{ppm}), \mathrm{HC}-\mathrm{OH}(62-90 \mathrm{ppm}), \mathrm{O}-\mathrm{C}-\mathrm{O}(90-115$ $\mathrm{ppm}), \mathrm{C}=\mathrm{C} / \mathrm{Ar}(115-140 \mathrm{ppm}), \operatorname{Ar-O}(140-160 \mathrm{ppm}), \mathrm{COO} / \mathrm{CON}(160-190 \mathrm{ppm})$ and the aldehyde and ketone region (190-220 ppm). To deconvolute the carboxylic, ester, and amide components of the COO/CON region ( $160-190 \mathrm{ppm}$ ), I couple the ${ }^{13} \mathrm{C}$-NMR data with the ratio of component area calculated by FTIR as described in my previous work (Section II, this dissertation). In brief, the carbon percentages of the carboxylic acids, amides, and esters are estimated by multiplying the ratio of the area of functional group (as determined by FTIR) by the $\mathrm{COO} / \mathrm{CON}$ relative area from the ${ }^{13} \mathrm{C}$-NMR according to the following equation:

$$
\begin{equation*}
\% C_{\text {individual }}=\left(A_{\text {individual }} / A_{\text {total. }}\right) * \% C_{\text {coolcon }} \tag{3.4}
\end{equation*}
$$

where $\mathrm{A}_{\text {individual }}$ is the FTIR total area of either carboxylic acid, amide or ester, $\mathrm{A}_{\text {total }}$ is the total carbonyl area in FTIR and $\% \mathrm{C}_{\mathrm{COO} / \mathrm{CON}}$ is the relative $\% \mathrm{C}$ of carboxyl groups from ${ }^{13} \mathrm{C}$-NMR.

The results of ${ }^{13} \mathrm{C}$-NMR modified integrations with FTIR coupling are shown in Tables 3.3a-g. In general, I see an increase in the carbohydrate contents in each season as I move toward the marine end member, while the carboxylic carbon percentage decreases. The amide content was significant at estuarine/marine sites along the transect and has an average value of $7.36 \pm 0.87 \% \mathrm{C}$; the narrow range of the $\% \mathrm{C}$ agrees with the small intensity of the autopeak at 178 ppm and $1660 \mathrm{~cm}^{-1}$ in the synchronous maps of ${ }^{13} \mathrm{C}$-NMR and FTIR respectively.

From tables 3.3a-g and the PC-1 loading spectrum (Fig. 3.7), it is clear that, along the transect, there are three major components of the HMW-DOM that have different biogeochemical reactivates. One of them has high carbohydrate content and looks mainly like a suite of heteropolysaccharide (HPS)-rich compounds and its relative composition increases as I move toward the marine end member. The second looks like carboxylic rich compounds (CRC). The third component shows small changes which include the amide functional group (peak around 178 ppm ) and part of the $\mathrm{CH}_{3}-\mathrm{O} / \mathrm{CH}_{3}-\mathrm{N}$ region; I call it the amide/amino sugar component (AMS).
Table 3.3. The relative carbon percentage of HMW-DOM functional groups resulting from modified integration of the ${ }^{13} \mathrm{C}$-NMR data and the relative carbon percentage of heteropolysaccharides (HPS), carboxyl-rich compounds (CRC) and the amide/amino sugar (AMS) components in the HMW-DOM of the seven seasons. a) November 2005 (1105) b) February 2006 (0206) c) May 2006 (0506) d) August 2006 (0806) e) November 2006 (1106) f) February 2007 (0207) and g) May 2007 (0507). a) 1105

| NMR <br> region | ${ }^{1} \mathrm{CH}_{4}$ | ${ }^{2} \mathrm{OH}_{\times 1}$ | ${ }^{1} \mathrm{CH}_{3} \mathrm{O}$ | ${ }^{2} \mathrm{CH}_{5}$ | HCOH | OCO | $\begin{aligned} & \hline \mathbf{C = O} \\ & \text { Ar-C } \end{aligned}$ | ArO | Acid | ${ }^{7} 00000 \mathrm{~N}$ <br> Ester | anide |  | ORC | HPS | ANS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Site | 0.29 | 29.40 | 40-56 | 56-62 | 6290 | 90-115 | 115-140 | 140-160 |  | 160-190 |  | 190-220 |  |  |  |
| GB |  |  |  |  | Sampleg | get lost b | efar ${ }^{13} \mathrm{C}$ | -NVRan | Iysis |  |  |  |  |  |  |
| TP | 729 | 7.29 | 11.37 | 522 | 27.68 | 10.35 | 9.03 | 539 | 3.54 | 0.38 | 9.56 | 291 | 39.53 | 45.32 | 15.15 |
| CBB | 8.72 | 622 | 8.44 | 4.52 | 39.22 | 1373 | 4.85 | 206 | 1.27 | 0.57 | 8.40 | 201 | 24.85 | 61.67 | 13.48 |
| OSC | 9.74 | 584 | 7.48 | 4.53 | 42.74 | 13.37 | 3.10 | 1.67 | 0.90 | 0.56 | 8.03 | 205 | 21.03 | 6.86 | 13.11 |
| $\dagger$ The carbon percentage of the acid, ester and amide was calculated by coupling FTIR with ${ }^{13} \mathrm{C}$-NMR (see the text for the |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Table 3.3. Continued.

| $\begin{aligned} & \hline \text { N/R } \\ & \text { region } \\ & \text { Site } \end{aligned}$ | $1 \mathrm{CH}_{1}$ 0.20 | ${ }^{2} \mathrm{CH}_{1}$ |  | ${ }^{2} \mathrm{CH}$ | How ¢20 | OCO 90.115 | $\begin{aligned} & \hline G-\sigma \\ & A-C \\ & 115140 \end{aligned}$ | A-O | Add |  | a aice | $\begin{gathered} c=0 \\ 19020 \\ \hline \end{gathered}$ | ORC | HPS | ANS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GB | 1263 | 836 | 11.35 | 503 | 28.88 | 7.70 | 720 | 353 | 3.98 | 12 | 7.41 | 291 | 37.33 | 4.01 | 1366 |
| TP | 14.80 | 7.54 | 10.5 | 516 | 2.77 | 854 | 6.30 | 329 | 326 | 0.73 | 811 | 1.93 | 3289 | 5311 | 14.00 |
| $\cdots 8$ | 1083 | 518 | 7.41 | 571 | 43.87 | 11.95 | 236 | 1.00 | 1.74 | 0.41 | 720 | 1.75 | 20.08 | @ ${ }_{\text {ces }}$ | 1332 |
| $\infty$ © | Smpleswer |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Table 3.3. Continued.

| $\begin{gathered} \hline \begin{array}{c} \text { NR } \\ \text { regin } \\ \text { Sie } \end{array} \end{gathered}$ |  |  |  |  |  |  |  |  | Adid |  | $\mathbf{N}_{\text {amide }}$ | $\propto$ | ar | HPS | avs |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1031 | 781 | 10.9 | 4.8 | 228 | 90 | 6.81 | 329 | 37 | 20 | 78 | 1.3 | 328 | 529 | 1415 |
|  | 1024 | 625 | 9.9 | 584 | 0.04 | 10.5 | 3.9 | 246 | 233 | 0.78 | 75 | 0.95 | z¢0 | 0083 | 14.15 |
| ${ }^{(1)}$ | 1000 | 411 | 6.06 | 506 | 46.03 | 132 | 237 | 1.2 | 1.48 | 0.58 | 7.54 | 1.47 | 1691 | ${ }^{\text {ceso }}$ | 1319 |
| $\underbrace{\circ} \mathrm{C}$ | 11.06 | $4 \pi$ | 6.00 | 587 | 48.7 |  | 120 | $0 \times 8$ | 0.09 | 0.38 | 801 | 1.73 | 427 | 71.48 | 143 |

Table 3.3. Continued.

| $\begin{gathered} \hline \text { NR } \\ \text { region } \\ \text { Site } \end{gathered}$ | '0441 0.29 | 2 2041 2940 | 10. <br> $40-55$ | 20-50 56-62 | HOCH | 060 90.115 | $\begin{gathered} \hline G-\sigma \\ A-C \\ 115 \cdot 140 \end{gathered}$ | A-O $140-160$ | Adid | $\begin{aligned} & \hline \text { '0000 } \\ & \text { Estrer } \\ & 160-190 \end{aligned}$ | arick | $\begin{gathered} \text { co } \\ 190220 \\ \hline \end{gathered}$ | ORC | HPS | ANS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GB | 11.48 | 788 | 8.46 | 572 | 322 | 9.01 | 521 | 25 | 4.17 | 1.79 | 55 | 1.7 | 30.19 | 5673 | 1308 |
| TP | 1298 | 4.0 | 724 | 546 | 41.88 | 1122 | 3.42 | 1.53 | 203 | 0.73 | 613 | 288 | 21.59 | 610 | 1231 |
| $\boldsymbol{O B}$ | 11.84 | 426 | 6.16 | 5.8 | 50.80 | 1211 | 0.39 | 0.11 | 0.82 | 0.5 | 725 | 0.00 | 11.5 | 74.75 | 1350 |
| OSC | 9.63 | 4.33 | 5.04 | 434 | 50.66 | 1372 | 221 | 0.62 | 0.43 | 0.45 | 729 | 135 | 1389 | 74.08 | 1209 |

Table 3.3. Continued.

| $\begin{gathered} \hline \text { NR } \\ \text { region } \\ \text { Stien } \end{gathered}$ | ${ }^{1} \mathrm{OH}_{1}$ | ${ }^{2} \mathrm{CH}_{4}$ |  |  | Come | 060 90.115 | $\begin{aligned} & \hline C_{0} \\ & A_{15-1} \end{aligned}$ | A-O $100-100$ | Adid | ${ }^{\dagger}+\infty$ Etar 160.190 | anide | $\begin{gathered} c o \\ 190202 \end{gathered}$ | ORC | HPS | ANS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| G8 | 9.68 | 7.18 | 1024 | 531 | 31.35 | 9.53 | 6.54 | 379 | 4.0 | 1.30 | 729 | 374 | 355 | 50.54 | 13.8 |
| TP | 832 | 541 | 7.39 | 4.56 | 36.73 | 1415 | 8.07 | 4.58 | 3.42 | 0.78 | 7.15 | 0.42 | 2930 | 5821 | 1249 |
| $\square 8$ | 10.5 | 521 | 7.0 | 5.41 | 45.90 | 1240 | 27 | 129 | 1.43 | 0.90 | 6.59 | 053 | 1826 | ¢¢ | 1289 |
|  | 1001 | 509 | 621 | 4.96 | 50.04 | 1351 | 1.80 | 0.08 | 1.06 | 0.54 | 676 | 0.00 | 14.18 | 7356 | 122 |

Table 3.3. Continued.

| NR region | ${ }^{1} \mathrm{OH}_{\times 1}$ | ${ }^{2} \mathrm{OH}_{1}$ | ${ }^{1} \mathrm{CH}_{3} \mathrm{O}$ | $\mathrm{H}_{3}$ | OOH | 000 | $\begin{aligned} & \hline \mathrm{C}=\mathrm{O} \\ & \mathrm{~A}-\mathrm{C} \end{aligned}$ | A-O | Acid | ${ }^{+} \times 0000$ Ester | arice | CO | CPC | HPS | ANS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Site | 0-29 | $29-40$ | 40-56 | 56.6 | 6290 | 90-115 | 115-140 | 140-160 |  | 160.190 |  | 190220 |  |  |  |
| GB | 9.16 | 677 | 9.78 | 529 | 31.16 | 11.58 | 8.90 | 554 | 3.31 | 1.15 | 7.18 | 0.18 | 34.48 | 51.90 | 1363 |
| TP | 13.66 | 668 | 888 | 5.13 | 34.66 | 1028 | 5.75 | 291 | 259 | 1.06 | 686 | 1.61 | 2836 | 5859 | 1305 |
| CEB | 862 | 4.60 | 5.22 | 4.67 | 44.51 | 14.96 | 422 | 27 | 1.67 | 0.84 | 666 | 1.77 | 19.75 | 6807 | 1217 |
| OSC | Samplesweenct collecked |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Table 3.3. Continued.

| 9)0007 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \hline \text { NR } \\ \text { region } \\ \text { Site } \end{gathered}$ | ${ }^{1} \mathrm{CH}_{4}$ |  |  |  |  |  |  | A-O 10,-160 | Ado | ${ }^{7}, 0000$ Ester $100-190$ | aride | $\begin{gathered} 000 \\ 10020 \end{gathered}$ | ${ }_{\text {ar }}$ | HPS | ANS |
| GB | 4.4 | 523 | 7.53 | 4.47 | 26.32 | 14.5 | 11.49 | 7.46 | 3.65 | 1.02 | 8.96 | 4.83 | 40.19 | 453 | 14.45 |
| TP | 1248 | 688 | 928 | 6.08 | 3.œ | 978 | 3.50 | 1.59 | 259 | 0.66 | 805 | 0.54 | 2438 | 6089 | 14.72 |
| $\square_{0}$ | 946 | 4.58 | 6.09 | 529 | 4820 | 1200 | 1.51 | 1.74 | 123 | 1.09 | 638 | 1.83 | 1698 | 70.8 | 1276 |
| 0 C | Sampeswernt odeded |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

I classify the integration regions into three groups based on their cross peak correlation in the ${ }^{13} \mathrm{C}-\mathrm{NMR}$ synchronous map (Fig. 3.9). The first group appears to be mostly heteropolysaccharides (HPS). It includes the following regions: ${ }^{1} \mathrm{CH}_{\mathrm{x}}(0-29 \mathrm{ppm})$, HC-OH ( $62-90 \mathrm{ppm}$ ), $\mathrm{O}-\mathrm{C}-\mathrm{O}(90-115 \mathrm{ppm})$.The second group contains the carboxylicrich compound signature (CRC). I consider it the sum of the integrations of following regions: ${ }^{2} \mathrm{CH}_{\mathrm{x}}(29-40 \mathrm{ppm}),{ }^{1} \mathrm{CH}_{3}-\mathrm{O}(40-55 \mathrm{ppm}), \mathrm{C}=\mathrm{C} / \mathrm{Ar}(115-140 \mathrm{ppm}), \mathrm{Ar}-\mathrm{O}(140-$ $160 \mathrm{ppm})$, the aldehyde and ketone region (190-220 ppm); the carbon percentage of the carboxylic content is calculated from coupling ${ }^{13} \mathrm{C}$-NMR and FTIR. The third group contains major functional groups of the amide/amino sugar (AMS) component including the amide and ester carbon percent as estimated from coupling of ${ }^{13} \mathrm{C}$-NMR and FTIR, in addition to the region of ${ }^{2} \mathrm{CH}_{3}-\mathrm{O}(55-62 \mathrm{ppm})$.

This classification is an oversimplification, as there will be some overlap in the integration regions. For example, the region ${ }^{1} \mathrm{CH}_{\mathrm{x}}$ between $0-29 \mathrm{ppm}$ is assigned to HPS though it is likely to have some contribution from the carbon in the component of the CRC, as shown in the proposed CRAM ${ }^{13} \mathrm{C}$-NMR by Hertkorn and co-workers (2006). A further indication that this is an oversimplification is that the lower part of the region (029 ppm ) appears in the negative portion of the PC-1 loading while the upper part shows in positive PC-1. In addition, aromatic compounds like lignin could lead to an overestimation of the CRC contribution. If I account all the integration of the region between the $115-160 \mathrm{ppm}$ to aromatic compounds, it is $28 \pm 10 \%$ of the total CRC contents; however there are significant contributions of the carbon double bond $(\mathrm{C}=\mathrm{C})$ of the unsaturated components of CRC to that region (Hertkorn et al., 2006). In addition, quantifying the amide/amino sugar compound based on the carbon percentage of the
amide functional group and the ${ }^{2} \mathrm{CH}_{3}-\mathrm{O}(55-62 \mathrm{ppm})$ could underestimate the amount AMS compounds, as these two regions represent only two carbon types of the amide/amino sugar compounds, while the rest of the carbon types could be included in the heteropolysaccharides component (e.g. N -acetyl amino polysaccharides).

In my simplified scheme, the total contribution of the heteropolysaccharides (HPS) in the HMW-DOM (Table 3.3a-g) shows a wide range from $45.32-74.75 \%$. The percentages increase as I move toward the marine end member. In general, all sites present their lowest percentages in the winter seasons (0206 and 0207) and their highest during the summer season (0806). Conversely, the carboxylic rich compounds (CRC) shows a range from 11.75 to $40.19 \%$ with the highest values during the winter and fall seasons (0206 and 0207) and the lowest percentage in the summer season (0806). This is in agreement with the $\delta^{13} \mathrm{C}$ data that show more declined slope in the summer (0806) than winter season $(0206,0207)$, which indicate probably a higher primary production and photooxidation during the summer season relative to the winter seasons (Harvey and Mannino, 2001; Pennock and Sharp, 1986). In contrast, the amide/amino sugar (AMS) component was within narrow range ( 12.09 to $15.15 \%$ )

When I plot the percentage of heteropolysaccharides (HPS), carboxyl-rich compounds (CRC) and amide/amino sugar (AMS) components from all the sites during the seven seasons against their salinity values (Fig. 3.15) I see that the percentage of the HPS and CRC components are a mirror image of each other. Looking at the HPS and CRC components in Fig. 3.15, I notice a small change below salinity 20 but significant changes after salinity 20 with stabilization after salinity of 25 . This change is consistent with the salinity plots of the $\delta^{13} \mathrm{C}$ and $\mathrm{C} / \mathrm{N}$ ratio; all of the evidence indicates that there
are dramatic changes in DOM chemical compositions as I pass the salinity of 20 due most likely to introducing marine autochthonous DOM sources either from onsite primary production or through the complex sub-estuarine systems in the area.


Fig. 3.15. The plot of the carbon percentage of the heteropolysaccharides (HPS)( $\boxed{\square}$ ), carboxyl-rich compounds (CRC)( $\bullet$ ) and amide/amino sugar (AMS) ( $\mathbf{\Delta}$ ) components in the HMW-DOM as calculated from the modified integration of the ${ }^{13} \mathrm{C}$-NMR against the salinity of their samples.

The amide/amino sugar (AMS) component, in contrast to the other two components, shows a significant and little changing percentage of HMW-DOC content (average of $13.41 \pm 0.84 \%$ ) along the entire salinity range (from GB to OSC), which could indicate the important role of heterotrophic bacteria in altering the DOM throughout the transect, as they could contribute $\sim 50 \%$ of the DON to marine environment (Kaiser and Benner, 2008). However, the constant percentage of the AMS amount along the transect from Great Bridge (GB) to Offshore site (OSC) regardless of the season was unexpected and needs further investigation. Are the AMS compounds (or a significant proportion of them) refractory or are their sinks and sources in steady state relative to the HPS and CRC?

When I take a further look into the ratio of NMR signals within HPS components (Tables 3a-g), I notice that the ratio of the carbon percentage of $\mathrm{HC}-\mathrm{OH}$ (the major functional group in HPS) to the total HPS carbon shows a constant ratio of (1:2) through all the sites during all the seasons, this confirms that the HPS component consists of compounds that have very similar backbones of carbohydrate-like structures, however the ratio between the aliphatic ( ${ }^{1} \mathrm{CH}_{\mathrm{x}} 0-29 \mathrm{ppm}$ ) carbon percentage of the HPS component to the total HPS carbon shows a wide ratio range (1:4 to $1: 10$ ), this could highlight the variation between individual compounds within the HPS, where some compounds could have higher aliphatic functional groups than other compounds but both of them have the same backbone carbohydrate structures e.g. glucose versus 3-O-methylglucose, which is in agreement with the previous studies that show availabilities of natural, methyl-and 6deoxy sugars in the HMW-DOM isolated from open ocean (Panagiotopoulos et al., 2007, Quan and Repeta 2007). This hetero HPS concept is further supported by the combination
of both ${ }^{13} \mathrm{C}$-NMR synchronous and asynchronous maps, where if HPS consisted of compounds having exactly the same structures, the major functional group of HPS would be exactly in phase with each other (they would increase within the same ratio) and I would not see any correlation in the asynchronous maps. However, the asynchronous map (Fig. 3.10) shows many out-of-phase correlations between the HSP major functional groups, indicating the complexity (multi-compound nature) of this component.

I then applied the same modified integration to the previously reported ${ }^{13} \mathrm{C}$-NMR spectra of HMW-DOM from the Dismal Swamp isolated on August 2007 (Section II, this thesis), as Dismal Swamp DOM represents one of the major terrestrial DOM sources to my transect. In DS, the carbon percentage of the CRC in the HMW was $60.31 \%$ while the HPS was only $34.69 \%$, and the AMS was $5 \%$. When I calculate the ratio of carboxylic acid to the total CRC carbon in the Dismal Swamp it shows a ratio of 1 (carboxylic-carbon): 3 (CRC-carbon) this ratio is in the middle of the reported range of carboxylic -carbon to aliphatic carbon in the CRAM compounds (1:2 to 1:7) proposed by Hertkorn and co-workers (2006). Calculating the carbon-percentage ratio for the carboxylic acid relative to the total CRC of the estuarine and coastal HMW-DOM samples in this study shows a wide ratio range 1:7-1:32. The ratio increases as I move toward the marine end member, which could indicate a faster removal of the carboxylic acid functional group relative to its counter-part functional groups within the CRC component.

My data are consistent with the previous work done by Repeta and co-workers (Aluwihare et al., 2002; Repeta et al., 2002), where they identify two major components of HMW-DOM along the Mid-Atlantic Bight using ${ }^{1} \mathrm{H}-\mathrm{NMR}$. The first component was
the HPS components (which they called acyl polysaccharide APS) which accounts for 50 $-80 \%$ of the HMW carbon with the highest percentage found in fully marine DOM. The other HMW-DOM component was more abundant in the DOM isolated from estuarine and deep ocean DOM and looks like humic substances. However the work done recently by Hertkorn and co-workers (2006) illustrate that the deep water humic substances are mostly carboxyl-rich compounds. In this work, I show that CRC compounds are also present in estuaries and could potentially come from terrestrial sources. However, unlike Hertkorn and co-workers (2006), I show that carboxylic rich compounds are biogeochemically reactive and not refractory, which raises many questions about the geochemical cycle of carboxylic rich compounds and their sources and sinks.

All this guides me to believe that, although HPS and CRC are present in many aquatic environments at different relative ratios, these components are not each composed of compounds that have the same exact chemical structures from location to location but are instead dynamic mixtures of compounds that share similar backbone structures with significant functional group differences.

## 4. CONCLUSIONS

From both $\mathrm{C} / \mathrm{N}$ and $\delta^{13} \mathrm{C}$, I notice that the transformation of the HMW-DOM through my transect passes through three regions based on the salinity of the samples: the first is the Dismal Swamp region at salinity of zero, which has a seasonal average $\mathrm{C} / \mathrm{N}$ ratio of 52.33 and $\delta^{13} \mathrm{C}$ seasonal average value of ( $-27.24 \%_{0}$ ) which both are typical signals for C3 vascular-plant DOM sources; the second region after salinity of zero until salinity of 20 , which has an average values of 20.85 and $-26.22 \%$ for $\mathrm{C} / \mathrm{N}$ ratio and $\delta^{13} \mathrm{C}$
respectively. The third region, from salinity 20 to 32 , is characterized by average values of 11.84 and $-23.31 \%$ for the $\mathrm{C} / \mathrm{N}$ atomic ratio and $\delta^{13} \mathrm{C}$, respectively. This indicates a dramatic shift in the relative importance of the processes affecting the HMW-DOM throughout the transect. Flocculation and the effects of heterotrophic bacteria seem to be the major players in the lower salinity region, but at the higher salinity regions the introduction of new carbon sources by primary production seems to be the major process.

The dramatic transformation from heterotrophic to autotrophic sources is further supported by applying principal component analysis (PCA) and two dimensional correlation spectroscopy to the ${ }^{13} \mathrm{C}$-NMR spectra of the HMW-DOM. Moreover, both PCA and 2D correlation demonstrate that the HMW-DOM in the transect consists of three major components having different biogeochemical reactivity where one component looks like heteropolysaccharides (HPS) and increases as I move to the marine end member, while the second component looks like carboxyl-rich compounds (CRC) and their carbon percentage decreases as I move away from the fresh water end member. The third component shows an almost constant carbon percentage along the salinity transect and it contains major functional groups of amide/amino sugar compounds (AMS).

The 2D-synchronous map from FTIR data also confirms the opposite correlation between the carboxylic and carbohydrate functional groups. Application of 2D heterospectral correlation between FTIR and ${ }^{13} \mathrm{C}$-NMR data verifies my assignments of the carbohydrate and carboxylic bands.

It seems that the HPS and CRC are present in many aquatic environments at different relative ratios. The synchronous and asynchronous 2D correlation maps of both
${ }^{13} \mathrm{C}$-NMR and FTIR reveals that each of these components is not composed from compounds that have exact chemical structures but from dynamic mixtures of compounds that share similar backbone structures but have significant functional group differences.

The combination of both PCA and 2-D correlation spectroscopy could be used as a powerful biogeochemical tool to track the changes in complex organic matter as a function of space, time, or environmental effects (such as photochemical or microbial degradation).

## CHAPTER IV

## UNDERSTANDING THE ENHANCED AQUEOUS SOLUBILITY OF STYRENE BY TERRESTRIAL DISSOLVED ORGANIC MATTER USING STABLE ISOTOPE MASS BALANCE AND FTIR

## 1. INTRODUCTION

Natural dissolved organic matter (DOM) is a quantitatively significant reactive component of the global carbon cycle (Hedges, 1992) whose chemistry and reactivity has been extensively studied. The increased identification of organic pollutants within natural waters has made it even more critical that we understand the interactions between natural DOM and anthropogenic organic compounds and the environmental fate of these compounds.

Many studies have attempted to quantify the chemical interactions between specific small-molecule (generally anthropogenic) compounds and natural organic matter by using simple equilibrium-phase partitioning (Schwarzenbach et al., 2003). However, it is difficult to clearly determine the extent of binding of the sorbate to the natural organic matter. For example, Carter and Suffet (1982) used dialysis to estimate concentrations of radiolabeled $\mathrm{p}, \mathrm{p}$ '-DDT bound to dissolved humic substances. Using dialysis requires the assumption that sorbate molecules ( $\mathrm{p}, \mathrm{p}$ '-DDT) are bound only to high molecular weight DOM, which cannot cross the dialysis membrane. Dialysis is also limited in scope as it can only be applied to sorbate molecules smaller than the dialysis pore size (Hassett and

Milicic, 1985; Schwarzenbach et al., 2003). Hassett and Milicic (1985) proposed a gas purging technique to differentiate between free and bound analytes; however this technique is only valid for volatile and semi-volatile sorbate molecules. Other techniques, likewise, are restricted in use. Fluorescence quenching (Gauthier et al., 1986) is only applicable to compounds that absorb and fluoresce UV-visible light. Direct solid phase extraction (Landrum et al., 1984) is limited by changing interactions between the solid phase, the sorbent of interest, and the natural organic matter during the extraction procedure. I propose a more sensitive and universally applicable method to measure the extent of binding: the use of isotopically-labeled sorbate molecules and mass balance calculations.

The solubility enhancement approach described by Chiou et al. (1986) assumes a partition-like interaction between the natural DOM and organic analyte. This interaction is defined in Eq. (4.1),

$$
\begin{equation*}
\mathrm{S}_{\mathrm{w}}^{*}=\mathrm{S}_{\mathrm{w}}+\mathrm{XC}_{\mathrm{o}} \tag{4.1}
\end{equation*}
$$

where $S_{w}{ }^{*}$ is the apparent analyte solubility in water containing DOM at concentration $X$ (in ppm ), $\mathrm{S}_{\mathrm{w}}$ is the analyte solubility in pure water, and $\mathrm{C}_{\mathrm{o}}$ is the mass of analyte partitioned into DOM per unit mass of DOM. Using variables from Eq. (4.1) the partition coefficient (K) for analyte i between DOM and pure water can be shown as Eq. (4.2).

$$
\begin{equation*}
\mathrm{K}_{\mathrm{iDOM}}=\mathrm{C}_{\mathrm{o}} / \mathrm{S}_{\mathrm{w}} \tag{4.2}
\end{equation*}
$$

While this method only produces a partition coefficient $\mathrm{K}_{\mathrm{iDOM}}$ value at saturation, in theory, it could be applicable to many types of compounds (Schwarzenbach et al., 2003).

The ability of DOM to interact with different types of organic compounds is primarily a function of its structural heterogeneity and hydrophobic and hydrophilic properties (Hassett, 2006). Variations in composition, chemical structure, polarity and
size of DOM isolated from different locations, have been related to variations in $\mathrm{K}_{\mathrm{iDOM}}$ (or $\mathrm{K}_{\mathrm{iDOC}}$ ) (Chin et al., 1997; Chiou et al., 1987; Gauthier et al., 1987; Rutherford et al., 1992; Salloum et al., 2002). For example, an inverse correlation was observed between the polar group content in humic substances (measured by elemental analysis) and the solubility enhancement of such hydrophobic organic compounds as p,p'-DDT, $2,4,5,2^{\prime}, 5^{\prime}-\mathrm{PCB}$, benzene and carbon tetrachloride (Chiou et al., 1987; Rutherford et al., 1992).

While relationships between DOM structure and its reactivity (e.g., $\mathrm{K}_{\mathrm{iDOM}}$ ) have been identified, the major drawback of current solubility enhancement approaches is their inability to detect small changes in partitioning of organic compounds by DOM. To date, current methods have had limited applicability for: 1) low-DOM-concentration samples such as those found in estuarine and marine DOM (Rutherford et al., 1992) or 2) across spatial (e.g. down-estuary) and temporal (e.g. seasonal) scales as the natural DOM pool shifts in composition in response to mobility, source and sink variations. In addition, current studies have generally been limited to highly hydrophobic compounds that are expected to exhibit high solubility enhancement values. To use solubility enhancement as an effective probe of the reactivity of aquatic DOM, a more precise quantification method is required that can detect both very small partition values and small changes in incorporation values, and be capable of estimating the interactions of different probes with the same DOM.

Because the largest fraction of DOM is as of yet uncharacterizable (Benner, 2002), studying the reaction and interaction of DOM with other organic species is at best an analytical compromise between understanding chemical functionality and specific
chemical structure within DOM. In this work, I proposed to use the solubility enhancement of model organic compounds as a tracer for the chemical reactivity of DOM. I present a new high-precision technique to measure the solubility enhancement of model organic compounds in natural waters by utilizing isotopic mass balance $\left({ }^{13} \mathrm{C}\right)$. The isotopic measurements are made by interfacing a standard DOC analyzer with a stable isotope ratio monitoring system (St-Jean, 2003). To test the method, I applied it to address seasonal changes in the reactivity of DOM in sterile-filtered Dismal Swamp water (VA, USA) and its high and low molecular weight fractions (isolated by ultrafiltration), using ${ }^{13} \mathrm{C}$-labeled styrene as a probe. Styrene was chosen because it is representative of simple aromatic compounds, has less hydrophobicity than organic compounds used in previous solubility enhancement studies, and is commercially readily available with a ${ }^{13} \mathrm{C}$ label. From an environmental prospective, the largest styrene producer in North America (Nova Chemical Corporations) is located locally on the Southern Branch of the Elizabeth River in Chesapeake (VA), for which the Dismal Swamp is the major source of terrestrial dissolved organic matter to the river. Any spill of styrene into the river system poses a significant threat to the local ecosystem and the southern-most Chesapeake Bay.

## 2. METHODS

### 2.1. Sampling

Surface water samples were collected using a clean polypropylene bucket in November 2005, February, May, August and November 2006 from Portsmouth Ditch in Great Dismal Swamp, Virginia, USA. The samples were transported to the laboratory in
pre-cleaned, fluorinated polypropylene jerricans. The sample was immediately sterilefiltered using cleaned and conditioned $0.1 \mu \mathrm{~m}$ Whatman Polycap cartridge filters. Two liters of sterile-filtered samples were frozen for a solubility experiment and further analysis.

### 2.2. Ultrafiltration

An ultrafiltration system equipped with a polysulfone 1KDa cartridge (Separation Engineering, Inc.) was used to separate both high and low molecular weight fractions (hereafter HMW and LMW respectively). The filtration system was cleaned and conditioned after Guo and Santschi (1996). The system was then conditioned with 4-5 L of actual, sterile-filtered (<0.1) natural-water sample, after which 20-40 L of sterilefiltered sample (SF) was concentrated through the system at pressures of approximately $207 \mathrm{kPa}(30 \mathrm{psi})$. Two liters of the pooled filtrate (LMW, low molecular weight) were taken and frozen for solubility experiments and FTIR analysis. Both HMW (high molecular weight) and LMW fractions were sub-sampled for DOC mass balance; the retentate (HMW) was then diafiltrated with 5 L de-ionized water. The system was rinsed twice with 5 L de-ionized water to recover any HMW left in the system. The rinse retentates were added to the diafiltrated retentate, and the combined retentate was frozen and freeze dried. The HMW fraction was then re-dissolved in de-ionized water to its natural concentration as measured by DOC analyses and kept frozen.

### 2.3. Solubility experiments

The frozen subsamples from the SF, LMW and HMW fractions were allowed to thaw at room temperature in the dark overnight after which an equilibration experiment was conducted according to McAuliffe (1966) with slight modifications. In brief, two replicate subsamples ( 65 ml each) were placed in 100 ml narrow mouth amber brown glass bottles along with $65 \mu \mathrm{~L}$ of ${ }^{13} \mathrm{C}$-labeled styrene $\left(\delta^{13} \mathrm{C}_{\text {PDB }}=297.2 \%\right.$ ) which was prepared by diluting 99 atom $\%$ (styrene- $2-{ }^{13} \mathrm{C}$, ISOTEC) with $99.9 \%$ certified styrene (Fisher Scientific). The bottles were sealed with Teflon-lined polyethylene caps, placed on a Lab-line Model No. 3587 Multi-wrist shaker (Lab-Line instruments, Inc., Melrose Park, IL), and moderately shaken in the dark for 24 hours. Replicates of DI water samples were prepared in the same manner. After 24 hours, the bottles were removed from the shaker, placed upside down, and left undisturbed for 48 hours to establish the equilibrium. During the total 72 hours of shaking and equilibration, the air temperature was $19.67 \pm 0.40^{\circ} \mathrm{C}$, measured every 10 min with HOBO temperature-light loggers (Onset Computer Corp., Bourne, MA). After the equilibration time, the bottles were left carefully in their upside-down position to avoid disturbing the styrene layer. Gently, 35 mL of each sample was withdrawn by a 10 mL hypodermic-needle disposable syringe (BD Medical Systems, Franklin Lakes, NJ) through the silicon septum, and placed in a 40 mL amber borosilicate glass vial with a PTFE resin/silicone septum and a polypropylene closure (I-Chem*, Fisher Scientific). Each vial was closed immediately after filling and samples were analyzed for DOC and $\delta^{13} \mathrm{C}$ (see below) the same day.

### 2.4. DOC and $\delta^{13} C$ analysis

DOC concentrations and $\delta^{13} \mathrm{C}$ values of both the natural and the styreneequilibrated samples were measured using a standard dissolved organic carbon analyzer (Aurora 1030W TOC analyzer, College Station, TX) interfaced with a stable isotope ratio mass spectrometer (Europa, Model Geo 20-20, Cheshire, UK). Interfacing the two instruments merely required connecting the outflow from the near-IR detector on the DCO analyzer to the existing continuous flow inlet on the IRMS via $1 / 8^{\prime \prime}$ tubing. For each sample, duplicate vials were run in triplicate ( $\mathrm{n}=6$ ) using 2.5 ml of sample and 2 ml of $20 \%$ sodium persulfate as the wet-chemical oxidant ( $98 \%$, Fisher Scientific). All stable carbon isotope values are expressed as \%o (per mil) relative to PDB (Pee Dee Belemnite). Several in-house working standards (asparagine, $-24.5 \%$; sucrose, $-10.4 \%$; urea, $44.1 \%$ ) were used for [DOC] calibration and as well as a $\delta^{13} \mathrm{C}$ check standards. The concentration of styrene in the equilibrated water sample was determined by using isotopic mass balances according to Eq. (4.3)

$$
\begin{equation*}
{ }^{13} \mathrm{~F}_{\mathrm{TDOC}}={ }^{13} \mathrm{~F}_{\mathrm{DOC}} *\left(1-\mathrm{X}_{\mathrm{Sty}}\right)+{ }^{13} \mathrm{~F}_{\mathrm{Sty}} * \mathrm{X}_{\mathrm{Sty}} \tag{4.3}
\end{equation*}
$$

Where ${ }^{13} \mathrm{~F}_{\text {TDOC }}$ is the fractional isotopic abundance of the total DOM in the equilibrated water sample, ${ }^{13} \mathrm{~F}_{\text {DOC }}$ and ${ }^{13} \mathrm{~F}_{\text {Sty }}$ are the fractional isotopic abundances of the initial DOM and of the labeled styrene, and $\mathrm{X}_{\text {Sty }}$ is the normalized molar abundance of carbon attributed to the styrene. The only unknown is $\mathrm{X}_{\text {sty }}$ and all other quantities $\left({ }^{13} \mathrm{~F}_{\text {TDOC }}\right.$, ${ }^{13} \mathrm{~F}_{\text {DOC }}$ and ${ }^{13} \mathrm{~F}_{\text {Sty }}$ ) were explicitly determined. $\mathrm{X}_{\text {sty }}$ was converted to concentration units by multiplying by the molar carbon concentration of the equilibrated water. The concentration of organic compound partitioned per molar unit of DOC $\left(\mathrm{C}_{\mathrm{o}}\right)$ was
calculated by rearranging Eq. (4.1), with the appropriate unit conversions to allow [DOC] to replace X as

$$
\begin{equation*}
\mathrm{C}_{\mathrm{o}}=\left(\mathrm{S}_{\mathrm{w}}{ }^{*}-\mathrm{S}_{\mathrm{w}}\right) /[\mathrm{DOC}] \tag{4.4}
\end{equation*}
$$

### 2.5. FTIR spectra

Samples were introduced as KBr discs with (1:100) dilution; the KBr was previously dried in an oven for two hours at $105^{\circ} \mathrm{C}$. To make the disks, the sample plus KBr mixture was crushed and homogenized. A subsample was then compressed between two clean, polished iron anvils in a hydraulic press at 20,000 psi to form a KBr window. To minimize wedging effects (Hirschfeld, 1979), the discs were pressed for a second time after they had been rotated $90^{\circ}$ before removal from the hydrolic press. FTIR spectra were obtained by collecting 200 scans with a Nicolet 370 FTIR spectrometer (DTGS detector and KBr beam splitter) equipped with Purge Gas Generator unit. Spectra were collected using a resolution of $4 \mathrm{~cm}^{-1}$ and Happ-Genzel apodization. To guard against $\mathrm{CO}_{2}$ contamination from lab air, a 4-min lag-time between closing the analytical chamber and starting the analysis was implemented. The FTIR spectra were converted into absorbance units, and normalized by summed absorbance from $4000-500 \mathrm{~cm}^{-1}$ prior to principal component analysis (PCA) using in-house MATLAB code.

## 3. RESULTS AND DISCUSSION

Over five seasons, the pH of Dismal Swamp water samples ranged from 3.13 to 3.30. The DOC concentration in sterile-filtered water (SF) varied by a factor of two (5,784 to $11,790 \mu \mathrm{M}-\mathrm{C}$ ) with the highest concentration in August 2006. The
concentration of DOC within HWM and LMW DOM ranged from 2,556 to $6,120 \mu \mathrm{M}-\mathrm{C}$ and 3,164 to $6,495 \mu \mathrm{M}$-C respectively (Table 4.1). The percent recovery of HMW DOC ranged from 44 to $54 \%$ with total recovery between 94 to $103 \%$ (based upon DOC measurements of SF, HMW and LMW aliquots of the same samples).

Table 4.1. DOC concentrations of the samples used in the solubility experiments: SF, sterile-filtered water; HMW, high molecular weight samples; LMW, low molecular weight samples.

| NO. | Sample | SF | HMW |  | LMW |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | DOC $\mu$ M-C | $\dagger$ DOC <br> $\mu$ M-C | *Recovery <br> $\%$ | DOC $\mu$ M-C |
| $\mathbf{1}$ | Nov. 2005 | $8810 \pm 380$ | $4150 \pm 50$ | 50 | $4210 \pm 40$ |
| 2 | Feb. 2006 | $7140 \pm 230$ | $5150 \pm 40$ | 54 | $3510 \pm 100$ |
| 3 | May 2006 | $5780 \pm 240$ | $2560 \pm 30$ | 44 | $3160 \pm 90$ |
| 4 | Aug. 2006 | $11790 \pm 100$ | $6120 \pm 70$ | 49 | $5300 \pm 300$ |
| $\mathbf{5}$ | Nov. 2006 | $11340 \pm 230$ | $3240 \pm 120$ | 46 | $6500 \pm 20$ |

$\dagger$ These are the measured DOC concentrations of the re-dissolved, freeze-dried retentate.
*The HMW recovery based on DOC measurements of the retentate recovered from the ultrafiltration system and the initial SF sample, as well as the concentration factor.

### 3.1. Solubility enhancement

To examine the potential significance of isotope fractionation of styrene during equilibration and phase changes, I performed a solubility experiment for a range of DOC concentrations (3000-7500 $\mu \mathrm{M}-\mathrm{C}$ ) using the same DOM (HMW-August 2006) and adding the same amount of labeled styrene. The calculated $\mathrm{C}_{0}$ was the same (within the standard deviation) at all DOM concentrations, suggesting that isotope fractionation is not statistically significant (data not shown) and therefore does not interfere with my determinations of solubility enhancement via stable-isotope measurements.

As expected, the $\delta^{13} \mathrm{C}$ values of sterile-filtered water samples equilibrated with ${ }^{13} \mathrm{C}$-labeled styrene showed significant isotopic enrichment compared to natural DOM $\delta^{13} \mathrm{C}$ values (Table 4.2). Duplicate, equilibrated water samples (analyzed in triplicate) show low variability with relative standard deviations (RSD) ranging between 1.2 to $2.0 \%$. The equilibrated waters showed significant $S_{w}{ }^{*}$ values in the presence of Dismal Swamp DOM, with solubility enhancements of 52 to $118 \%$ relative to solubility in the DI (Fig. 4.1). The amount of solubility enhancement varied with season, with November samples showing the highest enhancement $(2,517 \pm 54 \mu \mathrm{M}$-sty for November 2005 and $1,965 \pm 23 \mu \mathrm{M}$-sty for November 2006) and August 2006 the lowest.
Table 4.2. The $\delta^{13} \mathrm{C}$ values (\%, PDB) for sterile filtered (SF), high molecular weight (HMW) and low molecular weight (LMW) DOM fractions from natural water samples and the same fractions from ${ }^{13} \mathrm{C}$-labeled styrene
equilibrated water.

|  | SF |  | HMW |  | LMW |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Natural $^{13} \mathbf{C}$ | Equilibrated | Natural $^{13} \mathbf{C}$ | Equilibrated | Natural ${ }^{13} \mathbf{C}$ | Equilibrated |
|  | Nov. 2005 | $-28.4 \pm 0.1$ | $203 \pm 3$ | $-27.5 \pm 0.10$ | $250 \pm 8$ | $-29.0 \pm 0.4$ |
| Feb. 2006 | $-27.2 \pm 0.3$ | $190 \pm 2$ | $-27.4 \pm 0.17$ | $213 \pm 6$ | $-27.3 \pm 0.2$ | $206 \pm 6$ |
| May-2006 | $-29.5 \pm 0.3$ | $203 \pm 3$ | $-27.4 \pm 0.26$ | $259 \pm 2$ | $-30.9 \pm 0.5$ | $187 \pm 1$ |
| Aug. 2006 | $-31.8 \pm 0.4$ | $147 \pm 7$ | $-27.2 \pm 0.01$ | $176 \pm 3$ | $-32.5 \pm 0.1$ | $202 \pm 2$ |
| Nov.2006 | $-27.2 \pm 0.0$ | $241 \pm 1$ | $-27.3 \pm 0.12$ | $186 \pm 4$ | $-26.8 \pm 0.2$ | $221 \pm 4$ |



Fig. 4.1. The apparent solubility of styrene $\left(S_{w}{ }^{*}\right)$ in equilibrated sterile-filtered water (SF) from Dismal Swamp at different seasons as calculated by isotopic mass balance. The solid line represents the solubility of styrene in the de-ionized water $\left(\mathrm{S}_{\mathrm{w}}\right)$. Error bars are standard deviations from triplicate analyses of duplicate sample vials ( $\mathrm{n}=6$ ).

When solubility enhancement is normalized to DOC concentration by calculating $\mathrm{C}_{0}$ (from Eq. 3), a different seasonal pattern emerges from the SF samples. November 2005 DOM showed the highest reactivity toward styrene with $0.154 \pm 0.010 \mu \mathrm{M}$-sty/ $\mu \mathrm{M}$-DOC; May 2006 showed the next highest reactivity $(0.125 \pm 0.010 \mu \mathrm{M}$-sty $/ \mu \mathrm{M}-$

DOC), followed by, in order of decreasing reactivity, February 2006, November 2006, and August 2006 (Fig. 4.2).

Inorganic salts in the Dismal Swamp are unlikely to cause these differences in $\mathrm{S}_{\mathrm{w}}{ }^{*}$ and Co. Based on the calculation of major ion concentrations measured at different sites in the Dismal Swamp, the maximum ionic strength is $2.8 \times 10^{-4} \mathrm{M}$ (Johannessona et al., 2004). Therefore the "salting-out effect" of this concentration on styrene solubility is negligible (Miller, 2001) .

As with the sterile-filtered samples, high molecular weight DOM fractions enhanced the solubility of styrene, with percentage enhancements of 35 to $85 \%$ relative to de-ionized water. The RSD of $\mathrm{S}_{\mathrm{w}}{ }^{*}$ within the same sampling event was $1.3 \pm 0.4 \%$, similar to the range seen in the SF samples. The $\mathrm{C}_{\mathrm{o}}$ values for the HMW fractions are greater than for corresponding SF samples and show a different order of reactivity among the seasons sampled (Fig. 4.2). In the HMW samples, May 2006 has the highest reactivity toward styrene $(0.351 \pm 0.020 \mu \mathrm{M}-\mathrm{sty} / \mu \mathrm{M}-\mathrm{DOC})$ and Aug. 2006 has the lowest $(0.066 \pm$ $0.008 \mu \mathrm{M}$-sty $/ \mu \mathrm{M}-\mathrm{DOC}$ ).

The solubility enhancement of styrene by low-molecular weight DOM ranged from 23 to $75 \%$ with RSD values in the range of $1.2 \pm 0.4 \%$. With the possible exception of the August 2006 LMW sample, the seasonal changes in $\mathrm{C}_{0}$ (Fig. 4.2) are more similar (in magnitude and relationship among seasonal samples) to the total DOM (SF) samples than to the HMW fractions.


Fig. 4.2. Styrene solubility in sterile filtered water (SF), high molecular weight (HMW) and low molecular weight (LMW) normalized per unit DOC at different seasons as calculated by isotopic mass balance. Error bars represent the standard deviation of triplicate measurements from duplicate vials ( $\mathrm{n}=6$ ).

My isotopic mass balance method provides good precision for investigating the influence of different DOM assemblages on the solubility of individual compounds as shown by the low RSD values ( $\leq 2.5 \%$ ) for $\mathrm{S}_{\mathrm{w}}{ }^{*}$. It is difficult to compare this reproducibility with previous studies as most previous applications of the solubility enhancement model were based upon multiple measurements of single-subsample
incubations where changes in the concentration of humic substances were used to extract the $\mathrm{K}_{\text {iDoc. }}$ However, Chiou et al (1986) show the variability from duplicate gas chromatography-flame ionization detector (GC-FID) measurements of the same single sample as $8-10 \%$ of the concentration of $2,4,5,2^{\prime}, 5^{\prime}-\mathrm{PCB}$. Chefetz et al. (2000) used triplicate subsamples to determine pyrene solubility enhancement and reported RSDs of up to $15 \%$.

In general, I find that HMW DOM enhances styrene solubility more effectively per unit OC than either sterile-filtered DOM or low-molecular weight DOM, which is consistent with the idea that solute partitioning is primarily responsible for the solubility enhancement. As suggested by Chiou et al. (1986), HMW material should have a larger intermolecular hydrophobic area for interaction with the hydrophobic solute (styrene, in my case). While the relative relationship of $\mathrm{C}_{\mathrm{o}}$ among my samples appears reasonable in view of previous studies, my $\mathrm{S}_{\mathrm{w}}{ }^{*}$ values initially appear more perplexing. One would expect that if the apparent styrene solubility $\left(\mathrm{S}_{\mathrm{w}}{ }^{*}\right)$ of both high molecular weight and low molecular weight DOM were added together, I would get

$$
\begin{equation*}
\left(\mathrm{S}_{\mathrm{w}}^{*}\right)_{\mathrm{LMW}}+\left(\mathrm{S}_{\mathrm{w}}{ }^{*}\right)_{\mathrm{HMW}}=2 \mathrm{~S}_{\mathrm{w}}+\left(\mathrm{XC}_{0}\right)_{\mathrm{LMW}}+\left(\mathrm{XC}_{0}\right)_{\mathrm{HMW}} \tag{5.5}
\end{equation*}
$$

Where the subscripts LMW and HMW indicate low molecular weight and high molecular weight DOM. The summation in Eq. 5 should be less than 2 times the $\mathrm{S}_{\mathrm{w}}{ }^{*}$ value for SF . However my results show that the addition of $\mathrm{S}_{\mathrm{w}}{ }^{*}$ for the two fractions is 35 times higher than the corresponding SF value.

The fact that combining the LMW plus HMW samples yields a larger enhancement of solubility than for the corresponding SF samples suggests that there may be changes in either random coil (Swift, 1999) or supramolecular associations (Sutton
and Sposito, 2005) in the HMW DOM in solution relative to the initial sterile-filtered water. For example, during ultrafiltration and the resulting dilution (in terms of organic carbon and inorganic species) of the HMW solution, a random coil arrangement could shift to a more open configuration that might interact more strongly to bring styrene into solution. It is also possible that the lack of LMW DOM in my HMW DOM solution could alter the equilibrium of hydrophobic and hydrogen-bond interactions stabilizing a supramolecular association (Sutton and Sposito, 2005). It is not clear whether disaggregation would result from a lowering of overall DOC concentration in the HMW solution or if aggregation would occur due to the loss of organic acids in the LMW DOM that would otherwise destabilize larger hydrophobic supramolecular assemblies. Such scenarios could easily explain the excess solubility enhancement for my fractions relative to total sample and should be the subject of further research.

### 3.2. FTIR analysis

To investigate the potential relationship between seasonal changes in the chemical composition of Dismal Swamp DOM and $\mathrm{C}_{0}$, I analyzed subsamples of freezedried SF, HMW, and LMW samples by FTIR spectroscopy. The spectra of the average normalized SF, HMW, and LMW samples (Fig. 4.3) are in good agreement with published FTIR spectra for humic substances isolated from terrestrial soil (MacCarthy and Rice, 1985; Stevenson, 1994; Stevenson and Goh, 1971). The very wide strong band at $3409 \mathrm{~cm}^{-1}$ could be attributed to the $\mathrm{O}-\mathrm{H}$ stretching of phenol, carbohydrate and carboxylic acid compounds, the broadness of this peak resulting mainly from the intramolecular and inter-molecular hydrogen bond interactions of carboxylic acids (Pavia et
al., 1996). The area just below $3000 \mathrm{~cm}^{-1}$ shows stretching bands for aliphatic C-H bonds. The band at $1720 \mathrm{~cm}^{-1}$ is a result of carbonyl stretching ( $\mathrm{v}_{\mathrm{c}=0}$ ) of the protonated carboxylic acid functional group and traces of ketone compounds (MacCarthy and Rice, 1985; Stevenson, 1994). The peak at $1630 \mathrm{~cm}^{-1}$ is produced by the asymmetric deprotonated carboxyl stretching ( $v_{a s}$ ), while the symmetric stretching of the de-protonated carboxyl group $\left(v_{s}\right)$ appears as a broad band at $1408 \mathrm{~cm}^{-1}$ (MacCarthy and Rice, 1985; Mayo et al., 2004). The band at $1151 \mathrm{~cm}^{-1}$ could come from overlap of the vibrational coupling of C-O stretching of carbohydrate and ester compounds (Mayo et al., 2004; Stevenson and Goh, 1971), the shoulders at lower wavenumber of the C-O stretching could be contributed to the $\mathrm{Si}-\mathrm{O}, \mathrm{S}=\mathrm{O}$, and $\mathrm{P}=\mathrm{O}$ stretching of silica, sulfate and phosphate respectively (Nakamoto, 1963). The normalized FTIR spectra averaged across the five seasons (Fig. 4.3) show some differences between the SF sample and its corresponding HMW and LMW fractions. The HWM spectrum shows higher absorption of the asymmetric de-protonated carboxyl stretching $\left(v_{\text {as }}\right)$ band around $1630 \mathrm{~cm}^{-1}$ and much lower absorption in the band around $1151 \mathrm{~cm}^{-1}$ relative to the SF sample. The LMW spectrum has higher band absorptions around $1720 \mathrm{~cm}^{-1}$ (the $\mathrm{C}=\mathrm{O}$ stretching of the protonated carboxylic acid) and approximately $1151 \mathrm{~cm}^{-1}$ but lower absorption of the $v_{\text {as }}$ stretching than the SF spectrum.


From the averaged FTIR data, I conclude that the HMW DOM has a higher relative concentration of de-protonated carboxylic groups while the LMW DOM has more protonated carboxylic groups. This is in agreement with the average pH as LMW DOM has a slightly lower $\mathrm{pH}(3.19 \pm 0.07)$ than HMW DOM $(\mathrm{pH} 3.35 \pm 0.05)$. The difference in protonation cannot be attributed to differences in ionic strength (e.g. $\mathrm{Na}^{+}$ concentration) (Stevenson and Goh, 1971) between the two fractions. If ionic strength were involved (for example, through the formation of sodium adducts), the LMW fraction, which is not diafiltered like the HMW fractions, should have a higher percentage of de-protonated carboxylic groups. The presence of a shoulder around 980 $\mathrm{cm}^{-1}$ (stretching of $\mathrm{Si}-\mathrm{O}, \mathrm{S}=\mathrm{O}$, and $\mathrm{P}=\mathrm{O}$ ) in LMW and its absence from the HMW fraction is additional evidence of higher salt content in LMW relative to HMW DOM. To clarify the possible effects of diafiltration on the asymmetric stretching ( $v_{\mathrm{as}}$ ) of the HMW fraction, I performed FTIR on the HMW fraction from November 2006 before and after diafiltration (data not shown); no significant difference in $v_{\text {as }}$ was observed.

The other main difference between the average FTIR spectra of HMW DOM and LMW DOM is a shift in the asymmetric de-protonated carboxyl stretching ( $v_{\mathrm{as}}$ ) band of the average HMW DOM to a wavenumber $10 \mathrm{~cm}^{-1}$ lower than in the LMW fraction. Knowing that the $v_{a s}$ is very sensitive to any change in the chemical structure of carboxylic compounds (Hay and Myneni, 2007), the shift could possibly attributed to differences in the chemical structures of the carboxylic compounds of the HMW relative to LMW fractions (Hay and Myneni, 2007) or, perhaps, to an increase in bidentate chelation of the carboxylic groups by metal in the HMW fraction relative to LMW DOM. (Deacon and Phillips, 1980).

Principal component analysis (PCA) of the FTIR spectra shows that the first two principal components (PC) account for $92 \%$ of the variability among the FTIR spectra (Fig. 4.4). The PC-1 scores (along the x -axis in Fig. 4.4) clearly separate the HMW and LMW fractions, indicating their differences in chemical composition, while the sterilefiltered samples, as might be expected, appear intermediate in composition between the HMW and LMW fractions. Plotting the PC-1 loadings spectra (Fig. 4.5) illustrates the differences in the chemical composition of the Dismal Swamp between the different fractions of DOM and, to a smaller extent, between seasons. The loadings spectra show that the HMW samples (and a subset of the SF samples) have a greater contribution from de-protonated carboxyl groups as indicated by $v_{\text {as }}$ at $1630 \mathrm{~cm}^{-1}$ and $v_{\mathrm{s}}$ at $1405 \mathrm{~cm}^{-1}$ (MacCarthy and Rice, 1985; Mayo et al., 2004). The negative y-axis of PC-1 shows that the LMW samples and SF-3 are distinguished by higher C-O stretching at $1151 \mathrm{~cm}^{-1}$ and could be higher in silicate and sulfate concentration based upon symmetric S-O stretching at $980 \mathrm{~cm}^{-1}$ and Si-O bending at $620 \mathrm{~cm}^{-1}$ (Nakamoto, 1963). From PCA, therefore, the HMW fraction appears to have higher carboxylic contents than the LMW fraction, while the LMW fraction has higher carbohydrate contents than the HMW DOM. Chemically, the sterile-filtered (SF) material is intermediate between its two fractions.


Fig. 4.4. Principal component analysis for FTIR spectra normalized to the total area of absorbance. Symbols are: $\mathrm{SF}=$ sterile-filtered sample, $\mathrm{HMW}=$ ultrafiltered high molecular weight DOM and LMW = ultrafiltered low molecular weight DOM and numbers indicate sampling season as shown in Table $4.1(-1=$ Nov. $05 ;-2=$ Feb. 06; $-3=$ May. 06; $-4=$ Aug. $06 ;-5=$ Nov. 06). Ovals are qualitative and indicating groupings of sample types; they are not part of statistical analysis.


Fig. 4.5. Loading of the FTIR wavenumber along the principal component PC-1.

As carboxylic content appeared to be a major component in the structural variations among my Dismal Swamp DOM samples, I decided to further investigate its relationship with styrene solubility. To do so I integrated the area from $1860 \mathrm{~cm}^{-1}$ to 1500 $\mathrm{cm}^{-1}$ within the normalized FTIR spectra by using the perpendicular drop method with baseline correction. The resulting area should account for most of carboxylic content because it contains the bands at $1720 \mathrm{~cm}^{-1}$ and $1630 \mathrm{~cm}^{-1}$ that represent protonated and
de-protonated carboxylic groups, respectively. Previously, Celi et al (1997) showed a good correlation in the total absorbance of carboxyl groups in that region of the FTIR spectra and carboxyl content determined by wet chemical methods. A plot of carboxylic carbon area relative to $\mathrm{C}_{0}$ (Fig. 4.6) reveals a significant positive correlation (based upon t-testing using a significance level $\alpha$ of $5 \%$ ) between the carboxyl area and the amounts of styrene per mole of DOC $\left(r^{2}=0.80\right)$ when all the sample fractions were analyzed together. The $r^{2}$ of the correlation for SF samples alone was 0.58 , not significant at an $\alpha$ of $5 \%$, while the HMW samples and LMW samples both showed significant correlations, with $r^{2}$ values of 0.87 and 0.94 respectively.

## 4. CONCLUSIONS

The ${ }^{13} \mathrm{C}$-label method presented here for determining the enhanced aqueous solubility of organic compounds by natural aqueous DOM is a promising new tool for investigating the reactivity of DOM. Relative to existing approaches, this method offers the advantage of great sensitivity and flexibility and can be tuned to provide maximum isotopic difference for a given range of model compound solubilities and initial natural DOC functionalities. My use of this method coupled with FTIR analysis provides insights into the relationship between aqueous DOM reactivity (in this case, enhancement of styrene solubility) and structure across seasons in a terrestrially-dominated swamp system. My FTIR and solubility enhancement results are consistent with those of Chiou et al. (1986) in showing that higher molecular weight fractions of natural organic matter are more effective in enhancing the solubility of hydrophobic compounds but highlight the importance that the organic composition of the DOM plays. The change in the


Fig. 4.6. The correlation between the area under the carboxyl peak of the normalized FTIR spectra and the amounts of styrene partitioned into unit mole of DOC ( $\mathrm{C}_{0}$ ). Sterilefilter SF ( $\mathbf{\Delta}$ ), high molecular weight, HMW ( $\bullet$ ) and low molecular weight LMW ( $\boldsymbol{\square}$ ) of Dismal Swamp for the five seasons.
carboxyl contents between the seasons and DOM fractions is significantly correlated with the observed amounts of styrene partitioned into unit mole of DOC $\left(\mathrm{C}_{\mathrm{o}}\right)$. That carboxylic acids can interact with styrene in aqueous solutions has been well demonstrated in the
polymer field, where the interactions have been exploited in surfactant-free styrene copolymerization (Ceska, 1974).

My solubility enhancement results and FTIR spectra also indicate, as concluded by Assemi and co-workers (2004) as well, that ultrafiltration is not merely a pure physical separation but involves a chemical separation as well. How much the chemical separation is due to actual size differences of the DOM components and how much is due to chemical interactions with the ultrafiltration membrane is a matter of current research interest and should be further studied. By continuing these solubility studies with more model compounds of varying functionality with DOM samples from different aquatic environments (e.g., terrestrial and marine), I hope to come to a more complete understanding of DOM chemistry and the role it plays in fate of discrete organic molecules.

## CHAPTER V

## CONCLUSIONS AND FUTURE WORK

## 1. CONCLUSIONS

### 1.1. Chemical characterization of HMW-DOM

Coupling FTIR and ${ }^{13} \mathrm{C}$-NMR analyses is a powerful way to investigate the qualitative changes of major compound classes in complex organic matter mixtures such as those seen in estuarine DOM. It appears especially useful in investigating carboxylic acid, amide and ester compositions. Although DOC measurements reveal a net loss in the DOC along my transect, the quantitative measurements of individual functional groups showed a more detailed picture concerning the changes in chemical composition and greater insight into DOM's possible sources and reactivity. For example, carbohydrate, and amide carbon percentages showed a net source in the middle of the transect which could indicate autochthonous DOM inputs, either directly or from the confluence of the Elizabeth River branches and the James River. Conversely, carboxylic acids and aromatic compounds showed a net loss through the estuary most likely due to a combination of flocculation and photoxidation processes. Interestingly, iron complexed to carboxylic acids appears to be lost between the Dismal Swamp and the low-salinity GB site.

Applying the $2^{\text {nd }}$ derivative to FTIR spectra resolved many overlapped peaks and gave more details about the chemical structures of the DOM functional groups. One of the interesting points that results is the availability of three different pools of deprotonated carboxylic acids in Dismal Swamp: one of them is complexed with iron and
disappears between the DS and GB sites; the second pool appears biogeochemically reactive and its signal decreases down-estuary, while the third pool seems to be refractory and has the potential to be exported to and accumulate within the open ocean. The ester compounds show different chemical structures between my two transect end members; a five member ring ester ( $\gamma$-lactone) was the dominant ester in the Dismal Swamp, while the highly aliphatic ester and acetate ester functional groups are the major ester in the other estuary/marine sites.

From both $\mathrm{C} / \mathrm{N}$ and $\delta^{13} \mathrm{C}$, I notice that the transformation of the HMW-DOM through the transect varies in three salinity regions. The first is the Dismal Swamp region (salinity of zero), which has a seasonal average $\mathrm{C} / \mathrm{N}$ ratio of 52.33 and a $\delta^{13} \mathrm{C}$ seasonal average value of ( $-27.24 \%$ ) which both are typical signals for C3 vascular-plant DOM sources. The second region, after salinity of zero until salinity of 20 , has average values of 20.85 and $-26.22 \%$ for the $\mathrm{C} / \mathrm{N}$ ratio and $\delta^{13} \mathrm{C}$ respectively. The third region, with salinity ranging from $>20$ to 32 , is characterized by average values of 11.84 and $23.31 \%$ for the $\mathrm{C} / \mathrm{N}$ atomic ratio and $\delta^{13} \mathrm{C}$ respectively. These regions indicate a dramatic shift in the relative importance of the processes that affect HMW-DOM along the transect from fresh water to the marine end member, where flocculation and the effects of heterotrophic bacteria seem to be the major players in the lower salinity region, but at the higher salinity regions the introduction of new carbon sources by primary production seems to be the major process.

The dramatic transformation from heterotrophic reworking to the effects of autotrophic sources is further supported by applying principal component analysis (PCA) and two dimensional correlation spectroscopy to the ${ }^{13} \mathrm{C}$-NMR spectra of the HMW-

DOM. Moreover, both PCA and 2D correlation demonstrate that the HMW-DOM in the transect consists of three major components have different biogeochemical reactivity. One component looks like heteropolysaccharides (HPS) and is increasing as I move to the marine end member. A second component looks like carboxyl-rich compounds (CRC); the carbon percentage of the CRC like component decreases as I move away from the fresh water end member. The third component contains the major functional groups of amide/amino sugar compounds (AMS) and its carbon percentage stays almost constant regardless of the spatial and seasonal differences along the salinity transect.

The 2D-synchronous map of the FTIR also confirmed the opposite correlation between carboxylic and carbohydrate functional groups and the 2D hetero-spectra correlation between FTIR and ${ }^{13} \mathrm{C}$-NMR verifies my assignments of the carbohydrate and carboxylic bands.

It seems that the HPS and CRC are present in many aquatic environments at different relative ratios, nevertheless, the synchronous and asynchronous 2D correlation map of both ${ }^{13} \mathrm{C}$-NMR and FTIR revealed that each of these components is not composed from compounds that have exact chemical structures but from compounds that share similar backbone structures but have significant functional group differences.

### 1.4. Probing the reactivity of $D O M$

The ${ }^{13} \mathrm{C}$-label method presented here for determining the enhanced aqueous solubility of organic compounds by natural aqueous DOM is a promising new tool for investigating the reactivity of DOM. Relative to existing approaches, this method offers the advantage of great sensitivity and flexibility and can be tuned to provide maximum
isotopic difference for a given range of model compound solubilities and initial natural DOC functionalities. My use of this method coupled with FTIR analysis provides insights into the relationship between aqueous DOM reactivity (in this case, enhancement of styrene solubility) and structure across seasons in a terrestrially-dominated swamp system.

My FTIR and solubility enhancement results are consistent with those of Chiou et al. (1986) in showing that higher molecular weight fractions of natural organic matter are more effective in enhancing the solubility of hydrophobic compounds but highlight the importance that the organic composition of the DOM plays. The change in the carboxyl contents between the seasons and DOM fractions is significantly correlated with the observed amounts of styrene partitioned into unit mole of DOC ( $\left.\mathrm{C}_{\mathrm{o}}\right)$. That carboxylic acids can interact with styrene in aqueous solutions has been well demonstrated in the polymer field, where the interactions have been exploited in surfactant-free styrene copolymerization (Ceska, 1974).

My solubility enhancement results and FTIR spectra also indicate, as concluded by Assemi and co-workers (2004) as well, that ultrafiltration is not merely a pure physical separation but involves a chemical separation as well. How much the chemical separation is due to actual size differences of the DOM components and how much is due to chemical interactions with the ultrafiltration membrane is a matter of current research interest and should be further studied. By continuing these solubility studies with more model compounds of varying functionality with DOM samples from different aquatic environments (e.g., terrestrial and marine), I hope to come to a more complete
understanding of DOM chemistry and the role it plays in fate of discrete organic molecules.

## 2. FUTURE WORK

This dissertation supports the presence of two major components in the HMWDOM that have different biogeochemical reactivity, however, using the 2D-correlation of both ${ }^{13} \mathrm{C}$-NMR and FTIR highlights significant variation within each component as I move along the estuary transect. I think there is a need to understand the chemical variation within each of these components, in order to understand their sources and sinks, which ultimately will help me to have better grasp of the ecological and environmental roles of DOM.

### 2.1. Carboxylic rich compounds (CRC)

My view regarding the reactivity of the carboxylic rich compounds (CRC): They start as compounds (from terrestrial sources) that are rich in carboxylic groups; however as they move through the estuaries the carboxylic groups are cleaved while the rest of the compound remains within the HMW-DOM fraction. With further loses of the carboxylic groups, the compounds (the aliphatic backbone) is removed from the HMW-DOM pool to either the LMW-DOM pool, adsorbtion into the particulate phase or utilization by heterotrophic bacteria. To prove that, I need to analyse the FT-ICR-MS data I have from the HMW-DOM to search for compounds that are similar to CRC model compounds but exhibiting losses of $\mathrm{CO}_{2}$ molecular weight. And also I need to run some of the HMWDOM by HMQC-NMR to prove the presence of the CRC compounds and determine
whether they may have a large CRAM component.
The distribution of CRC compounds in the environment still raise several questions: How they form? What was their original chemical structure? Is the CRC found in the deep ocean coming from land through the estuaries or is it produced in the deep ocean?. By answering these questions will able to estimate the recycle rate of these components, and their ecological and environmental roles.

### 2.2. Heteropolysaccharides (HPS) and amides/amino sugars (AMS)

One of the unresolved questions rising from this dissertation is the reactivity of the amide functional group in estuarine HMW-DOM. Why does it show a relatively constant carbon percentage throughout the estuary and how is it related to the heteropolysaccharides component (HPS). I believe the combination of spectroscopic techniques ( ${ }^{13} \mathrm{C}-\mathrm{NMR},{ }^{1} \mathrm{H}-\mathrm{NMR},{ }^{15} \mathrm{~N}-\mathrm{NMR}$, FTIR) with wet chemical methods of characterization of amino acids and carbohydrate could give me better picture of these changes.

### 2.3. Two-dimensional correlation spectroscopy.

This dissertation demonstrates the power of 2D-correlation in exploring the reactivity and changes in the chemical structure of aquatic DOM. I highly believe that it could open the door to better understanding the effect of different perturbations (temperature, photoxidation, bacterial utilization, pressure, pH , salinity) in the structure of the DOM by using wide varieties of spectroscopic techniques (e.g. NMR, FTIR, mass spectroscopy, UV-visible). Applying 2-D correlation under controlled experimental
conditions (unlike in situ in an estuary) will enable me to get the maximum advantages of the asynchronous spectrum, where I can look at the coincident order of changes of specific functional groups relative to each other.

### 2.4. Probing the reactivity of $D O M$

The ${ }^{13} \mathrm{C}$-label method presented here for determining the enhanced aqueous solubility of organic compounds by natural aqueous DOM is a promising new tool for investigating the reactivity of DOM. Relative to existing approaches, this method offers the advantage of great sensitivity and flexibility and can be tuned to provide maximum isotopic difference for a given range of model compound solubilities and initial natural DOC functionalities. In addition, it could be used as unified method to estimate the interactions of different probes with the same DOM, to be able to combine the results to give me a better understanding of the reactivity and chemical structure of DOM.

My primary results from the interaction of the three dissolved organic matter fractions (Sterile-filter, HMW and LMW) of the Dismal Swamp with other model compounds (dodecanol and decanoic acid) show different reactivities than what I observed with styrene (see Fig. 5.1 and Fig. 5.2).That shows that using different model compounds that have different chemical functional groups will allow me to investigate different DOM functionality characteristics, which will produce better comprehensive understanding of DOM chemical structures and reactivity. In addition, the great sensitivity and flexibility of this method give it the capability to investigate the reactivity of low-DOM-concentration samples such as those found in estuarine and marine DOM.
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## APPENDIX A :

## DOC CONCETRATION TABLES

Appendix Table A.1. Dissolved organic carbon (DOC) concentration, mass balance and HMW recovery
percentage of the November 2005 season (1105).

Appendix Table A.2. Dissolved organic carbon (DOC) concentration, mass balance and HMW recovery percentage of the
February 2006 season (0206).

Appendix Table A.3. Dissolved organic carbon (DOC) concentration, mass balance and HMW recovery percentage of
the May 2006 season ( 0506 ).


Appendix Table A.5. Dissolved organic carbon (DOC) concentration, mass balance and HMW recovery percentage of the

|  | Filtered |  | Law |  | HMW.Vol. |  | Recovery |  | Masshalance |  | HMW- from the cell |  | Recovery from cell |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | uM-C | STD | uM-C | STD | uM-C | STD | $\%$ | STD | $\%$ | STD | ull-C | STD | \% | STD |
| DS. 1106 | 11340 | 233 | 6492 | 124 | 5441 | 158 | 48 | 2 | 105 | 3 | 5441 | 158 | 48 | 2 |
| GB-1106 | 856 | 16 | 426 | 23 | 411 | 32 | 48 | 4 | 98 | 5 | 369 | 45 | 43 | 5 |
| IP-1106 | 438 | 1 | 194 | 17 | 186 | 13 | 42 | 3 | 87 | 5 | 166 | 18 | 38 | 4 |
| CBB-1106 | 281 | 14 | 165 | 13 | 92 | 7 | 33 | 3 | 91 | 7 | 84 | 5 | 30 | 2 |
| OSC-1106 | 189 | 5 | 124 | 6 | 60 | 5 | 32 | 3 | 97 | 5 | 53 | 9 | 28 | 5 |

Appendix Table A.6. Dissolved organic carbon (DOC) concentration, mass balance and HMW recovery percentage of the February 2007 season (0207).

Appendix Table A.7. Dissolved organic carbon (DOC) concentration, mass balance and HMW recovery percentage of


## APPENDIX B:

PEAK FITTING FOR THE CARBONYL AREA OF THE FTIR SPECTRUM



Appendix B. Fig 1 Peak fitting results for the carbonyl area of the FTIR of DS, GB, TP, CBB, OSC from the November 2005 to May 2007 (seven seasons). The red line is the original spectrum, blue line the fitted spectrum, and green line the individual peaks.
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