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ABSTRACT 

ENHANCING SPECTRUM UTILIZATION IN DYNAMIC 
COGNITIVE RADIO SYSTEMS 

Dusadee Treeumnuk 
Old Dominion University, 2012 

Director: Dr. Dimitrie C. Popescu 

Cognitive radio (CR) is regarded as a viable solution to enabling flexible use of 

the frequency spectrum in future generations of wireless systems by allowing unli­

censed secondary users (SU) to access licensed spectrum under the specific condition 

that no harmful interference be caused to the licensed primary users (PU) of the 

spectrum. In practical scenarios, the knowledge of PU activity is unknown to CRs 

and radio environments are mostly imperfect due to various issues such as noise un­

certainty and multipath fadings. Therefore, important functionalities of CR systems 

are to efficiently detect availability of radio spectrum as well as to avoid generating 

interference to PUs, by missing detection of active PU signals. 

Typically, CR systems are expected to be equipped with smart capabilities which 

include sensing, adapting, learning, and awareness concerned with spectrum opportu­

nity access, radio environments, and wireless communications operations, such that 

SUs equipped with CRs can efficiently utilize spectrum opportunities with high qual­

ity of services. Most existing researches working on CR focus on improving spectrum 

sensing through performance measures such as the probabilities of PU detection and 

false alarm but none of them explicitly studies the improvement in the actual spec­

trum utilization. Motivated by this perspective, the main objective of the dissertation 



is to explore new techniques on the physical layer of dynamic CR systems, that can en­

hance actual utilization of spectrum opportunities and awareness on the performance 

of CR systems. 

Specifically, this dissertation investigates utilization of spectrum opportunities in 

dynamic scenarios, where a licensed radio spectrum is available for limited time and 

also analyzes how it is affected by various parameters. The dissertation proposes three 

new methods for adaptive spectrum sensing which improve dynamic utilization of idle 

radio spectrum as well as the detection of active PUs in comparion to the conventional 

method with fixed spectrum sensing size. Moreover, this dissertation presents a new 

approach for optimizing cooperative spectrum sensing performance and also proposes 

the use of hidden Markov models (HMMs) to enabling performance awareness for local 

and cooperative spectrum sensing schemes, leading to improved spectrum utilization. 

All the contributions are illustrated with numerical results obtained from extensive 

simulations which confirm their effectiveness for practical applications. 
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CHAPTER I 

INTRODUCTION 

Wireless communication systems along with the services they provide have become 

an essential component of our daily lives. In recent years, wireless networks have 

become more ubiquitous and less expensive, and there is increasing demand for new 

wireless services and applications beyond cellular telephones and wireless local area 

networks (WLANs). These are equipped with emerging wireless technologies geared 

toward diverse applications that include travel assistance, rescue, weather forecasting, 

mobile entertainment, and a lot more. However, progress toward new wireless systems 

and technologies is hindered by the lack of available radio frequency (RF) spectrum: 

as most of the spectrum has already been allocated it is becoming increasingly difficult 

to find vacant/open frequency bands for new wireless applications and services. 

Cognitive radio (CR) [1,2] is an emerging concept that aims to enable dynamic 

access to the RF spectrum for secondary users (SU) through the reuse of licensed 

frequencies under specific conditions that no harmful interference be caused to the 

licensed primary users (PU) of the spectrum. Specifically, CR systems are expected 

to detect spectrum holes [3] or idle frequency bands that are not actively used by PU, 

to take advantage of them for providing service to SU, and to release them to the PU 

upon request. 

In this chapter, a brief review of CR systems is given in Section 1.1. Section 1.2 

and 1.3 present background material on energy detection and hidden Markov models, 

respectively, which are key concepts used in this dissertation. The problems studied 
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along with the main contributions of the dissertation are formally stated in Section 1.4, 

with the dissertation outline in Section 1.5. 

1.1 COGNITIVE RADIO SYSTEMS 

The CR concept was introduced by Joseph Mitola in his doctoral research in the 

early 2000s [4]. The idea of CR was originated from the existence of software defined 

radio (SDR) in which modulation and demodulation parts are programmable and 

adaptable [5,6]. 

CR has attracted a lot of attention and the term cognitive radio has been in­

terpreted in diverse meanings. In the US, the Federal Communications Commission 

(FCC) defines CR as "A radio or system that senses its operational electromagnetic 

environment and can dynamically and autonomously adjust its radio operating param­

eters to modify system operation, such as maximize throughput, mitigate interference, 

facilitate interoperability, access secondary markets" [7,8]. Thus, CR is an intelligent 

technology that is expected to not only solve the spectrum scarcity problem but also 

to increase quality of service of wireless systems with smart capabilities. 

Typical capabilities of CR include spectrum sensing, spectrum management, and 

spectrum sharing [9]. Spectrum sensing is used to identify licensed spectrum bands 

that are underutilized or not actively used by PUs. Spectrum management allows 

CRs to appropriately select the best frequency band among multiple idle frequency 

bands identified by the spectrum sensing process. Spectrum sharing enables CRs to 

share spectrum opportunities with multiple CRs as well as PUs in order to achieve 

high spectrum utilization efficiency. Among these functions, spectrum sensing plays 
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a critical role in CR systems because it is the first process of CR spectrum utilization. 

A brief review of spectrum sensing techniques used in CR systems is given as follows. 

1.1.1 SPECTRUM SENSING 

1. Energy Detection: Energy detection [10] is a non-coherent sensing technique 

which does not require a priori knowledge of PU signals. The concept is that 

energy of the received signal is first estimated and then compared to a specified 

threshold resulting in a binary output decision. More details of energy detection 

in CR spectrum sensing are given in Section 1.2. 

2. Waveform-based Detection: Unlike energy detection, this type of sensing tech­

nique [7,11] requires knowledge of the PU's waveform patterns transmitted 

such as preambles, midambles, spread sequences, and so on. These patterns 

are generally used for synchronization, medium access control (MAC) or other 

purposes in wireless communication systems. The concept is that the detector 

correlates the received signal with a known waveform pattern of the PU signal. 

The output decision is performed by comparing the result of correlation with a 

predetermined threshold. High correlation result above the threshold will infer 

the presence of the PU. The sensing performance can be improved when the 

length of the known waveform pattern increases [7]. In CR systems, the knowl­

edge of PU signals is very limited such that the use of this sensing technique 

may not be applicable in many instances. 

3. Cyclostationary Detection: This sensing technique [7,12-16] exploits periodic­

ity features of the received signal autocorrelation to distinguish between the 
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PU signal and noise. The key concept is that PU signals are generally cyelosta-

tionary, which embeds periodical features into their statistics due to sinusoidal 

carriers, modulation schemes, or spreading codes while noise is in general wide-

sense stationary, with no specific correlation features. Employing the cyclic 

spectral density (CSD) function, cyclostationary detection can distinguish dif­

ferent types of PU signals as well as noise. This sensing technique is robust to 

noise uncertainty. However, it requires prior knowledge of PU signals and has 

high computational complexity. 

1.1.2 COOPERATIVE SPECTRUM SENSING 

The spectrum sensing techniques discussed in Section 1.1.1 are applied locally at 

individual receivers where their sensing performance can be severely degraded by noise 

uncertainty, multipath fading, and shadowing in practical scenarios. In particular, 

local spectrum sensing is affected by the hidden node problem where a SU falsely 

infers the absence of a PU because the PU signal is received at the SU through a 

degraded channel. As a consequence, the SU unintentionally causes interference to 

the PU. Cooperative spectrum sensing where multiple SUs cooperate to decide if a 

PU signal is present or not [9,17,18] is a promising approach to solving the hidden 

node problem as well as to improving the performance of spectrum sensing. 

Generally, cooperative spectrum sensing can be classified into 3 categories as 

shown in Fig. 1 [17]. 

1. Centralized Cooperative Sensing: In this category [17, 19-23], a central SU 

called fusion center (FC) is responsible for collecting local sensing reports from 
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PU 

SU SU 

SU 

FC 

SU 
SU 

PU 

SU SU 

SU 
SU 

(a) Centralized cooperative sen- (b) Distributed cooperative sen­
sing sing 

(c) Relay-assisted cooperative 
sensing 

Fig. 1: Classification of cooperative spectrum sensing. 

cooperating SUs via report/control channels and decide on the presence of the 

PU based on a data fusion rule. The FC then reports a fused decision to all 

cooperating SUs. 

2. Distributed Cooperative Sensing: Without employing a FC, cooperative SUs 

in this cooperative sensing category [7,17,24-26] exchange their local sensing 

information with each other. Each SU makes a decision based on combining its 
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local decision with decision data received from other SUs. 

3. Relay-Assisted Cooperative Sensing: Some cooperative SUs in the system may 

experience poor communications channels to report their data to the FC. Using 

relay-assisted cooperative sensing [17,27-29] , these cooperating SUs can relay 

their local sensing data to the FC via their neighbors instead of direct report. 

1.2 ENERGY DETECTION 

Energy detection [10] is a widely used signal processing technique for spectrum 

sensing. Its popularity is due to the fact that it does not require prior knowledge of PU 

signals and it has low complexity [7]. The idea behind energy detection is to evaluate 

the energy in a given frequency band and to compare it against a specified threshold. 

The band is said to be idle if the estimated energy is below the specified threshold and 

occupied if the corresponding energy value is above the threshold. Energy detection 

for spectrum sensing in CR systems has been used in many approaches [30-33]. 

To introduce the energy detection technique for spectrum sensing, let us start by 

considering the two possible hypotheses in a CR system: Hq and H), corresponding 

to the absence, respectively presence, of a PU. The discrete received signal y(n) at 

the CR under the two hypotheses is written as: 

where s ( n ) denotes the transmitted PU signal, h  denotes the channel gain between the 

PU and SU, w(n) denotes the additive white Gaussian noise (AWGN) with zero mean 

and variance cr^, and n denotes the sample index. It is assumed that the sensing time 

w ( n )  for H0 

y ( n )  =  (1.2.1) 

h  •  s { n )  +  w ( n ) ,  for H i  
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is much smaller than the coherence time of the channel. Therefore h can be assumed 

to be constant during the sensing process. 

In energy detection, the test statistic for distinguishing between the two hypothe­

ses H0 and H} is: 

where W denotes the number of samples for energy estimation and A denotes the 

decision threshold. It should be noted that W is regarded as the sensing window of 

the energy detection. 

According to Parseval's Theorem [34, Sec. 7.2.3], an energy detector can be im­

plemented by using samples of the received signal in either time or frequency domain. 

Let Y(k) be the discrete Fourier transform (DFT) of the discrete time received signal 

y(n) with length W. The theorem states that: 

Therefore, two basic structures of energy detection are shown in Fig. 2 [35]. 

Let 7 be the signal-to-noise ratio (SNR) at the CR, which is defined as: 

where a j  =  E { [ h  • s(n)]2} denotes the PU signal variance. It is noted that when W  

is sufficiently long the tail of the test statistic Ty's pdf can be approximated by that 

of a normal distribution corresponding to the hypothesis that is true [30], that is: 

w-i 
A (1.2.2) 

(1.2.3) 

(1.2.4) 
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Fig. 2: Basic block diagrams of CR energy detector. 

where 2) denotes a Gaussian distribution with mean n and variance a1. Gen­

erally the performance of spectrum sensing is evaluated through the probability of 

detection - P,i - which is the probability of correctly detecting an active PU and the 

probability of false alarm - Pj - which is the probability of incorrectly classifying a 

given band as occupied when no PU is active. The probabilities of detection Pd and 

false alarm Pj are then computed as [30]: 

> * i (L2'5) 

P, = P{Tt > A I //„} = Q(^=) <1*6) 
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where Q(-)  denotes the complementary cumulative distribution function which is de­

fined as [36, Sec. 2.2.1]: 

It is noted that a high value for P,i implies a high capability of the CR to avoid 

interference with the active PU, while a low Pf value implies a high capability of the 

CR to utilize spectrum opportunities. 

1.3 HIDDEN MARKOV MODELS 

The theory of Hidden Markov Models (HMMs) was published by Baum and col­

leagues in the late 1960s [37-40]. Since the late 1980s, the concept of HMMs has been 

extensively adopted to speech and image recognition research areas [41]. Recently, 

HMMs have attracted the attention of researches working on CRs. In [42-44], HMMs 

are applied to blind spectrum sensing. In [45], the existence of Markov chain for 

sub-band utilization is experimentally validated and HMMs are used to predict the 

true states of a sub-band. The use of HMMs for channel state prediction is stud­

ied in [46-50]. In [51,52], sequence detection algorithms are proposed for spectrum 

sensing based on modeling PU access pattern with HMMs and in [53-55], HMMs are 

applied to dynamic spectrum access. In this dissertation, the theory of HMMs is ap­

plied to studying the performance awareness and evaluation of CR spectrum sensing 

which is a novel application different from previous works. 

A HMM is a Markov model that describes a system's output sequence whose 

actual states are unknown or hidden but observable through the sequence [41]. Let 

S={S\,..., SN} be the state space having N possible states and qt be the actual state 

(1.2.7) 
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at time instant t. An important property of the first order Markov chain is that the 

state at any time t depends only on the last state: 

P[qt = Sj | qt-1 = Sit qt-2 = Sk, •••} — P[qt = Sj | qt-1 = $] 

The idea behind HMMs is that they can represent the statistical behavior of an ob­

servable stochastic sequence in terms of probabilistic state transitions. An observable 

symbol of each sequence can either stay in the same state or transit to another state 

depending on the state transition probabilities which are not given but computable 

with a given set of observable symbol sequences. 

Elements of an HMM 

The complete parameter set that describes an HMM is </? = ( A ,  B ,  n )  whose ele­

ments are described below: 

• N: The number of states in the system. It is noted that the number of HMM 

states is not known exactly, but with some physical clues about the stochastic 

process, a suitable number of states can be assumed. 

• M: The number of distinct observation symbols per state. 

• AIVXJV = {a?;7}: The state transition probability matrix. Element ai3 of the 

matrix is expressed as al? = P{qt+1 — j \ Qt = i} for 0 < i,j < N — 1, where 

qt denotes the state at sequence index i, with the constraints: 0 < ajj < 1 and 

E.^01 aij = 1 for 0 < i < N - 1. 

• BM x N  = { b j ( k ) } :  The observation symbol probability matrix. Element b j ( k )  of 

the matrix is the probability that the HMM system will generate the observable 
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symbol Vk at state j  and sequence index t  and is formally defined as b j ( k )  =  

P{Ot = Vk | qt = j} for 0 < j < N — 1, 0 < k < M — 1, where Vk = k. The 

elements bj(k) are also known as the emission probabilities [56]. 

• Tixiv = {^Ti}: The initial state probability vector, where ixl = P{qi = i}, for 

0 < i < N — lis the probability that the first state will be state i. 

Types of HMMs 

Various types of HMMs can be specified by the number of states N and their 

corresponding state transition probability matrix /I/v x ;v • Two examples of HMM 

types are shown in Fig. 3. Fig. 3(a) shows a 2-state ergodic HMM the two states of 

(a) A 2-state ergodic HMM 

(b) A 3-state left-right HMM 

Fig. 3: Examples of HMM types. 
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which are fully connected while Fig. 3(b) shows a 3-state left-right HMM. Their state 

transition probability matrices are given by: 

" " Qoo ®01 &02 
&00 &01 

^2x2  — > ^3x3 — 0 an a12 

G10 an 
L -J 0 0 a22 

Three Basic Problems for HMMs 

Given the observation sequence O = j\i<t<T, where T is the observation length, 

there are three problems needed to be solved for HMMs: 

(1) Given the parameter set 99, how can we compute the likelihood or the probability 

of the observed sequence given parameter set, P(0 \ </?), efficiently. 

(2) Given the parameter set t p ,  how can we determine the optimal state sequence 

Q = {cit},\<t<T corresponding to the observation sequence O. 

(3) How can we estimate the parameter set </? to maximize the likelihood P ( 0  |  ( p ) .  

It should be noted that these three problems are important in applying HMMs to 

practical applications including the ones presented in this dissertation. 

1.4 DISSERTATION MOTIVATION AND CONTRIBUTIONS 

CR is an intelligent technology that enables efficient usage of temporarily un­

occupied radio frequencies along with enhancing service quality with cognitive and 

adaptive capabilities. With this perspective, the physical layer of CR systems is ac­

counted as the most important part that provides sensing, adapting, and awareness 



capabilities concerned with spectrum opportunities, radio environments, communi­

cation operations, and so on. Research in the CR physical layer is still open for 

new techniques that can enhance spectrum utilization. However, most existing works 

focus on improving spectrum sensing performance of CR systems without explicitly 

considering actual utilization of spectrum holes. It is noted that the work in [57] 

which presents a method for adapting the sensing window size of the energy detector 

based on a sequential shift chi-square test (SSCT) but does not consider actual uti­

lization of spectrum holes. Other works discussing CR in dynamic spectrum sensing 

are [58], which proposes the use of a side detector to monitor when a PU becomes 

active and adjusting the sensing window accordingly, and [59] which presents an ex­

perimental study of adaptive energy detection, neither of which consider the impact 

of the sensing overhead in the utilization of spectrum holes. 

It is also noted that the work in [60] which analyzes the impact of the sensing 

overhead on the spectrum hole utilization, as well as the work in [30] which studies 

the tradeoff between the sensing duration and achievable CR throughput. To the best 

of our knowledge, research that explicitly studies and improves the actual utilization 

of spectrum holes by CR is not available in the literature, which motivates the work 

in this dissertation. The main objective of the dissertation is to explore new methods 

on the physical layer of CR systems, that can efficiently enhance spectrum utilization 

along with improving sensing performance and awareness of dynamic CR systems. 

The contributions of the dissertation are presented as follows: 

• Analyzing Spectrum Utilization in Dynamic Scenarios: 

This dissertation defines a formal measure for CR spectrum hole utilization 
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which depends on the size of the spectrum sensing window and on the actual 

duration of the spectrum hole and analyzes the effects of sensing window dura­

tion on the spectrum hole utilization. This dissertation also proposes an energy 

detector with adaptive sensing window that can improve the spectrum hole 

utilization and probability of detection in dynamic CR systems. 

• Optimizing Sensing Window for Improved Spectrum Utilization: 

This dissertation proposes methods for adapting the size of energy-based spec­

trum sensing window that improves the detection of PU signals as well as the 

utilization of spectrum opportunities, based on jointly optimizing the spectrum 

hole utilization and probability of detection in dynamic CR systems. 

• Optimizing Performance of Cooperative Sensing for Increased Spec­

trum Utilization: 

This dissertation introduces a new metric for evaluating the performance of co­

operative sensing that includes both the detection capability of PU signals and 

the utilization of spectrum holes and also presents numerical results showing 

that the proposed metric can be used for optimizing performance of cooperative 

spectrum sensing leading to enhanced spectrum hole utilization in dynamic CR 

systems. 

• Using Hidden Markov Models to Evaluate Sensing Performance of 

CR systems: 

This dissertation presents the use of HMM to describe the output of energy-

based local spectrum sensing and cooperative spectrum sensing, and specifically 

proposes a new method based on HMM, that enables performance evaluation 
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and awareness for both local and cooperative spectrum sensings in dynamic CR 

systems. 

1.5 DISSERTATION ORGANIZATION 

The organization of this dissertation is shown in Table 1. Chapter II evaluates 

utilization of spectrum holes with energy-based spectrum sensing in dynamic CR 

systems and defines a formal measure for spectrum hole utilization. Specifically, this 

chapter presents a heuristic method for adapting the size of the spectrum sensing 

window that improves the probability of detection of an active PU as well as the 

actual utilization of spectrum holes when compared to a scheme with fixed sensing 

window size. 

Chapter III presents optimizing the sensing performance of energy-based spectrum 

sensing with its sensing window size in dynamic scenarios and proposes methods 

for adapting the size of energy-based spectrum sensing window that improves the 

Table 1: Organization of the dissertation. 

Chapter I 
Introduction 

Chapter II Chapter III Chapter IV Chapter V 
Spectrum Hole Sensing Window Optimizing Using HMM for 
Utilization in Adaptation Performance of Performance 

Dynamic Scenarios Techniques Cooperative Sensing Evaluation of CR 

Chapter VI 
Conclusions and Future Research 



detection of PU signals as well as the utilization of spectrum opportunities, based on 

optimization between the probability of detection and spectrum hole utilization. 

Chapter IV investigates the performance of cooperative sensing in dynamic CRs, 

by considering the time delay introduced by a CR fusion center (FC) for processing 

of the local sensing information. Specifically, this chapter introduces a new metric for 

evaluating the performance of cooperative sensing that includes both the probability 

of detection and the spectrum hole utilization, and presents numerical performance 

studies in dynamic scenarios where the activity of the PU changes in time and/or is 

affected by fading, such that optimal cooperative sensing performance can be achieved 

through the use of the metric. 

Chapter V presents the use of HMM to describe the decision output of locally 

energy-based spectrum sensing which relies on accurate estimation of the noise energy 

as well as to describe the decision output of cooperative spectrum sensing which relies 

on local sensing information of cooperative CRs, and also proposes a HMM-based 

method that uses the history of sensing decisions to estimate the sensing performance 

in terms of the probabilities of detection and false alarm for both local and cooperative 

spectrum sensing in practical scenarios where radio environments are not perfect. 

Chapter VI concludes all the work in this dissertation with final remarks and 

proposes some interesting directions for future research. 

The results in this dissertation have been presented at various IEEE conferences 

and submitted for journal publication. The study presented in Chapter II was pre­

sented in part at the 2012 IEEE Radio and Wireless Symposium (RWS'12) [61] and 

also the 2012 IEEE International Conference on Communications (ICC'12) [62]. The 
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work presented in Chapter III was presented in part at the 2012 IEEE Global Telecom­

munications Conference (GLOBECOM'12) [63] and also submitted for publication in 

the IEEE Transactions on Wireless Communications [64], The work presented in 

Chapter IV was submitted to the 2013 IEEE International Conference on Commu­

nications (ICC'13) [65]. The results presented in Chapter V was presented in part 

at the 44th Conference on Information Sciences and Systems (CISS'12) [66] and also 

submitted to the IEEE Communications Letters [67]. 
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CHAPTER II 

SPECTRUM HOLE UTILIZATION IN DYNAMIC 

SCENARIOS 

Cognitive radio systems are expected to detect spectrum holes [3] or idle frequency 

bands that are not actively used by PU, to take advantage of them for providing 

service to SU, and to release them to the PU upon request. It should be noted 

that, taking advantage of a spectrum hole that is available only for a limited time 

(between two PU transmissions) involves two distinct steps: first, a spectrum sensing 

procedure is employed to determine the availability of the spectrum hole, followed 

by the actual utilization of the spectrum hole. Thus, the duration of the spectrum 

sensing procedure directly affects the actual utilization of the spectrum hole: the 

longer the duration of the spectrum sensing is, the shorter the actual utilization of 

the spectrum hole will be as illustrated in Fig. 4. 

#1 

#2 

Fig. 4: Sensing versus hole utilization time for a spectral hole with finite duration. 

In this chapter, energy detectors are considered for spectrum sensing and how the 

size of.spectrum sensing window affects the utilization of spectrum holes is analyzed. 

A new method is proposed for adapting the size of the spectrum sensing window that 

improves both the detection of the spectrum holes as well as their actual utilization. 

Hole 

Utilizing 

Utilizing 



In this direction, it is noted that the related work in [68] which defines the spectrum 

hole utilization efficiency and the work in [57] which presents a method for adapting 

the sensing window size of the energy detector based on a sequential shift chi-square 

test (SSCT) but which does not consider actual utilization of spectrum holes. Other 

related references discussing adaptive spectrum sensing based on energy detection 

in dynamic scenarios are [58], which proposes the use of a side detector to monitor 

when PU become active and adjust the sensing window accordingly. Also, [59] which 

presents an experimental study of adaptive energy detection, and [69] studies maxi­

mizing spectrum utilization in relation with the data transmission duration, neither 

of which consider the impact of the sensing overhead in the utilization of spectrum 

holes. It is also noted that the work in [60] which analyzes the impact of the sensing 

overhead on the spectrum hole utilization, as well as the work in [30] which studies 

the tradeoff between the sensing duration and achievable CR throughput. 

The rest of the chapter is organized as follows: the system model is introduced and 

the problem is formally stated in Section II. 1, followed by the definition and analysis 

of spectrum hole utilization in Section II.2. The description of the proposed spectrum 

sensing technique with adaptive sensing window size is presented in Section II.3. In 

Section II.4, numerical results obtained from simulations are presented and concluding 

remarks are in Section II.5. 

II. 1 SYSTEM MODEL 

The sequence {Ai} of spectrum holes is considered, as shown schematically in 

Fig. 5. The duration of spectrum hole Ai denoted by Di is determined by the time 
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Fig. 5: Sensing spectrum holes with finite duration in discrete time domain. 

interval between two consecutive PU transmissions. {Pi} denotes a sequence of PU 

transmissions and it is noted that appearance of Ai implies the absence of Pt during 

that period of time. It is assumed that the duration of a spectrum opportunity {Ai} 

is exponentially distributed with mean /JL, and that the time between two consecutive 

spectrum opportunities has a Poisson distribution with mean r. 

Energy-based spectrum sensing is considered with a variable sensing window and 

is used to determine the availability of spectrum holes, as shown in Fig. 6, and the 

d i s c r e t e  r e c e i v e d  s i g n a l  y ( n )  i s  c o n s i d e r e d  a t  t h e  C R  u n d e r  t h e  t w o  h y p o t h e s e s :  H 0  

and Hi according to Eq. (1.2.1). Energy estimation and decision are made by using 

Eq. (1.2.2). 

It is noted that the value of the sensing threshold A used for making the decision 

is obtained from the desired performance of the energy detector by imposing specific 
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Fig. 6: Energy detector with adaptive sensing window. 

values for and/or Pf: a large value of the probability of detection Pa (or equiv-

alently a small value of the probability of missed detection Pm = 1 — P(i) implies 

accurate detection of active PU transmissions, while a low value of the probability 

of false alarm Pf implies accurate detection of spectrum holes [30]. Thus, one can 

achieve both good detection performance and high utilization of the spectrum holes 

by setting the probability of missed detection Pm = 1 — Pd equal to the probability 

of false alarm Pf. Using Eq. (1.2.5) and Eq. (1.2.6), the optimal threshold A is then 

computed as follows: 

Prn( A) = Pf{ A) (II.l.l) 

where ra0 and (70 denote the mean and standard deviation of the normal distribution 

corresponding to Ho, repectively, while m\ and (j\ denote the mean and standard 

deviation of the normal distribution corresponding to Hi, repectively, i.e., 

m0 = a2
w, oQ = ol^2]W (II.1.3) 

mi = (l + 7)(T^, ax = alVi1 + 2t) 2/W (II.1.4) 
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Since Q ( — x )  =  1 —  Q ( x )  and Q ( x ) is a monotonically decreasing function, it is then 

written: 

-A + m2 A — m0 
(II.1.6) 

oi a o 

m0a i + micro 
A 

C"0 + CTl 

gj, V(1 + 27) 2/W + <(1 + i ) s / y w  

_ (v^l + 27 4- (1 + 7)) 

1 + v/1 + 27 

= <1 + rwTT )̂ (IIL7> + Vi + 27 

and. after some algebra, we obtain: 

f 

<*10- + 7/2), 7 < 1 

A — <7.,, (1 + r + V /T+27'  
(II. 1.8) 

+ VrT^)' 7 > 1 

It is noted that the threshold derived is not a function of the sensing window size W .  

To study the utilization of spectrum holes in dynamic scenarios, it should be noted 

that the size of the spectrum sensing window, W, is a significant factor: 

• If W is too short, the performance of energy estimation will be less accurate 

and may result in low P^, especially in the low SNR regime. 

• Extending W  will result in more accurate estimation of the signal energy and 

improved sensing performance [70,71]. However, if W becomes too long, it can 

result in missed detection of utilizable spectrum holes as shown in Fig. 7 for 

window #1. 



23 

PU 

Spectrum Hole 

I 
PU 

Spectrum Hole 

I 
PU 

Sensing wir 

Time 

Threshold 

t 
Energy #1 Energy #2 Time 

Fig. 7: Illustration of how a long spectrum sensing window may miss spectrum holes 
with short duration (sensing window #1), or not identify them in time for utilization 
(sensing window #2). 

• Even when W  correctly identifies a spectrum hole, the duration of the spectrum 

hole may be too short for the SU to utilize it before a new PU transmission 

requests again the spectrum, as shown in Fig. 7 for window #2. 

Given the importance of the sensing window size W  in reliably detecting active 

PU signals as well as in the actual utilization of available spectrum holes in dynamic 

scenarios, a formal measure is defined for spectrum hole utilization which depends on 

the size of the spectrum sensing window and on the actual duration of the spectrum 

hole. This chapter analyzes spectrum hole utilization that is influenced by the sensing 

window size and presents a novel technique for spectrum sensing which uses an adap­

tive sensing window with variable size as shown in Fig. 6. The proposed technique 

improves Pd and enables increased utilization of the spectrum holes. 

II.2 SPECTRUM HOLE UTILIZATION 

In this section, the effect of the sensing window size on the utilization of spectrum 

holes in dynamic scenarios is studied by assuming that the energy detector identifies 



spectrum holes using a sensing window with variable size. In addition, it is assumed 

that the sequence of occurrences of active PU transmissions and spectrum holes is 

unknown to the CR system, and that the spectrum sensing is not perfect. Thus, 

spectrum holes identified by the CR system, along with their durations, may not 

be entirely accurate when compared to the actual spectrum holes, and the following 

parameters are introduced and shown in Fig. 5: 

• Ti is the duration of spectrum hole i  as identified by the CR system. It is noted 

that this may not coincide with the actual spectrum hole Ai. 

• Wi is the size of the sensing window used while detecting hole i .  

• V i  = Ti — Wi is the duration of spectrum hole i  after the spectrum sensing is 

complete. It should be noted that Vi may not be 100% usable as it may contain 

portions of PU signal due to imperfections in the spectrum sensing. 

• Ei is the overlap duration between Vt and the actual duration of spectrum hole 

during the same period of time. > 0 represents the actual usable duration 

of the spectrum hole. Ei — 0 implies that no duration of the spectrum hole is 

available for utilization due to false detection or excessive sensing overhead. 

• Di is the actual duration of the i-th spectrum hole determined by the time 

interval between the i and (i + 1) PU transmissions. 

• Nh denotes the cardinality of {Ai} determined within the given observation 

time T0. 

• Nhd denotes the total number of spectrum holes detected by the SU within the 

given observation time T0. It is noted that Nhd is not necessarily equal to Nh. 
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In the above definitions, time and duration are taken in a discrete context (samples). 

The spectrum hole utilization measure is then formally defined as: 

Nhd 

and represents essentially the fraction of usable duration of spectrum holes correctly 

detected within the given observation period Ta. While Uh < 1 in practical systems, 

it may become very close to 1 in cases where all spectrum holes are much larger than 

the size of the sensing window. 

Following the definition in Eq. (II.2.1), an analysis of how a sensing window size 

can influence the hole utilization is performed. Let D be the random variable repre­

senting the actual duration of spectrum hole which follows an exponential distribution 

with mean \x according to the system model. Thus the cumulative distribution func­

tion (cdf) and probability density function (pdf) for D are: 

Uh = (II.2.1) 

(II.2.2) 

Using the sensing window size W ,  the utilizable duration U  is equal to: 

U  =  D - W  (II.2.3) 

U is also a random variable and U must be positive to be utilizable. 

P { U  < U ]  = P{£> - W  <  U j  

=  P { D  <  U  +  W }  

= Fd(U + W) (II.2.4) 
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Therefore the cdf and pdf for U  are then writen as: 

F V ( U )  =  1  -  e x p  (  -  ( U  +  W ) / f i )  

f v { U )  =  ( l / / i )  e x p  ( - ( [ /  +  W ) / n )  

U >  0  (II.2.5) 

U  is denoted by the expected value of U  which is derived as: 

f°° 1 
U  =  E { U } =  U - exp(-([/ + W ) / n )  d U  

Jo M 

( U  +  f j )  exp ( - ( U  +  W ) / n )  

( ~ t )  fi exp (II.2.6) 

U  represents the average utilizable duration of spectrum holes in ideal conditions 

which assume perfect detection. However, with some of the spectrum holes reported as 

used due to false alarm detections, the actual value of the average utilizable duration 

of the spectrum holes depends on the probability of false alarm Pf and is written as: 

U  = ( i  exp 

j j ,  exp 

( - t ) [  

(-

1 ~ P 

W \  
H ) 

i - q i  ^  
,\/yw 

(II.2.7) 

Using the definition of the spectrum hole utilization (II.2.1) and assuming that the 

observation time is large (T0 -> oo) the analytical expression of the spectrum hole 

utilization is obtained in terms of the ratio of the average values of the corresponding 

random variables: 

Uh = 
u 

E { D }  

( -exp 

_  U  

» ' 
QI 

A 

(7; 

2 
W I 

,vWj. 
(II.2.8) 
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The equation (II.2.8) shows that the expected value of the spectrum hole uti­

lization measure depends on the size of the sensing window, the average duration of 

spectrum holes, and the variance of the noise. 

II.3 ADAPTIVE SENSING WINDOW ALGORITHM 

Motivated by the observation that spectrum hole utilization depends on the size 

of the sensing window, in this section an energy-based sensing method is proposed 

with adaptive sensing window whose parameters are defined as follows: 

• Wsen is the actual size of the sensing window. 

• Wmin denotes the minimum allowed size of sensing window, and assures that if 

Wsen > Wmin, the SU is able to detect PU signal. 

• Wmax denotes the maximum allowed size of the sensing window. If the Wsen > 

Wmax the performance of energy sensing has no more improvement. 

In the proposed method, the sensing window size varies between a lower bound Wmin 

and an upper bound Wmax, and is adapted to reduce the possibility of missing spec­

trum holes with short duration as follows: 

• Wsen is initialized with Wmax to ensure that maximum accuracy is used to detect 

active PU signals. 

• If WSen during an interval when a PU is active the sensing window size 

is decreased by Wmin to reduce possibility of missing an incoming spectrum hole 

with a small duration. However, Wsen will not decrease below Wmvn. 



• During an interval when no PU is active Wsen = Wmax to have high performance 

in detecting an incoming PU signal. 

Using this approach an algorithm was implemented by using variable 

window -count to keep track of the number of consecutive windows with active PU 

signals, and variable a as the number of consecutive windows after which the size of 

the sensing window is decreased by Wmin. The flowchart of the proposed algorithm 

with adaptive sensing window is shown in Fig. 8. 

The proposed algorithm can also be modeled by the state transition diagram 

shown in Fig. 9 with two states denoting the absence, respectively presence of a PU 

signal. More precisely, the absence state corresponds to the case in which a spectrum 

hole is available and in this case the size of the sensing window is kept maximum, 

while the presence state is the state in which a PU signal is detected, and the size of 

the sensing window is uniformly decreased until Wmin is reached or kept at this value. 

II.4 SIMULATION AND NUMERICAL RESULTS 

In this section, numerical results obtained from simulations are presented to illus­

trate the performance of the proposed algorithm for spectrum sensing with adaptive 

sensing window size and compare it with that of a conventional energy detector with 

fixed size of the spectrum sensing window. The following simulation setup is consid­

ered: the minimum and maximum size of the sensing window are set to Wmin = 100 

and Wmax = 1000 samples, respectively. The number of consecutive sensing windows 

after which the size of the spectrum sensing window is decreased is taken to be a = 1, 

2, and 5, respectively. 
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Fig. 9: State transition diagram modeling the algorithm. 



During the simulations the SNR is varied and the performance of the proposed 

adaptive spectrum sensing technique is evaluated in terms of the spectrum hole uti­

lization measure Uh, as well as in terms of the probability of detection Pd. Empirically, 

the spectrum hole utilization Uh is determined by Eq. (II.2.1) while Pd is calculated 

from: 

N' 
= (H-4-1) 

* *ptx 

where N' and Npu represent the total duration of PU transmissions correctly iden­

tified by the spectrum sensing procedure and the actual duration of total PU trans­

missions, respectively, assuming sufficiently large observation time T0. The analytical 

expressions (II.2.8) and (1.2.5) are also used to evaluate the hole utilization and prob­

ability of detection, respectively, when a fixed sensing window size is used. 

In the first simulation, the arrival rate and duration time describing the appear­

ance of a spectrum hole becomes available are taken as r = 140 and fx = 30 symbol 

intervals, respectively. The results are shown in Fig. 10. From Fig. 10(a), it is noted 

that when energy detection with fixed window size Wsen — Wmin is used the spectrum 

holes are utilized more efficiently than when energy detection with Wsen = Wmax is 

used, especially at high SNR values, and the simulated results agree with the ana­

lytical results. However, when Wsen = W.rnrri the probability of detection of the PU 

is lower than when Wsen = Wmax at low SNR values as seen from the corresponding 

curves in Fig. 10(b). By comparison, the proposed method for spectrum sensing with 

adaptive sensing window size improves the utilization of spectrum holes compared 

to the fixed sensing window size scenario with Wsen = Wmax while having compa­

rable probability of detection (higher than when the fixed sensing window size with 



WSen = Wmin). As a decreases, the spectrum hole utilization improves while the 

probability of detection does not change significantly. 

In the second simulation, the spectrum hole opportunity is considered to be less 

dynamic than the first simulation by setting r = 800 and /x = 240 symbol intervals. 

The results are shown in Fig. 11. With the considered SNR range, Fig. 11(a) shows 

that energy detection with fixed sensing size W8en = Wmin does not always give higher 

hole utilization than that with fixed sensing size Wsen = Wmax like in the the first 

simulation and the simulated results agree with the analytical results. According 

to Eq. (II.2.8), this is due to the fact that when the spectrum sensing overhead is 

increased, probability of false alarm can be improved for low SNR values. According 

to the average duration of holes fi, when most spectrum holes are likely to be much 

larger than the sensing window size, thus more utilization of holes can be obtained. 

However, if spectrum holes are not likely to be larger than the sensing window size, 

like in the first simulation, the hole utilization would be reduced since the increased 

sensing size causes missed detection of small holes. 

The results in this scenario also show that the proposed adaptive sensing method 

can improve the hole utilization when compared to the fixed sensing window size with 

Wsen = Wmin and Wsen = Wmax at SNR < — 2.5 dB and SNR > — 7.5 dB, respectively, 

while keeping probability of detection comparable to that for fixed sensing window 

size with Wsen = Wmax as seen in Fig. 11(b). The proposed method can also result in 

high hole utilization close to 100% which is comparable to that of the fixed sensing 

size with Wsen = Wmin for high SNR values. Moreover the three a values considered 

do not significantly give different results in this scenario. 
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Fig. 10: Spectrum hole utilization and probability of detection vs. SNR with fixed 
and variable size of the sensing window for r = 140 and /i = 30. 
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Fig. 11: Spectrum hole utilization and probability of detection vs. SNR with fixed 
and variable size of the sensing window for r = 800 and // = 240. 



From these results, it can be noted that using the proposed method with adaptive 

sensing window is particularly useful for SNR values above —10 dB comparing to the 

fixed sensing size methods with Wsen = Wmin and Wsen = Wmax in terms of both hole 

utilization and probability of detection. 

II.5 CHAPTER SUMMARY 

This chapter studies utilization of spectrum holes and proposes a new method for 

spectrum sensing that improves it in dynamic scenarios. This method uses energy 

detection with an adaptive sensing window and improves the spectrum hole utilization 

over the conventional energy detection with fixed spectrum sensing window. The 

performance of the proposed method was illustrated with numerical results obtained 

from simulations which show how the size of the sensing window, SNR, and average 

duration of spectrum holes affect the performance of detection and spectrum hole 

utilization. The tradeoffs related to adaptation of the sensing window size are also 

discussed. 

The proposed method with adaptive sensing window appears to be useful for SNR 

values above —10 dB where detection of an active PU signal can be accomplished 

reliably with a short sensing window. 
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CHAPTER III 

SENSING WINDOW ADAPTATION FOR IMPROVED 

SPECTRUM UTILIZATION 

Chapter II has discussed that the duration of the spectrum sensing procedure is 

an overhead factor that affects the actual utilization of the spectrum in dynamic CR 

systems and also proposed an energy-based spectrum sensing algorithm with adaptive 

sensing window size, that can improve the spectrum hole utilization and probability 

of detection, when compared to the conventional energy-based sensing with fixed 

sensing window. 

This chapter extends the work in Chapter II by presenting two new methods that 

improve detection of PU signals as well as utilization of spectrum opportunities over 

the ,conventional fixed sensing scheme and the adaptive sensing method presented 

in Chapter II as well. The two proposed methods use knowledge of the average 

duration of spectrum opportunities and adapt the size of the sensing window to 

jointly maximize the probability of detection and the spectrum hole utilization. 

This chapter is organized as follows: Section III. 1 presents the system model of 

this study. Section III.2 proposes the adaptive sensing method that optimizes its 

sensing window size with adaptive weighting followed by Section 111.3 which presents 

the adaptive sensing method based on optimizing the sensing window size with a 

heuristic algorithm. Numerical results obtained from simulation are presented in 

Section III.4 and finally, the results of the study are concluded in Section III.5. 
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111.1 SYSTEM MODEL 

Similar to Chapter II, the PU activity is considered to have a sequence of PU 

transmissions and spectrum holes, as shown schematically in Fig. 5. However, in this 

study, a more practical PU activity in dynamic scenarios is considered by assuming 

that the duration Di of a spectrum opportunity {Ai\ and that the time between two 

consecutive spectrum opportunities are exponentially distributed with mean fj, and r, 

respectively, which corresponds to a dynamic occupancy of the spectrum by a PU as 

discussed in [72]. 

It is assumed that the received signal y ( n )  at the CR in a discrete time domain 

is corrupted by AWGN and is tested under two hypotheses: H0 and Hi according to 

Eq. (1.2.1). It is considered that the SU uses energy-based spectrum sensing with a 

variable sensing window size W that is used to determine the availability of spectrum 

holes and the energy detector uses an adaptive sensing threshold A that is computed 

by Eq. (II. 1.8) corresponding to the SNR 7 received at the SU. The probability of 

detection Pd and spectrum hole utilization Uh, introduced in Chapter I and respec­

tively Chapter II, are also taken into account as performance measures for evaluating 

the proposed methods. 

111.2 OPTIMIZING SENSING WINDOW WITH ADAPTIVE 

WEIGHTING 

Motivated by the fact that adapting the duration of the sensing procedure to 

provide reliable detection of spectrum opportunities with optimized sensing time will 

enhance the utilization of spectrum holes in dynamic CR systems, a new method 
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for adapting the size of energy-based spectrum sensing window to the actual SNR 

is proposed that improves both the detection of the spectrum holes as well as their 

actual utilization. Fig. 12 illustrates block diagram of the proposed sensing method, 

in which the sensing window adaptation process uses the channel state information, 

e.g., the received SNR and average duration of spectrum opportunities, at the energy 

detector to compute an optimal value on the sensing window size, that can optimally 

improve both the probability of detection and spectrum hole utilization. 

Ho/H, 

Fig. 12: Energy detector with adaptive sensing window based on weighted adaptation. 

In order to introduce the proposed technique for adapting the sensing window 

size W, the effect of W on the spectrum hole utilization Uh and on the probability of 

detection Pci is evaluated for spectrum holes with finite duration. Using Eq. (1.2.5) 

and Eq. (II.2.8), Pd and Uh are plotted versus W for different SNR values in Fig. 13, 

by considering that the received SNRs are above the SNR wall [73] where increasing 

the sensing length can improve sensing performance. 

The plots clearly show that increasing W improves the probability of detection, 

and up to a certain value, spectrum hole utilization as well. However, when W 
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Fig. 13: Illustration of how the size of sensing window can effect the spectrum hole 
utilization and probability of detection at different SNR values based on an average 
duration of spectrum holes. 

becomes too long, the spectrum hole utilization starts decreasing, and it is noted that 

there is an optimal sensing size W that maximizes the spectrum hole utilization. This 

indicates that using a fixed size for the sensing window would limit the probability of 

detection and utilization of spectrum holes, and that adapting W to maximize Uh for 

the given SNR can improve over performance. With these perspectives, the following 

parameters are defined: 

• Wsen is the actual size of the sensing window. 

• Wmm denotes the minimum allowed size of sensing window, and assures that if 

W^sen > Wmin, the SU is able to detect PU signal. 
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• Wmax denotes the maximum allowed size of the sensing window. Wmax is used to 

limit degradation of spectrum hole utilization when the sensing length becomes 

too long. 

• Wu and Wd denote the sensing window sizes that maximize the hole utiliza­

tion and the probability of detection, respectively with the contraint Wmin < 

w„, wd < wmax. 

It is noted that all the above parameters are positive integers, i.e, G Z+. In this ap­

proach, the sensing window size Wsen varies between a lower bound Wu and an upper 

bound Wd in order to optimize for the spectrum hole utilization and the probability 

of detection for different received SNR values. It can be written: 

PWU + (1 - 0)Wd (III.2.1) 

where ,6 £ [0,1] denotes the weight that compromises between Wu and Wd and [2:J 

denotes the floor function, i.e., the largest integer that is less than or equal to x. 

The value Wu is obtained by solving = 0 to identify the critical points of Uh-

According to Eq. (II. 1.8), it is noted that the threshold A is not a function of W. 

From Eq. (II.2.8), it can be written: 

Uh = exp ( -

w-

l ~ Q \  
A - al 

al^/2jWi 

exp 1 - Q (III.2.2) 

where O = (A — oD/o^^/2. In order to determine the partial derivative the 

formula of the derivative for the erfc function [74] is used to obtain the derivative for 
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the Q function as follows: 

exfc(z) = —%= exp (—z 2 )  
CI Z \J 7T 

Q ( z )  =  ̂  erfc(-^=) -» erfc(z) = 2 Q ( \ / 2 z )  
* v 2 

-^-exfc(^) = - 2 Q ( V 2 z ) ->• Q ( y / 2 z )  =  \ =  exp(-^2) 
dz dz dz v TT 

d ™ \ 1 t z2\ 
di g ( z )  =  -^ e x p ( -T )  

(III.2.3) 

(III.2.4) 

Now, 

dUh 
dW 

exp 

+ 

W \  d  
(-™) 

ti ) dW 

i - Q ( n V w )  

i  -  Q ( Q V W )  

d  

d W  
exp (-7) 

w 
exp( ) 

A4 

1 

f 2  ,  n 2 w .  
e x P ( — )  

V8TTW 

Q(nvW)] 

2 

= 0 (III.2.5) 

It is noted that Eq. (III.2.5) is satisfied when W  —» oo or W  is equal to a finite value 

that achieves: 

A(WO = . exp( —) 
y/8nW 2 fjL 

1  -  Q ( Q V W )  = 0 (III.2.6) 

However, since W G Z+, an integer W u  can be found such that A ( W U )  ss 0. With the 

constraint Wmin <WU< Wmax, we round Wu = Wmin if Wu < Wmin and Wu = Wmax 

if Wu > Wmax. 

To compute Wd, it is noted that the probability of detection is expressed in terms 

of the standard Q-function, for which we have that Q(—oo) = 1. Hence, 

lim P d ( W )  =  1  
W—»oo 

(III.2.7) 
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According to this expression, W  may need to be very large to obtain Pd very close to 

1. Setting a tolerance 6 for which we can approximate 1 — 6 « 1, e.g., 1 — 6 = 0.999, 

the size of the sensing window can significantly be reduced. Using this perspective, 

Wd can be computed from Eq. (1.2.5) as follows: 

Q ~ ' ( P d ) =  A _ ( 1  +  

<r5V(l + 27)2 /Wd 

W d  =  2(1 + 27)(f_ 'g;^ | )  (111-2.8)  

where Q_1(.) denotes the inverse Q-function. Since the sensing window must be an 

integer: 

Q ~ 1 (  1  -  6 ) a l X  2  

Wd 2 ( 1 +  2 7 )  (III.2.9) 
A - (1 + 7)^ 

However, with the constraint Wmm < Wd < Wmax, we round Wd = Wmin if Wd < 

and W'rriax if ^W^d "Wmax-

In order to optimize for the sensing window Wsen, the weight j3 is considered to 

be adaptive and defined as: 

0^—5— (III .2 .10)  
Sl+?2 

where ?1 4 Uh(Wu) + Pd(Wu) (III.2.11) 

f t  =  U k ( W d )  +  P d ( W d )  (III.2.12) 

It is noted that U h ( - )  and P d ( - )  are a function of the sensing window and are computed 

by using Eq. (II.2.8) and Eq. (1.2.5), respectively. 

Thus far, an adaptive sensing window method for energy detection is proposed 

using Eq. (III.2.1) and the corresponding expressions that can optimize the sensing 
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performance in terms of the spectrum hole utilization as well as in terms of the 

probability of detection for the received SNR that fluctuates. 

III.3 OPTIMIZING SENSING WINDOW WITH HEURISTIC 

ALGORITHM 

Similar to the method presented in Section III.2, in this method, an energy-based 

spectrum sensing that adapts the size of the sensing window is also considered to 

provide reliable detection of an active PU and spectrum opportunities with optimal 

sensing time in dynamic scenarios. The key concept is that, here, the sensing method 

presented in the previous section is combined with the method presented in Chapter II 

such that the detector can improve the sensing performance by computing an optimal 

size of the sensing window. The block diagram of the proposed method is shown 

in Fig. 14 in which the sensing window adaptation procedure uses the channel state 

information at the SU as well as the decision output of the energy detector to compute 

and adapt the duration of the sensing procedure. 
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Fig. 14: Energy detector with adaptive sensing window based on heuristic adaptation. 
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As discussed in the previous section, the dependence of Uh and Pd on the size of 

the sensing window shown in Fig. 13 indicates that using an energy detector with 

a fixed sensing window size may limit the spectrum sensing performance of the CR 

system and that increasing the size of the sensing window improves the probability 

of detection. There is also an optimal sensing size that maximizes the spectrum hole 

utilization for a given SNR value. With these perspectives, the proposed spectrum 

sensing technique is presented by formally defining the following parameters: 

• Wsen is the actual size of the sensing window. 

• Wmin denotes the minimum size allowed for the sensing window, and ensures 

that as long as WSEN > WRNVN, the CR has the minimum acceptable performance 

of PU detection. 

• WMAX denotes the maximum allowed size of the sensing window, and is used to 

limit the degradation of the spectrum hole utilization when the sensing window 

becomes too long. 

• WI0 and WUP denote the lower bound and upper bound, respectively, of the 

sensing window, such that WMIN < W1O) WUP < WMAX. 

It is noted that all these parameters are positive integers denoting the size of the 

sensing window in terms of the number of samples. 

In this proposed method, the sensing window WSEN varies between WIQ and WUP 

whose values depend on the received SNR and average duration of spectrum holes. 

The parameter WiQ is determined from: 

WTO = arg max UHIW) (III.3.1) 
Wmin<W<W max 
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whose solution can be found by solving for the necessary condition dUh/dW = 0. 

However, as derived previously, an integer W' can be found such that A(W') given in 

Eq. (III.2.6) can be close to 0 and then the condition can be approximately satisfied. 

Hence, Wio can be obtained from: 

Wlo = arg min A( W )  (III.3.2) 
^ VVrnax 

Furthermore, the parameter Wup is determined by: 

Wup = arg max Pd(W) (III.3.3) 
Wmin < W < Wmax 

Similar to computing Wd in the previous section, Wup is computed by setting a tol­

erance 5 in the vicinity of 1 such that Pd is set to 1 — S ~ 1 in order to considerably 

reduce the size of the sensing window while it still maintains good PU detection with 

Pd very close to 1. With this perspective, Wup is then computed as: 

Q_1(l - 6)al 
W  VY up 2 ( 1 +  2 7 )  

r2 2 

(III.3.4) 
A - (1 + 7)<t2 

Noting also the constraint Wmin < Wup < Wmax, one must set Wup = Wmin if 

^^iriini respectively 'max ^ ^^rnax* 

In order to reduce the possibility of missing utilizable spectrum holes with short 

duration, the size of the sensing window should be adapted as follows: 

• Wsen is initialized with Wup to ensure that maximum accuracy is used to detect 

active PU signals. 

• If Wsen > Wio during an interval when a PU is active the sensing window size is 

decreased by Wj0 in order to reduce possibility of missing an incoming utilizable 

spectrum hole with small duration. However, Wsen will not decrease below WiQ. 



• During an interval when no PU is active Wsen = Wup to have high performance 

in detecting an incoming PU signal. 

By combining the concept of the method presented in Chapter II with the param­

eters defined, a new heuristic algorithm for spectrum sensing with adaptive sensing 

window is presented, which also uses variable window-count to keep track of the num­

ber of consecutive windows with active PU signals, and variable a as the number of 

consecutive windows after which the size of the sensing window is decreased by Wi0. 

The algorithm is described by using the flowchart shown in Fig. 8 and the transition 

diagram shown in Fig. 9 but the parameters Wmin and Wmax are replaced with Wi0 

which is computed from Eq. (III.3.2) and respectively Wup which is computed by 

Eq. (III.3.4). Considering the transition diagram in Fig. 9, the size of the sensing 

window in this proposed algorithm is maintained at its maximum value Wuv in the 

case of absence state, while the size of the sensing window is decreased until WiQ is 

reached or maintained at this lowest acceptable value in the case of presence state. 

III.4 SIMULATION AND NUMERICAL RESULTS 

In this section numerical results obtained from simulations are presented to il­

lustrate the performance of the two methods presented in this chapter for spectrum 

sensing with adaptive sensing window size and compare it with that of a conventional 

energy detector with fixed size of the spectrum sensing window. Similar to the simu­

lation in Chapter II, the simulation in this study is set up as follows: the minimum 

and maximum size of the sensing window are set to Wmin = 100 and Wrnax = 1000 

samples, respectively. During the simulations the SNR is varied and the performance 



of the proposed spectrum sensing technique with adaptive sensing window is evalu­

ated in terms of the hole utilization measure Uh, as well as in terms of the probability 

of detection Pd-

Empirically, the performance measures Uh and Pd are computed by Eq. (II.2.1) and 

respectively Eq. (II.4.1) while analytically, the performance measures are computed 

by using Eq. (II.2.8) and Eq. (1.2.5), respectively, when the adaptive sensing window 

and a fixed sensing window size are used. In order to discuss the performance of 

all the methods proposed, the methods presented in Section II.3, Section III.2, and 

Section III.3 are referred to as Method# 1, Method#2, and Method#3, respectively 

and the simulations are presented in the following subsections. 

Simulation for Adaptive Sensing with Method#2 

Two simulation scenarios are performed corresponding to two different dynamics 

of the PU activity, as follows. In the first simulation, the average durations describing 

the PU activity are taken as r = 140 and /i = 30 symbol intervals, respectively. 

The results are shown in Fig. 15. From Fig. 15(a), it is noted that when energy 

detectors with fixed window size Wsen = Wmin and Wsen = Wmax are used, the 

results are the same as those plotted in Fig. 10(a) for which it is recalled that the 

fixed sensing window size scenario with Wsen = Wmin yields better spectrum hole 

utilization but poorer probability of detection than the fixed sensing window size 

scenario with Wsen = Wmax. By comparison, using Method#2 for adaptive sensing 

window size improves the utilization of spectrum holes compared to the fixed sensing 

window size scenario with Wsen = Wmax while having comparable probability of 

detection with a fraction less than 0.05. 



Moreover, the proposed adaptive sensing window is also studied with a fixed value 

of the weight /? instead of the adaptive one computed from Eq. (III.2.10). In this 

scenario, (3 is fixed to 0.4, 0.2, and 0, respectively and it is noted that (3 0 implies 

that Wsen —> Wd which means that the sensing performance is optimized in terms of 

the probability of detection rather than in terms of the hole utilization. The plots 

show that when ft decreases the probability of detection can be slightly improved at 

the expense of significantly degrading the spectrum hole utilization. In comparison 

with Method# 1, Method#2 obviously has better performance in terms of spectrum 

hole utilization than Method# 1, especially in the high SNR regime where the PU 

signal variance is larger than the noise variace. 

In the second simulation, the PU activity is considered to be less dynamic than 

in the first simulation by setting r = 800 and fx = 240 symbol intervals. The results 

are shown in Fig. 16(a) and (b) for the spectrum hole utilization and respectively 

the probability of detection, which look similar to Fig. 11(a) and respectively (b) in 

Section II.4 and the simulated results agree with the analytical results. Method#2 

shows to apparently improve the spectrum utilization when compared to the fixed 

sensing size scenarios and also has slightly improved utilization of spectrum holes 

over Method# 1 for the high SNR values. 

From these results, it can be concluded that using Method#2 for energy-based 

sensing with adaptive sensing window can efficiently improve the sensing performance 

measures when compared to the method with fixed sensing size and that Method#2 

outperforms Method#!, especially in highly dynamic scenarios. 
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Fig. 15: Spectrum hole utilization and probability of detection vs. SNR for perfor­
mance evaluation of the proposed sensing method with weighted adaptation when 
T = 140 and FX = 30. 
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Fig. 16: Spectrum hole utilization and probability of detection vs. SNR for perfor­
mance evaluation of the proposed sensing method with weighted adaptation when 
r = 800 and /i = 240. 



Simulation for Adaptive Sensing with Method#3 

Using the algoithm of Method# 3, three different values are considered for the 

variable a = 10, 5, and 1. Similar to the previous adaptive methods proposed, two 

simulation scenarios are performed corresponding to the two dynamics of the PU 

activity as follows. In the first simulation, the average durations of the PU active 

periods and spectrum holes are taken as r = 140 and /i = 30 symbol intervals, re­

spectively, and the results for this simulation are shown in Fig. 17. Fig. 17(a) and (b) 

show that this proposed method for spectrum sensing with adaptive sensing window 

size optimally improves the spectrum hole utilization as well as the probability of 

detection when compared to the fixed sensing size scenario with Wsen = Wmin and 

Wsen = Wmax and as the value of its parameter a decreases, the spectrum hole uti­

lization is improved while the probability of detection does not change significantly. 

It is also shown under this dynamic PU scenario that this method with a = 1 also 

outperforms Method# 1 in terms of spectrum hole utilization and have better proba­

bility of detection with the expense of slightly reduced spectrum hole utilization for 

low SNR values, when compared to Method#2. 

In the second simulation, the PU activity is considered to be less dynamic than 

in the first simulation by setting the average durations of the PU active periods and 

spectrum holes to r = 800 and /J, = 240 symbol intervals, respectively. The results 

for this experiment are plotted in Fig. 18(a) and (b) which show that this method 

obviously has better sensing performance than the methods with fixed sensing size 

and also have comparable performance when compared to Method#2, under this 

dynamic PU scenario. 
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Fig. 17: Spectrum hole utilization and probability of detection vs. SNR for perfor­
mance evaluation of the proposed sensing method with heuristic adaptation when 
r = 140 and /i = 30. 
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Fig. 18: Spectrum hole utilization and probability of detection vs. SNR for perfor­
mance evaluation of the proposed sensing method with heuristic adaptation when 
r = 800 and n = 240. 



This section concludes by noting that the simulation results confirm the expected 

tradeoff between the size of the sensing window and the spectrum hole utilization, 

showing that a fixed size of the sensing window may not achieve good hole utiliza­

tion and probability of detection at the same time, especially with highly dynamic 

spectrum opportunities and low received SNRs. The two proposed algorithms with 

adaptive sensing window improves both the spectrum hole utilization and the proba­

bility of detection when compared to spectrum sensing with fixed size of the sensing 

window. 

III.5 CHAPTER SUMMARY 

In this chapter, spectrum hole utilization of energy-based spectrum sensing in 

dynamic scenarios is studied by taking the size of the sensing window, SNR, and 

average duration of the spectrum opportunities into account. Specifically, this chap­

ter proposes two new methods for spectrum sensing based on energy detection in 

which its sensing window is optimized corresponding to the received SNR and the 

spectrum opportunities. The performance of the proposed methods was illustrated 

with numerical results obtained from simulations which show the improvement on the 

probability dectection and spectrum hole utilization of the proposed methods with 

adaptive sensing size over the conventional energy detection with fixed sensing size 

and that these two methods also show to outperform the adaptive method proposed 

in Chapter II. 
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CHAPTER IV 

OPTIMIZING PERFORMANCE OF COOPERATIVE 

SENSING FOR INCREASED SPECTRUM UTILIZATION 

Cooperative spectrum sensing is a promising technique that has been proposed to 

enhance the performance of local spectrum sensing by employing spatial and multiuser 

diversities [17]. Specifically, cooperative spectrum sensing has received increased at­

tention from researches working in the area of CR systems since it has the potential 

of increasing the utilization of spectrum holes in poor radio environments where the 

PU signal is affected by noise with high variance and/or multipath fading [17,18]. 

When a network of CRs uses cooperative sensing to determine the availability of a 

specific frequency band, the local sensing information at individual CRs is forwarded 

to a CR fusion center (FC) which makes the final decision regarding the use of the 

sensed frequency band. Optimizing the size of the sensing window to maximize the 

achievable throughput for SUs is discussed in [30], while optimization of the FC vot­

ing rule, threshold, and number of cooperating SUs is presented in [22]. Furthermore, 

choosing the number of SUs in cooperative CR networks is investigated in [75-78]. 

It can be noted that, in the case of cooperative spectrum sensing, the time duration 

needed to detect spectrum holes consists of the actual time required for local spec­

trum sensing at individual CRs along with the delay associated with transmission of 

the local sensing information to the FC and FC processing to make the cooperative 

spectrum sensing decision. This latter time delay is part of the overhead associated 



with cooperative spectrum sensing and affects the utilization of spectrum holes, espe­

cially in dynamic scenarios where these have finite time duration, and in this chapter, 

the cooperative spectrum sensing is studied by taking into account both the spectrum 

hole utilization and the FC transmission/processing delay. 

Specifically, using the spectrum hole utilization measure introduced in Chapter I 

along with the probability of PU detection, a formal metric is defined for evaluating 

the performance of cooperative spectrum sensing that explicitly includes the time 

delay associated with FC processing. This metric describes the sensing performance 

of a network of cooperating CR systems in terms of both the capabilities of detecting 

active PU signal and of utilizing spectrum holes, and in this chapter, this metric is 

used to study the effect of the sensing window size and the FC time delay on the 

performance of cooperative sensing in dynamic scenarios where the activity of the 

PU changes in time and/or is affected by fading. 

The rest of this chapter is organized as follows: the system model is introduced 

in Section IV. 1, followed by presentation of the proposed total performance measure 

in Section IV.2. In Section IV.3, numerical results obtained from simulations are 

presented and this chapter is summarized with final remarks in Section IV.4. 

IV. 1 SYSTEM MODEL 

The cooperative sensing network [17] considered is shown in Fig. 19 with K SUs 

transmitting 1-bit local sensing information Hi/H0 corresponding to PU active/idle, 

to a FC that makes the final decision on the state of the PU using hard AND/OR 

combining. A dynamic scenario is assumed, where PU transmissions and spectrum 
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Fig. 19: Cooperative spectrum sensing with K SUs and one FC. 

holes are exponentially distributed with means /i and r, respectively, and the sampled 

received signal at a given SU i is given by: 

ViW 
Wi(n), for H0 

(IV.1.1) 

his(n) + Wi(n), for Hi 

where s(n) denotes the transmitted PU signal, ht denotes the channel gain between 

the PU and SU i. Wi(n) denotes the additive white Gaussian noise (AWGN) with 

zero mean and variance a^ t at SU i, and n denotes the sample index. The sensing 

duration is assumed to be smaller than the coherence time of the channel such that 

hi can be assumed constant during the sensing process. 

The SNR at SU i is denoted by = E{[his(n)]2}and it is assumed that 

aw,i = = aw,K = °w and the PU signal undergoes independent and identically 

distributed (i.i.d.) Rayleigh fading such that the received SNRs at all SUs are 

exponential random variables with same mean value 7 [79], i.e., 

fili) = r exp(—^), 7i > 0 (IV. 1.2) 
7 7 
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Each SU uses an energy detector with the same sensing window size W and 

decision threshold A such that the estimated energy Ty i and local decision Sj for SU 

i are given by: 

0, for TVii < A 
= yy and ^ = \ (IV"L3) 

n=° [l, forTyil>A 

When W is sufficiently long and the SNR is given, the estimated energy can be 

assumed to follow a normal distribution corresponding to the hypothesis that is true 

and the probabilities of detection and false alarm Pftl for SU i are [30]: 

PU.=Q( A ; ( 1  +  T - > G »  ) (IV. 1.4) 
V<r£\/(l+27.)2/W7 

p<>=Q(ivm) (IVL5) 

where Q(-) denotes the standard Q-function. With the Rayleigh fading assumption, 

the probability of detection for SU i is then computed as [79]: 

Pd , i= r^iexp(-2)d7 (IV.1.6) 
Jo 7 7 

In the considered dynamic scenario, the spectrum hole utilization implied by the 

local sensing decisions, representing the fraction of usable duration of the spectrum 

holes correctly detected by the SU i as introduced in Chapter II, is expressed as: 

/ W\ i 
Uhji = exp ( - —J [l - Pftij (IV. 1.7) 

It is assumed that the control channels between the FC and the SUs are error-

free and synchronized in time-slotted fashion, where K SUs can be assumed, sense 

the spectrum at the same time. However, it is considered that there is delay Dc 
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in the control channel caused by the time-slotted medium access control and data 

transmissions for the FC's decision, accumulation, and dissemination processes, and 

Wc is denoted the cooperative spectrum sensing duration, defined as: 

Furthermore, it can be assumed that the actual PU status stays unchanged during 

the delay time Dc, which is usually the case in dynamic scenarios where the durations 

of active PU transmissions and of the spectrum holes are in general larger than the 

control channel delay Dc. 

In order to study optimization of cooperative spectrum sensing, a metric is pro­

posed for evaluating the total performance of cooperative sensing, that takes into 

account the delay Dc associated with FC processing, and the effect of Dc is studied 

on the spectrum hole utilization. The optimal number of SUs and sensing window 

size that improve the cooperative sensing performance in terms of the probability of 

detection as well as in terms of the hole utilization are also studied. 

IV.2 THE TOTAL SENSING PERFORMANCE OF THE 

COOPERATIVE CR NETWORK 

When the OR or AND combining scheme is used at the FC, the decision output 

y of the FC is given by: 

where k — 1 for OR combining and respectively k = K for AND combining [22]. 

Wc — W + Dc (IV.1.8) 

#o, if Z Z i  2>i < k  
(IV.2.1) 

Hi, otherwise 
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The corresponding cooperative probabilities of detection PD and false alarm Pp are 

written as [30]: 

K 

OR: 

AND: 

p D = i - H ( i - p d , i ) ,  
i=1 
K 

f t - = i  -  n  t 1  -
i=l 

K 

PD = Pd,i, 
i= 1 
K 

pf=N pf* 
i=l 

(IV.2.2) 

(IV.2.3) 

and, under the assumption that the PU state does not change during the FC pro­

cessing delay Dc, the cooperative probabilities of detection and false alarm are not 

affected by the value of Dc. Using Eq. (IV.2.2) and Eq. (IV.2.3), the cooperative 

spectrum utilization UH for the OR and AND rules is written as: 

W + Dc* K 

OR: UH = exp ^ O l l l d - ^ ) '  
i=1 

AND: V„ = exp ( - [l - n P» 

(IV.2.4) 

(IV.2.5) 

To study the effect of the FC processing delay Dc, the sensing window size W, and 

the number of SUs on the cooperative sensing performance in terms of both the prob­

ability of detection and the spectrum hole utilization, the total sensing performance 

of the CR network is defined as: 

Tp — vPd + (1 — v)Uh (IV.2.6) 

where v £ [0,1] is a constant value that weights between Po and UH- It is noted that 

when v = 1/2 both PD and UH have equal weight in the total performance Tp, while 

when v ^ 1/2 one has more weight than the other. 
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Generally the FC performs spectrum sensing periodically with a constant period 

of time and in order to study how the sensing window size W and the delay Dc affects 

the total performance, Wc is set to a constant value and define the ratio: 

W 
E=WC (IV.2.7) 

Subsequently, values for Dc and W can be computed from: 

1 Dc = 

W = 

¥+\'Wc 
(IV.2.8) 

(IV.2.9) 
9  +  1  " c  

where |~•] denotes rounding up to the nearest integer value. It is noted that time and 

duration are taken in a discrete context (samples) according to the sampling process 

of energy detection to which the timing and delay in the control channel are related. 

Thus far, the total performance has been calculated using Eq. (IV.2.6) with 

v — 1/2 and the corresponding expressions (IV.2.2) and (IV.2.4) for OR rule and 

respectively (IV.2.3) and (IV.2.5) for AND rule, to which the number of SUs K, the 

sensing window W and the delay Dc are accounted. The goal is to identify an optimal 

value for K and an optimal value for 9 along with its corresponding values Dc and 

W that maximize the total performance Tp. 

IV.3 SIMULATION AND NUMERICAL RESULTS 

To study the effects of the sensing window size W and the delay Dc on the total 

performance Tp, the total performance of the cooperative CR network is evaluated 

in conjuction with the ratio 9 of the local sensing window length W to the channel 

delay Dc and set the simulation as follows. The cooperative sensing duration is set 
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Fig. 20: Durations of the sensing window W and delay Dr in accordance with the 
ratio 9. 

to Wc = 2000 samples and 6 was varied from 0.05 to 12, which allows W and Dc to 

vary between 95 and 1,846 samples, respectively 1,905 and 154 samples, as shown in 

Fig. 20, which is plotted by using Eq. (IV.2.9) and Eq. (IV.2.8), such that the values 

for W are sufficiently long for the normal distribution assumption in the system model 

to be valid. 

The noise variance and the average SNR 7 corresponding to the SU Rayleigh fading 

channels are set to = 1 and 7 = —10 dB, respectively, for all the simulations. The 

average duration of PU transmissions is taken r = 1000 symbol intervals, where one 

symbol interval has a duration of 81 samples, and different numbers of cooperating 

SUs K varying from 1 to 5 are considered, where K = 1 implies no cooperative 

N. 



sensing. Two simulation scenarios are considered in this study corresponding to 

average spectrum hole durations /J, = 250 and 1000 symbol intervals, respectively. 

For each scenario, the sensing threshold A is determined by setting either Pfj = 0.1 

in (IV.1.5) or Pd>i — 0.99 in (IV.1.4), assuming that 7* = 7, for all i, and the total 

sensing performance measure is calculated with a weighting constant v = 1/2. 

Numerical results for the first scenario are shown in Fig. 21 from where it is noted 

that the simulated total sensing performance of the cooperating CR network closely 

follows the analytical curves which were plotted by assuming that the PU activity is 

known to the FC. From Fig. 21(a), it is also noted that when the sensing threshold 

A is chosen by setting Pf)i, the OR rule outperforms the AND rule, and that in this 

case applying the AND rule at the FC is not meaningful as it degrades the total 

sensing performance below that of non-cooperative sensing. By contrast, Fig. 21(b) 

shows that, when the sensing threshold A is chosen by setting P^, the AND rule 

outperforms the OR rule and should be applied at the FC. 

Numerical results for the second scenario, shown in Fig. 22, are similar to ones 

for the first scenario, with the notable difference being that the maximum values of 

the total sensing performance in this scenario are slightly higher than in the previous 

one. This is due to the fact that the longer average duration of spectrum holes in 

the second scenario results in improved spectrum utilization as the actual duration of 

spectrum holes is likely to be larger than the cooperative sensing length Wc leading 

to improved total performance as a consequence. 

The total sensing performance measure can also be used to select an optimal 

number of cooperating SUs that implies a maximum Tp value. For the numerical 
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values presented in Fig. 21 and 22, K = 2 and/or 3 appears to maximize Tp in all 

scenarios. In addition, for a given number K of SUs, an optimal value of 6 that 

maximizes Tp can be found, which allows the selection of a sensing window size 

that implies maximum total sensing performance for given delay time on the control 

channel. For instance, for the numerical results in Fig. 21(a) a ratio 9 > 2 with 

K — 2 implies that for Dc < 667 samples, a sensing window size W > 1333 samples 

results in maximum Tp ~ 0.8, while for those in Fig. 21(b) 9 > 4 and K = 2 a shorter 

Dc < 400 samples with a longer sensing window length W > 1600 samples result in 

maximum Tp ~ 0.74. 

IV.4 CHAPTER SUMMARY 

This chapter studies optimization of spectrum sensing performance of cooperative 

spectrum sensing and introduces a new metric to evaluate the total sensing perfor­

mance of a network of cooperating CR systems that includes both the cooperative 

probability of detection and the cooperative spectrum hole utilization. Numerical 

studies for specific dynamic scenarios have been performed and simulation results 

have shown that increasing the number of cooperating CRs and the size of local spec­

trum sensing does not always improve the total sensing performance, and that an 

optimal number of cooperating CRs and optimal durations for the local spectrum 

sensing and FC processing delay that result in increased spectrum utilization can be 

identified. 
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CHAPTER V 

USING HMM FOR PERFORMANCE EVALUATION OF 

CR SPECTRUM SENSING 

As introduced previously, the PU activity is unknown to SUs in practice. Hence 

an important functionality of CE systems is spectrum sensing which enables the 

detection of active PU, and allows SU to decide whether specific frequency bands 

are idle and available for unlicensed secondary access. In order for CR systems to 

maintain and/or improve their spectrum utilization efficiency as well as to sufficiently 

protect PUs from interference caused by their spectrum usage, CR systems need to 

evaluate their spectrum sensing performance which can be done through performance 

measures such as the probabilities of detection and false alarm. 

In this chapter, performance evaluation of CR spectrum sensing is studied, which 

includes local spectrum sensing where CRs perform spectrum sensing individually 

and locally as well as cooperative spectrum sensing where multiple CRs share their 

local sensing information to deciding on the state of a PU. In this study, all CRs are 

considered to use energy detection for spectrum sensing since it does not require prior 

knowledge of PU signals and has low complexity, as introduced in Chapter I. 

Specifically, the use of a Hidden Markov Model (HMM) is studied to describe the 

output of energy detectors used for local spectrum sensing as well as to describe the 

output of cooperative spectrum sensing and a method using HMM is presented to 

estimate the probabilities of detection and false alarm using past sensing decisions in 

local and cooperative spectrum sensings. It is noted that HMMs have been used so far 
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in the context of various spectrum sensing procedures [42-55], but their application 

to evaluating the performance of CR spectrum sensing has not been found in the 

literature. 

The proposed HMM-based performance evaluation method can be used to enable 

performance awareness of local and cooperative spectrum sensing techniques in dy­

namic CR systems, the details of which are separately presented in Section V.l and 

Section V.2, respectivley and the study in this chapter is summarized in Section V.3. 

V.l LOCAL SPECTRUM SENSING 

In order to study performance evaluation for performance awareness of local CR. 

systems, energy-based spectrum sensing is considered, which is particularly useful for 

CR systems since it does not require prior knowledge of PU signals [7]. It is noted 

that in energy detection a proper sensing threshold is determined based on the specific 

values set for the probabilities of detection and false alarm, Pj and Pf, respectively, 

and performance of energy-based spectrum sensing in CR systems depends heavily 

on accurate estimation of noise energy which is needed to compute a threshold value 

corresponding to the desired sensing performance. As a consequence, the performance 

can be significantly degraded if the actual noise energy differs from the estimated one, 

particularly in the low SNR regime when noise is stronger than the active PU signal. 

In order to ensure that the values set for Pd and Pj continue to be respected, 

in such cases the CR system must adapt its sensing threshold to the actual noise 

variance which can be accomplished by various methods [80]. In order to trigger the 

threshold adaptation mechanism, the CR system needs to be aware that its energy 



detector operates with a threshold value that is no longer suitable for the current 

background noise and in this section the use of HMMs is presented to enable such 

performance awareness. 

Specifically, the energy detector's decision output is described using a HMM with 

two states that correspond to the presence, respectively absence, of an active PU, and 

the corresponding probability elements of the HMM are used to estimate the values 

of Pd and Pj in order to enable the CR to check for performance degradation due 

to deviation of the actual received SNR from the target SNR for which the sensing 

threshold is optimized. In addition to estimating Pd and Pj, the presented HMM 

allows also estimation of the noise variance which is needed for adapting the energy 

detector threshold. 

This study is organized as follows: in Section V.l.l, the system model is intro­

duced followed by presentation of the use of HMMs to describe the energy detector 

output decision in Section V.l.2. In Section V.1.3, the proposed approach is presented 

to enabling performance awareness for the CR system and for estimating the noise 

variance, which is illustrated with numerical examples obtained from simulations in 

Section V.l.4. 

V.l.l SYSTEM MODEL 

A CR is assumed to use energy detection for local spectrum sensing, as shown in 

Fig. 23 and the received signal at the CR in discrete time domain is assumed under 

the two hypotheses: HQ and Hi corresponding to the absence, respectively presence, 

of an active PU. At the CR, the received signal y(n) and the test statistic Ty for 

distinguishing between the two hypotheses H0 and H\ are given by Eq. (1.2.1) and 
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Fig. 23: Basic diagram of energy detection for spectrum sensing in CR with HMM-
based performance evaluation. 

respectively Eq. (1.2.2). When W is sufficiently long, the test statistic Ty is assumed 

to follow a normal distribution corresponding to the hypothesis that is true as given 

by Eq. (1.2.4) and then the probabilities of detection Pd and false alarm Pf can then 

be analytically computed by using Eq. (1.2.5) and Eq. (1.2.6). For convenience, the 

analytical Pd and Pf are expressed [30]: 

A — (1 + 7) al 
Pd = Q\ 

ri 
<4^/(1 + 27)2/^ 

" - 0 l w )  

(V.l.l) 

(V.1.2) 

It is noted that, for a given SNR (assumed to be known at the design stage) 

the sensing threshold Xt can be obtained directly from Eq. (V.l.l) or (V.1.2) when 

either Pd or Pf is specified. It is considered that the PU signal is transmitted with 

a stable variance and the received SNR is changing due to variable noise variance. 

If the detector is using the sensing threshold At for SNR different than 71, then the 
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Fig. 24: Estimated energy for three different SNRs. 

corresponding values for Pf and Pd will be different than the desired ones. This situ­

ation is especially true in the low SNR regime, as shown in Fig. 24, which illustrates 

two extreme cases of how the received SNR higher (j^) or lower (7/) than the target 

SNR (74) affect the performance of energy detection. From the figure, it can be noted 

that, when the received SNR is 7; the detector decides mostly in favor of H1, while 

when the received SNR is the detector decides mostly in favor of H0. This implies 

that both Pd and Pf for 71 will be very close to 1, while for 7h they will be close to 0. 

However, a good detector should have Pd close to 1 and Pf close to 0, respectively. 

Thus, in order to combat performance degradation, the CR should be aware of vari­

ations in the received SNR and should be able to accurately estimate noise variance 

in order to adapt its sensing threshold. 

In this study, the use of HMMs is presented to describe the decision output of 

energy detection and to enable performance awareness for CR systems. As a byprod­

uct, the proposed approach enables also estimation of the noise variance with higher 

accuracy than by using the sample variance method. 



V.1.2 HMM FOR ENERGY DETECTOR OUTPUT 

Energy detection of the CR performs spectrum sensing by deciding either HQ 

or Hi, corresponding to the two possible states of the PU activity which are "idle" 

and respectively "active", according to Eq. (1.2.2). Over a given observation time, the 

detector generates a sequence of binary decisions which can be viewed as the sequence 

of observed states of the PU, since the actual PU states are not known to the CR. It 

is noted that the decision output of energy detection should change whenever the PU 

state changes. However, the energy detection decision may not always be accurate as 

the observed sequence of PU states may not totally agree with the actual sequence 

of PU states due to imperfections in the local sensing caused by background noise. 

In addition to this, it is also noted that the possibility that the PU will be active or 

inactive in the next time instant would be related to the previous state for which a 

Markov chain can be assumed. 

With these perspectives on energy detection, the decision output of an energy 

detector is described using the 2-state HMM shown in Fig. 25, in which state 0 

corresponds to PU idle, and state 1 corresponds to PU active, and where the HMM 

outputs represent the decisions in favor of hypothesis HQ - PU idle, respectively 

hypothesis Hi - PU active. It is noted that similar HMMs were used to model PU 

spectrum occupancy [45] and to describe the PU activity in spectrum sensing based 

on sequence detection [51]. 

Let O = {0t},i<t<r be the output sequence of the energy detector with length T, 

where OT E {H0,HI} is the output decision corresponding to the two hypotheses at 

time index t. Let qt be the state at sequence index t where qt G {0,1} corresponds to 
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Fig. 25: Two-state HMM for describing the energy detector's decision output. 

state 0 and 1 of the HMM. According to the HMM model shown in Fig. 25, it is noted 

that the state of the energy detector's output sequence can either stay unchanged or 

change to another state based on the PU activity and noise variance experienced by 

the detector and an output sequence is regarded as an observed sequence since the 

true state of the PU is unknown to the CR. 

The model is described by the state transition probabilities, {%•}, where atj = 

P{qt+1 = j | qt = i} and i,j € {0,1}, along with the probability that the HMM 

generates output decision Vk = Hk, k G {0,1} at state j and sequence index t, that 

is, bj(k) = P{Ot = Vk \ qt = j} where j £ {0,1}. This latter HMM parameter will 

be used to enable performance awareness for the energy detector and to estimate the 

noise variance as discussed in Section V.1.3. To complete the parameter set describing 

the HMM, it is denoted by ir* = P{q\ = i), i £ {0,1}, the probability that the initial 

state of the HMM is state i. Hence, the complete parameter set = (A, B, nr) 

describing the HMM consists of: 

A = 
«00 a01 

,B = 
bo(0) i-o(l) 

aio an 

g
 

» 

t-l(l) 

7r = 7T0 TVi (V.1.3) 
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with the probability constraints: 

&00 + aoi = ai\ + °io = 1, 

bo(0) + Ml) = MO) + Ml) = 1> (V.l.4) 

n0 + 7ti = 1 

In order to evaluate the sensing performance of the energy detector using the 

proposed HMM, the CR must first estimate the HMM parameters using its past 

decision record as shown schematically in Fig. 23. Let O be the training set used for 

estimating the HMM parameters, consisting of multiple output sequences: 

O = {0(1),0(2),...,0(M)} (V.l.5) 

0{m) = {Otm^},l<m<M,l<t<T 

=  { £ p i }  , l + ( m - l ) T < i < T + ( m - l ) T  

where {£,•}, £7 £  { H o ,  H i } ,  denotes the sequence of consecutive outputs of the energy 

detector with the length P = pTM and p is an eventual downsampling coefficient. It 

is noted that the observation length P should be sufficiently long to cover periods of 

PU being both active and idle, and that, if the number of observation samples is too 

large it can be reduced by downsampling with the coefficient p. 

Using the training set O the set of HMM parameters is estimated by applying 

the Baum-Welch algorithm [41]. This is based on iteratively evaluating the likelihood 

Pv that (p corresponds to the observations in the training set as follows: 

(1) Initialization: The starting parameter set (po is initialized as follows: 

• Initial values for {atj} and { b j ( k ) }  are chosen under the constraints in 

(V.l.4) and 
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0 < ttoi < ®oo < 1, 0 < d\o < d\\ < 1, 

0 < b0(l) < ̂ o(O) < 1, 0 < h(0) < &i(l) < 1. 

• 7T = [1 0]. 

(2) Estimation: At each iteration i the parameter set ^ and the likelihood PVi are 

computed as described in [41]. 

(3) Termination: The estimation procedure (2) is repeated until | PVi — | < e, 

where e > 0 denotes a given tolerance, or the number of iterations exceeds a 

maximum number of iterations /. 

Upon termination, the algorithm yields final estimated values of the model parameters 

ip, and when the training data is sufficient, the procedure results in a maximum 

likelihood estimate of the HMM [41]. 

V.1.3 ESTIMATING PERFORMANCE OF ENERGY DETECTOR 

This section presents the use of the HMM that describes the output decision of the 

energy detector to enable performance awareness for the CR system and to estimate 

the noise variance. 

Performance Awareness 

Considering now the output probabilities of the HMM b j ( k ) ,  it is noted that they 

are computed based on the frequency of occurrence of decision Hk when the HMM is 

in state j, and that they do not depend on the time index t after the HMM parameters 

estimation. Recall that, formally, the probability of detection Pd at the CR is defined 

as the probability that the detector decides Hi given that the actual PU state is 
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also Hi, while the probability of false alarm PJ is the probability that the detector 

decides HI given that the actual PU state is HQ. Thus, when the HMM states describe 

the actual PU state and the HMM outputs correspond to the observed PU state at 

the energy detector, the HMM output probabilities bj(k) can be used to determine 

estimates Pd and Pf of the probabilities of detection and false alarm, respectively. 

Two special cases of bj(k) are then considered as follows: 

• When j = 0 and k — 1, 

6o(l) = P{Ot = Hi\qt = 0} 

= P{Detector decides Hi | actual PU state is "Idle" } 

= Pf (V.l.6) 

• When j — 1 and k — 1, 

bi{ 1) = P{Ot = Hi\qt = l} 

= P{Detector decides Hi | actual PU state is "Active" } 

= Pd (V.l.7) 

For performance awareness, the energy detector uses the PD and PJ values esti­

mated from the HMM instead of using Eq. (V.l.l) and Eq. (V.1.2) which require 

knowledge (or accurate estimation) of the noise variance. Specifically, deviation of 

the Pd and P/ values from the prescribed/desired values for Pd and Pf indicates that 

the energy detector operates with a suboptimal threshold that should be adjusted for 

optimal performance. 
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Noise Variance Estimation 

As a byproduct, the values Pf and Pd obtained from the HMM performance 

awareness estimation can be used to estimate the variance of the noise experienced 

by the CR. This is accomplished by using equations (V.1.2) and (V.l.l) as follows: 

at 

A 

i  +  J w Q ^ ( P f )  

A - (1 + 7)0; 

o l y / ( l  +  2 i ) 2 / W  

--A±i£E±Et for pd < 0.5 
= 

-A-VA 2 +B 
C , for Pd > 0.5 

where 

(V.1.8) 

(V.l.9) 

A  =  2 [ [ 2 Q - 1 (P d ) 2 / W - l \ a 2
s + \  

B  = 4[2Q - l { P d f / W  - l](as
2 - A)2 

C  =  4 Q - 1 (P d ) 2 / W - 2  

Since Q ( — oo) = 1 and Q{oo) — 0, it is noted that Eq. (V.1.8) and Eq. (V.1.9) are 

applicable when the values of Pf and Pd are in the range [5,1 — <5], where 8 € R+ is 

a small value close to 0. 

V.1.4 SIMULATION AND NUMERICAL RESULTS 

This section illustrates application of the proposed HMM for a CR system using 

energy detector with sensing window of length W = 450, a desired probability of false 
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alarm Pf = 0.1 and an operating target SNR 7t = — 4 dB. In order to evaluate the 

performance awareness using the proposed method in conjunction with varying noise, 

it is assumed that the PU signal variance o\ is not changing over the sensing period 

of time. Without loss of generality, it is also assumed that a2
s = 1. Hence = 1/7 

is obtained. The sensing threshold A corresponding to the desired Pf and target SNR 

is obtained from Eq. (V.1.2) as: 

A = i(v/27W. <?->(/>,)+ 1) (V.l.10) 

The probability of detection (Pj,) can then be computed using Eq. (V.l.l) and result 

in Pd = 0.9998. For the HMM describing the energy detector output its parameters 

are initialized as: 

A = 
2/3 1/3 

,B = 
2/3 1/3 r 1 

,B = , 7r = 1 0 
1/3 2/3 1/3 2/3 -

(V.l.11) 

The other numerical values needed to estimate the HMM parameters are summarized 

in Table 2 and the parameter S for estimating noise variance is set to 10~4. 

Table 2: Parameters settings for the HMM. 

p T M P = pTM I e 

1 200 30 6000 100 10~5 

Simulations were performed in which the received SNR was varied around the tar­

get SNR 7t = — 4 dB and the probabilities of detection and false alarm were evaluated 

using the proposed HMM-based method in comparison with those using the analyti­

cal and simulated approaches. It is noted that the HMM-based estimates P,i and Pf 
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Fig. 26: HMM-based Pd and Pf in comparison with analytical and simulated results 
for the considered simulation scenario. 

are computed from Eq. (V.1.7) and respectively Eq. (V.l.6) with no knowledge of the 

actual noise variance, while the analytical Pd and Pf are computed from Eq. (V.l.l) 

and Eq. (V.1.2) respectively, using knowledge of the noise variance. The simulated 

values of Pd and Pf are computed with knowledge of the actual PU activity, which 

implies that the detector is able to know when its detection decision is correct or 

incorrect. It is noted that the simulated values cannot be determined in practical 

scenarios as the PU activity is assumed to be unknown to the CR in real systems, 

and that the simulated results are presented as reference results for comparison with 

the proposed method. 

The results are plotted in Fig. 26 from which it is noted that the values of Pd 

and Pf agree with those of the analytical Pd and P/, respectively, as well as with 
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Fig. 27: Noise variance estimates for the considered simulation scenario. 

those of the simulated Pd and Pf values. This implies that the proposed HMM is 

suitable to describe the output of energy detector and that the values of Pd and Pf can 

accurately indicate the performance degradation of the energy detector when either 

Pd or Pf is not close to their desired values which are 0.9998 and 0.1, respectively, for 

this example. It is also noted that, instead of estimating the actual SNR during the 

sensing operation and then evaluating the current sensing performance through the 

analytical values of Pd and Pf, the proposed approach enables the CR to evaluate the 

accuracy of its sensing performance by employing only a past record of its decisions. 

Fig. 27 shows the results of estimating noise variance using Eq. (V.1.8) and 

Eq. (V.1.9) and the values Pf and Pd obtained from the HMM, along with the true 
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noise variance and the noise variance estimated by using the conventional sample vari­

ance method. These results show that estimation of the noise variance by using the 

proposed approach is very accurate resulting in estimated values that are very close 

to the true noise variance, and it outperforms the sample variance method using the 

same length of sample data as the proposed HMM method. It is noted that the SNR 

range over which the proposed method is applicable is not as large as that over which 

the sample variance is applicable due to limitations in the numerical computation of 

the inverse Q-function. Nevertheless, the range is adequate for the purpose of thresh­

old adaptation corresponding to the true received SNR which gradually deviates from 

the target SNR. 

V.2 COOPERATIVE SPECTRUM SENSING 

As introduced in Chapter I, cooperative spectrum sensing can enhance the per­

formance of local sensing in practical scenarios with noise and/or multipath fading, 

by combining the local sensing information of multiple SUs at a FC which makes the 

final decision regarding the use of the sensed frequency band [17]. The performance 

of cooperative sensing in terms of the cooperative probabilities of detection and false 

alarm can be analytically determined at the FC when all the local sensing information 

at all cooperating SUs is known to the FC [22,23]. However, in order to avoid high 

complexity and bandwidth requirements on the control channel between SUs and the 

FC, in practice the FC receives only the local sensing information that is sufficient 

for making a cooperative decision at the FC, but that may not be enough for the FC 

to analytically compute the cooperative probabilities of detection and false alarm. 
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This section presents the use of a HMM to describe the sensing decisions of the FC 

and also propose a method for estimating the cooperative probabilities of detection 

and false alarm by using estimates of the probabilities in the corresponding HMM 

that are determined based on the history of the FC decisions, similar to Section V.l. 

The study in this section is organized as follows: the system model is introduced 

in Section V.2.1, followed by presentation of the HMM proposed for describing the 

FC in Section V.2.2. The proposed method for HMM-based performance evaluation 

of cooperative spectrum sensing is presented in Section V.2.3 and is illustrated with 

numerical results obtained from simulations in Section V.2.4. 

V.2.1 SYSTEM MODEL 

A cooperative approach to spectrum sensing is considered, as shown in Fig. 28 

where K SUs transmit local sensing information to a FC which combines the data 

using a hard or soft combining scheme and makes the final binary decision on the 

state of the PU (0 for hypothesis H0 when the PU is idle, respectively 1 for hypothesis 

H\ when the PU is active). Similar to Chapter IV, let the sampled received signal at 

SU i, corresponding to the two hypotheses, be: 

V i { n )  

( 

Wi(n ) ,  for H 0  

(V.2.1) 

h i s (n )  + W i (n ) ,  for Hi  

where s(n) denotes the transmitted PU signal, hi denotes the channel gain between 

the PU and SU i, wt(n) is a sample of an additive white Gaussian noise (AWGN) 

process with zero mean and variance cr^, and n denotes the sample index. It is 

assumed the sensing duration is smaller than the coherence time of the channel such 
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Fig. 28: Block diagram of the considered cooperative sensing network with HMM-
based performance evaluation. 

that h i  can be assumed constant during the sensing process, and 7, = E{[h t s (n ) } 2 }  

denotes the SNR at SU i. 

To make local spectrum sensing decisions, all SUs employ energy detectors with 

the same sensing window size W and decision threshold A, such that the test statistic 

Ty>i and local decision 'Dt for SU i are given by: 

w-1 

Ty•* = \Y 51 I2 and (V.2.2) 
n=0 

0, for Tyti < A 

1, for Tyti > A 

When hard combining is used, the FC makes the cooperative sensing decision 

based on the local decisions as: 

K Hx 

Yh = J2Vi | k 
i=1 H0 

(V.2.3) 

where k = K for AND combining, respectively k = 1 for OR combining [22]. 
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When soft combining is used, the FC makes its decision as: 

K .Hi 

n = J>T„,( | X, (V.2.4) 
i=1 H0 

where gi denotes the weight for SU i test statistic and A/ denotes the decision thresh­

old at the FC [23]. Weight computations based on Equal Gain Combining (EGC) 

and Maximal Ratio Combining (MRC) in [23] are considered, which are given by 

gi = 1/y/K and gt - "/./y'EjLi T3-. respectively. 

The goal in this framework is to study the use of HMMs to describe the output 

decisions of the FC and to evaluate the cooperative spectrum sensing performance in 

terms of the cooperative probabilities of detection PD and false alarm Pp. 

V.2.2 HMM FOR THE FC DECISION 

Similar to the decision output of energy detection used for local spectrum sensing, 

the sensing decision of the FC at any time instant is either H0 or Hi, corresponding 

to the two possible states of the PU which are "idle", respectively "active". Thus, 

over a given observation time, the FC generates a sequence of binary decisions which 

can be viewed as the sequence of observed states of the PU, since the actual PU states 

are not known to the SUs. It is noted that the FC decision should change whenever 

the PU state changes, however, the FC decision may not always be accurate as the 

observed sequence of PU states may not totally agree with the actual sequence of PU 

states due to imperfections in the local sensing caused by background noise and/or 

fading. 

Therefore the FC output can also be described using the HMM shown in Fig. 25, 

in which state 0 corresponds to PU idle and state 1 corresponds to PU active. It 
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is denoted by O = {(9t},i<t<T the sequence of FC decisions, where O t  £  {HQ ,  H i } ,  

cons i s t i ng  o f  T  obse rva t ions ,  and  then  t he  comple t e  pa rame te r  s e t  <p =  {A ,  B ,  TI )  

describing the HMM is given by (V.1.3) with the probability constraints in (V.l.4). 

Similar to the case of local spectrum sensing, the HMM states represent the actual 

PU states which are unknown to the FC, and that the HMM outputs depend on the 

actual PU activity and on the sensing performance of the FC. Thus, the cooperative 

sens ing  pe r fo rmance  a t  t he  FC  can  be  e s t ima ted  f rom the  ou tpu t  p robab i l i t i e s  b j {k )  

when the HMM parameter set is optimized as discussed in the following section. 

V.2.3 ESTIMATING COOPERATIVE SENSING PERFORMANCE 

Similar to Section V.l, in order to evaluate the cooperative sensing performance 

using the proposed HMM, the FC must first estimate the HMM parameters using its 

past decision record as shown schematically in Fig. 28. Let O' be the training set used 

for estimating the HMM parameters for cooperative spectrum sensing, consisting of 

multiple output sequences: 

0' = {0(1),0(2),...,0(M)} (V.2.5) 

C)(m) = {£p.i})1+(m_1)7Xi<T+(m_1)T 

where { S J } ,  £J  G { H Q ,  H I } ,  denotes the sequence of consecutive outputs of the FC 

with the length P = pTM. The observation length P should be sufficiently long 

to cover periods of PU being both active and idle, and the observation samples can 

be downsampled with the coefficient p if the number of observation samples is too 

large. Using the training set O', the set of HMM parameters </? is estimated by 

applying the Baum-Welch algorithm [41], as described in Section V.1.2, and it is 
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noted that when the training data set is sufficient, the procedure results in a maximum 

likelihood estimate of the HMM and then the HMM can yield accurate estimates on 

the cooperative sensing performance. 

Using the same concept as local spectrum sensing using energy detection, the 

HMM states represent the actual PU state and the HMM outputs correspond to the 

observed PU state at the FC. Two of the HMM probabilities bj{k) are then considered 

to determine estimates PD and Pp of the cooperative probabilities of detection and 

false alarm, respectively, as follows: 

b0( 1) = P{FC decides H\ \ actual PU state is "Idle"} 

= PF (V.2.6) 

6i(l) = P{FC decides H\ \ actual PU state is "Active"} 

= PD (V.2.7) 

V.2.4 SIMULATION AND NUMERICAL RESULTS 

In order to illustrate the accuracy of the proposed method for evaluating the 

performance of cooperative spectrum sensing, extensive simulations were performed 

with the following setup: a dynamic scenario was considered where the PU activity 

consists of active transmissions and idle periods that have random durations with 

exponential distribution and means r = 1000 and p. = 500 symbol intervals, respec­

tively [72]. However, it is noted that the proposed method is general and other types 

of random variables may also be assumed for the PU activity. The sensing window 

size is W = 400 samples for all SUs and, without loss of generality, the noise variance 

is set at = 1. 



The local sensing threshold A at individual SUs is determined by constraining the 

local probability of false alarm [30]: 

to have a prescribed value. The initial values for the HMM parameters and the 

parameter values for the Baum-Welch algorithm are set as in Eq. (V.l. 11) and Table 2. 

Application of the proposed method is illustrated in both AWGN and Rayleigh fading 

environments, and its effectiveness is demonstrated by comparing its results with 

analytical and simulated results obtained by assuming that the FC has perfect local 

sensing information and knowledge of PU activity, respectively. 

For the AWGN case, the low SNR regime is considered, where the PU signal 

variance is lower than the AWGN variance and the same SNR value is assumed at 

all SUs. The receiver operating characteristic (ROC) curves obtained by simulating 

the proposed method for AWGN with hard and soft combining schemes at different 

SNRs are plotted in Fig. 29 and 30. It is noted that all ROC curves in Fig. 29 and 

30 are close to each other which confirms the accuracy of our proposed HMM-based 

method for estimating cooperative sensing performance. In addition to the results, it 

is also noted that the soft combining schemes EGC and MRC outperform the hard 

combining schemes AND and OR and that OR combining scheme outperforms AND 

combining scheme while EGC and MRC combining schemes are equivalent since MRC 

scheme has equal weights like EGC combining scheme in this simulation scenario. 

For the Rayleigh fading case, it is assumed that the PU signal undergoes indepen­

dent and identically distributed (i.i.d.) Rayleigh fading such that the received SNRs 

7i at all SUs are exponential random variables with same mean value 7 [79]. ROC 

(V.2.8) 



curves obtained by simulating the proposed method for Rayleigh fading with K — 5 

and 8 SUs are shown in Fig. 31 along with corresponding analytical and simulated 

ROC curves. These plots confirm that the proposed HMM-based method for estimat­

ing cooperative sensing performance is effective also when the PU signal is affected 

by Rayleigh fading. The results in this simulation scenario also show that MRC com­

bining scheme outperform all the other combining schemes and with the exception of 

the AND combining scheme, the cooperative sensing performance improves when the 

number of cooperating SUs increases from 5 to 8. 

In order to see how the cooperative sensing performance changes when the number 

of cooperating SUs increases, the cooperative probabilities of detection Pp and false 

alarm Pp for increasing K in separate plots are shown in Fig. 32. It is noted that 

in this case the FC threshold A/ for EGC and MRC soft combining schemes are pre-

computed based on minimizing the probability of error Pe — 1 — Pp, + Pp in order to 

observe optimal performance. This is different than in Fig. 30 and 31 where A/ for 

EGC and MRC were pre-computed based on fixing Pf = P/ti in order to determine 

the ROC curves. The plots in Fig. 32 confirm again that the proposed HMM-based 

method yields accurate estimates for PQ and Pp in all cases. In addition to the 

plots, it is noted that there is a tradeoff between PD and Pp when using AND and 

OR combining schemes with the increasing number of cooperative SUs while using 

MRC and EGC combining schemes can improve both Pp> and Pp when the number 

of cooperating SUs increases. 
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Fig. 29: ROC curves for hard combining schemes with K = 3 in AWGN at different 
SNRs. 
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V.3 CHAPTER SUMMARY 

This chapter presents the use of HMM to describe the output of energy detectors 

used for local spectrum sensing in CR systems and proposes a HMM-based method 

that can be used to determine when detector performance degrades due to changes in 

the noise variance. The proposed method uses the probability elements in the HMM 

which are estimated based on the past decisions of the energy detector. Numerical 

results show that the proposed HMM method can accurately estimate the performance 

of the energy detector in terms of the probabilities of detection and false alarm.. This 

also indicates that the proposed HMM is suitable to model the energy detection 

output. 

The presented HMM is also applied to describe the FC decision in cooperative 

spectrum sensing and to estimate the cooperative probabilities of detection and false 

alarm using only a record of past decisions of the FC, without knowledge of the actual 

PU state and of the local sensing information. The proposed method is illustrated 

with numerical results obtained from simulations which confirm its effectiveness and 

show that it can accurately estimate the cooperative sensing performance for hard and 

soft combining schemes in practical scenarios where the cooperating SUs experience 

AWGN and/or Rayleigh fading. 

The proposed approach can be used as an alternative to dynamic estimation of 

the noise variance leading to enabling the threshold adaptation mechanism of energy-

based spectrum sensing and is applicable to performance awareness of CR systems 

when they become aware that their performance no longer meets the desired values 

for the probabilities of detection and false alarm. 
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CHAPTER VI 

CONCLUSIONS AND FUTURE RESEARCH 

In this chapter, the contributions of this dissertation are concluded and some 

useful directions for future research are discussed. 

VI. 1 CONCLUSIONS 

CR is a recently introduced concept in wireless communications, that aims at 

reusing the licensed radio frequencies in order to alleviate spectrum congestion in fu­

ture generations of wireless technologies. The physical layer of CR serves as the foun­

dation of the whole system, in which sensing, adaptation, and awareness of spectrum 

opportunities are essential functionalities. This dissertation has presented a number 

of contributions applicable to implementation of the CR physical layer, which are 

summarized as follows: 

First, the utilization of spectrum holes by energy-based spectrum sensing in dy­

namic CR systems has been investigated and a performance measure for spectrum 

hole utilization was formally defined. The dependence of this measure on the dura­

tion of the sensing procedure, SNR value, and average duration of spectrum holes 

was analyzed, and the proposed measure was applied to enhancing the spectrum hole 

utilization in CR systems. 

Next, the parameters that influence the spectrum hole utilization to spectrum 

sensing design were taken and three new methods that adapt the size of the sensing 

window for improving the spectrum hole utilization as well as the probability of 



detecting an active PU were proposed. Numerical studies of the proposed methods 

were performed showing that they outperform spectrum sensing with fixed size of the 

sensing window. 

The performance of centralized cooperative spectrum sensing was also evaluated, 

which is affected by both the sensing window size of local spectrum sensing and the 

time delay introduced by the FC for processing of the local sensing information. A 

new metric for evaluating the performance of cooperative sensing was introduced, 

that includes the cooperative probability of detection and spectrum hole utilization. 

Using the metric, an optimal number of cooperative SUs and optimal durations for 

the local spectrum sensing and the FC processing delay can be identified, in dynamic 

scenarios where the activity of the PU changes in time and/or is affected by fading, 

such that the cooperative sensing performance can be optimized. 

Finally, HMM was applied to describe the spectrum sensing decision in local and 

cooperative scenarios. Specifically, a HMM-based method was proposed to estimate 

the sensing performance in terms of the probabilities of detection and false alarm 

for both local and cooperative spectrum sensing, such that performance awareness 

can be enabled for both local and cooperative sensing schemes and that the noise 

variance can also be estimated for enabling threshold adaptation of energy-based 

sensing. The proposed method is illustrated with numerical results which confirm its 

effectiveness for all the considered spectrum sensing schemes in practical scenarios 

with noise and/or multipath fading. 
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VI.2 FUTURE RESEARCH 

The contributions of this dissertation may be extended in future research in the 

following directions: 

The key concepts of the adaptive sensing methods presented in Chapter II and III, 

can be studied in conjunction with other spectrum sensing methods introduced in 

Chapter I, such as waveform-based detection, cyclostationary detection, and cooper­

ative spectrum sensing, for which adapting the sensing window may lead to similar 

improvements in the spectrum hole utilization and probability of detection. Fur­

thermore, other types of degraded radio environments can also be studied with the 

presented methods, such as Rayleigh and Nakagami multipath fadings. 

For the study on optimization of the cooperative sensing performance presented in 

Chapter IV, the presented method for the optimization assumes that the PU status 

stays unchanged during the delay time for the FC processing. Hence, one interesting 

direction in this context is to study optimizing the sensing performance of the coop­

erative sensing network when it is assumed that the PU may change its state during 

the FC processing duration. 

For the use of the presented HMM for performance evaluation of CR systems 

proposed in Chapter V, a challenge is to apply the presented HMM-based method to 

enabling threshold adaptation of energy-based spectrum sensing as mentioned in the 

chapter. Moreover, the proposed method may be studied in other types of degraded 

radio environments beyond AWGN and Rayleigh fading. 
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