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Sensitivity of Circumpolar Deep Water Transport and Ice Shelf Basal Melt
along the West Antarctic Peninsula to Changes in the Winds

MICHAEL S. DINNIMAN, JOHN M. KLINCK, AND EILEEN E. HOFMANN

Center for Coastal Physical Oceanography, Old Dominion University, Norfolk, Virginia

(Manuscript received 13 June 2011, in final form 5 January 2012)

ABSTRACT

Circumpolar Deep Water (CDW) can be found near the continental shelf break around most of Antarctica.

Advection of this relatively warm water (up to 28C) across the continental shelf to the base of floating ice

shelves is thought to be a critical source of heat for basal melting in some locations. A high-resolution (4 km)

regional ocean–sea ice–ice shelf model of the west Antarctic Peninsula (WAP) coastal ocean was used to

examine the effects of changes in the winds on across-shelf CDW transport and ice shelf basal melt. In-

creases and decreases in the strength of the wind fields were simulated by scaling the present-day winds by

a constant factor. Additional simulations considered effects of increased Antarctic Circumpolar Current

(ACC) transport. Increased wind strength and ACC transport increased the amount of CDW transported

onto the WAP continental shelf but did not necessarily increase CDW flux underneath the nearby ice

shelves. The basal melt underneath some of the deeper ice shelves actually decreased with increased wind

strength. Increased mixing over the WAP shelf due to stronger winds removed more heat from the deeper

shelf waters than the additional heat gained from increased CDW volume transport. The simulation results

suggest that the effect on the WAP ice shelves of the projected strengthening of the polar westerlies is not

a simple matter of increased winds causing increased (or decreased) basal melt. A simple budget calcu-

lation indicated that iron associated with increased vertical mixing of CDW could significantly affect bi-

ological productivity of this region.

1. Introduction

Circumpolar Deep Water (CDW), which is derived

from a mixture of the deep waters from all the world’s

oceans (Orsi et al. 1995), is the largest water mass by

volume transported by the Antarctic Circumpolar Cur-

rent (ACC). This water mass, characterized by tem-

perature above 08C and salinity greater than 34.6, is

typically divided into upper Circumpolar Deep Water

(UCDW), which rises to 200 m at its southern boundary

and is distinguished by low oxygen (O2 , 4.5 mL L2l)

(Sievers and Nowlin 1984) and high nutrient concen-

trations, and lower Circumpolar Deep Water (LCDW),

which is distinguished by higher salinity (.34.7) (Orsi

et al. 1995). These differences are due to the source re-

gions of these water masses (Callahan 1972; Whitworth

and Nowlin 1987).

The southern terminus of UCDW is used to define

the poleward boundary of the ACC (Orsi et al. 1995).

In most of the Amundsen–Bellingshausen Sea region

(Fig. 1), this boundary abuts the continental shelf break

(Orsi et al. 1995). Intrusions of CDW onto the conti-

nental shelf are observed at several locations where the

ACC encounters irregular bathymetry (Klinck et al.

2004; Walker et al. 2007; Martinson et al. 2008; Moffat

et al. 2009; Wåhlin et al. 2010). These intrusions flood

the shelf below the permanent pycnocline and may be

caused by momentum advection forcing flow across the

shelf break because of the curvature of the bathymetry

(Dinniman and Klinck 2004). The observed frequency

(4 events per month) and duration (typically 1–3 days)

of UCDW intrusions (Moffat et al. 2009) on the western

Antarctic Peninsula (WAP) shelf suggest that the winds

are an important component of the dynamics that move

the CDW onto the continental shelf. Modeling studies in

the Amundsen (Thoma et al. 2008) and Bellingshausen

(Dinniman et al. 2011) Seas have highlighted the im-

portance of winds in the CDW intrusion process, al-

though the exact mechanisms involved are unresolved.
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Intrusions of CDW extend to the inner continental

shelf in many areas along the Amundsen coast (Jacobs

et al. 1996) and WAP (Klinck et al. 2004). As a result,

warm (relative to freezing) water is brought into contact

with the base of the floating part of glaciers (ice shelves)

that extend from the land out over the continental shelf

ocean. Intrusions of CDW have been suggested as the

primary mechanism that provides heat for basal melting

of the Pine Island Glacier in the Amundsen Sea (Jacobs

et al. 1996; Jenkins et al. 1997; Hellmer et al. 1998; Walker

et al. 2007) and the George VI Ice Shelf (GVIIS) in the

Bellingshausen Sea (Potter and Paren 1985; Talbot 1988;

Jenkins and Jacobs 2008). The available evidence sug-

gests that CDW presence is a component of basal

melting of ice shelves, and changes in the frequency,

duration, and extent of cross-shelf intrusions of CDW

may alter the rate at which this melting occurs.

The Southern Annular Mode (SAM), the principal

mode of variability in the atmospheric circulation in

the high southern latitudes (Thompson and Wallace

2000; Marshall 2003), has shifted toward positive polar-

ity (decreased pressure over the Antarctic and increased

pressure at midlatitudes) in recent years (Marshall 2003).

The SAM trends appear to be driven both by increases

in greenhouse gases and losses in stratospheric ozone

(Shindell and Schmidt 2004) and some modeling studies

suggest that the SAM trend will continue in this direc-

tion in the near future (Miller et al. 2006). However,

there are indications that the expected disappearance

of the ozone hole may have a stronger effect on the

FIG. 1. Domain for the WAP model, showing bathymetry (100-m interval to 1000 m and

250-m interval deeper than 1000 m), ice shelves (shaded areas), and water column thickness

below the ice shelves (e.g., average water column thickness below George VI Ice Shelf is

370 m). Dashed lines represent the climatological locations (from Orsi et al. 1995) of the

polar front (PF—mostly north of the model domain), southern ACC front (SACCF), and

southern boundary of the ACC (SBDY). Geographic names are abbreviated as Adelaide

Island (AI), Marguerite Bay (MB), and Wilkins Ice Shelf (WIS). The line starting at Adelaide

Island and extending off the continental shelf shows the extent of the cross sections shown in

Figs. 4 and 7.
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SAM than projected further greenhouse gas increases

leading to a reversal of the trend, at least in summer

(Perlwitz et al. 2008; Son et al. 2008). Continued move-

ment of the SAM toward positive polarity will result

in strengthening and poleward displacement of the cir-

cumpolar westerlies. For the Antarctic Peninsula re-

gion, a positive SAM index has been related to warming

(Kwok and Comiso 2002; Thompson and Solomon

2002; Van den Broeke and van Lipzig 2003), strength-

ening of the westerlies, especially during summer

(Marshall et al. 2006), and increased frequency of

mesoscale cyclones and a shift in storm tracks to fa-

vor more eastbound trajectories (Lubin et al. 2008). A

positive SAM has also been linked to decreases in the

sea ice extent and seasonal duration in the Antarctic

Peninsula area (Lefebvre et al. 2004; Liu et al. 2004;

Stammerjohn et al. 2008b).

It has been speculated that the stronger westerlies

associated with a positive SAM will result in more

CDW moving onto the Antarctic continental shelf, lead-

ing to an increased transport of heat and perhaps in-

creasing the melting beneath ice shelves (Jacobs 2006).

These changes in the winds may also lead to more ver-

tical mixing and loss of this heat to the atmosphere.

However, if the intruded waters move under the ice

shelves quickly enough to retain most of the excess heat,

then an increased rate of basal melting could occur.

Also, strengthening of the westerlies may not necessar-

ily increase the net transport of the ACC, but instead

lead to increased eddy activity (Meredith and Hogg

2006; Hogg et al. 2008), which could also increase the

transport of CDW onto the continental shelf in loca-

tions where the ACC is close to the shelf break.

The primary objective of this study is to examine the

sensitivity of transport of CDW onto the WAP conti-

nental shelf and to the base of the GVIIS and Wilkins

Ice Shelf (WIS) (Fig. 1) to changes in the winds and the

ACC. This study also examined the effect of the changes

in the CDW on the basal melt beneath GVIIS and WIS

and the effects of changes in the winds and ACC trans-

port on sea ice extent and transport of micronutrients

into the euphotic zone. This process-oriented study used

a regional circulation model that was configured for the

Bellingshausen Sea/WAP region (Dinniman et al. 2011).

Simulations forced by winds scaled by a constant (stronger

or weaker) factor and with an increased ACC transport

were used to address the study objectives. Other than

the cases where the ACC is changed, possible global- or

circumpolar-scale ocean effects (such as increases in the

bulk temperature of the CDW, changes in temperature

or salinity of other off-shelf water masses, and changes

in ice concentration advected into the domain) were

not considered.

2. Circulation model and experiments

a. Model structure

The Bellingshausen Sea–WAP model uses the Re-

gional Ocean Modeling System (ROMS), which is a

primitive equation, finite difference model with a terrain-

following vertical coordinate system (Haidvogel et al.

2008; Shchepetkin and McWilliams 2009). The model

domain extends from the Bellingshausen Sea near Thur-

ston Island in the west, along the western side of the

Antarctic Peninsula and into the Scotia Sea (Fig. 1). The

model resolution is 4 km in both horizontal dimensions

and includes 24 vertical levels, which vary in thickness

with the water column depth but are concentrated to-

ward the top and bottom surfaces. The model bathym-

etry (bedrock depth and draft below mean sea level

of any floating ice shelves) was specified from sources

that include 2-minute gridded elevations–bathymetry

for the world (ETOPO2v2; Smith and Sandwell 1997),

BEDMAP gridded data (Lythe et al. 2001), a gridded

high-resolution bathymetry for the Marguerite Bay

area of the WAP (Bolmer 2008), and measurements of

the ice shelf thickness and bed elevation in the GVIIS

area (Maslanyj 1987). Portions of the WIS collapsed in

2008 and 2009 (Scambos et al. 2009; Humbert et al.

2010). However, the base simulation was developed for

1 January 2000–31 December 2002 [to link to the

Southern Ocean Global Ocean Ecosystems Dynamics

Program field measurements (Hofmann et al. 2002)],

which predates the collapse and the bathymetry reflects

the pre-collapse ice shelf extent.

A dynamic sea ice model (Budgell 2005) was coupled

to the circulation model to prognostically calculate ice

concentration and thickness. The sea ice model is based

on ice thermodynamics described by Mellor and Kantha

(1989) and Häkkinen and Mellor (1992). A snow layer is

included, which acts as an insulating layer and changes

the surface albedo. A simple estimate of frazil ice pro-

duction is also included (Steele et al. 1989). Ice dynamics

are based on an elastic–viscous–plastic rheology (Hunke

and Dukowicz 1997; Hunke 2001). This model also in-

cludes the mechanical and thermodynamic effects of ice

shelves on the waters beneath as described in Dinniman

et al. (2007) except that the heat and salt transfer co-

efficients are no longer constant but are functions of

the friction velocity (Holland and Jenkins 1999). Ad-

ditional details of the model configuration are given in

Dinniman et al. (2011).

b. Initial and boundary conditions

Initial distributions of temperature and salinity were

computed from the Simple Ocean Data Assimilation

(SODA version 1.4.2) ocean reanalysis (Carton and
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Giese 2008), and initial fields of ice concentration were

obtained from Special Sensor Microwave Imager (SSM/I)

satellite observations. Open boundaries for the base

simulation were handled as in Dinniman and Klinck

(2004), except that the temperature, salinity, and depth-

averaged velocity for the boundaries were specified as

monthly climatologies derived from the SODA rean-

alysis and ice concentration (from SSM/I) is now needed

on the boundaries. Ice thickness in the initial and bound-

ary conditions was set to 0.5 m. Most of the atmospheric

conditions needed to force the coupled circulation–sea

ice model (e.g., air temperature, humidity, sea level pres-

sure, and precipitation) were taken from a monthly cli-

matology derived from forecasts from the Antarctic

Mesoscale Prediction System (AMPS; Powers et al. 2003;

Bromwich et al. 2005), which uses a mesoscale meteo-

rological model to compute high-resolution atmospheric

forecast fields for operational use in Antarctica. The

model-derived atmospheric fields were obtained at

30-km horizontal spacing at 12-h intervals. The winds

used in the simulations are described in section 2c. Open

ocean momentum, heat, and freshwater (imposed as

a salt flux) fluxes for the model were calculated based

on the Coupled Ocean–Atmosphere Response Exper-

iment (COARE) 3.0 bulk flux algorithm (Fairall et al.

2003) and there was no relaxation of surface tempera-

ture or salinity to climatology. Tidal forcing was not

included in the model.

c. Wind forcing and ACC transport

The AMPS 30-km model domain provided full cov-

erage of the WAP model domain only after November

2002, which is after the period chosen for the base simu-

lation. Therefore, wind forcing was taken from 6-hourly

winds, distributed on a ½8 grid, obtained from a blend of

Quick Scatterometer (QuikSCAT) data and National

Centers for Environmental Prediction (NCEP) analyses

(Milliff et al. 2004). Changes in the mean westerlies and

the strength of mesoscale cyclones were imposed by scal-

ing each component of the QuikSCAT–NCEP blended

winds by a constant factor. The base simulation used

the unscaled winds, and simulations that tested the ef-

fects of decreased and increased wind speed were done

by scaling each component of the wind by 0.8, 1.2, and

1.5 (Table 1). A 50% increase in wind strength is likely

not realistic, but observations at the northern tip of the

Antarctic Peninsula show that the mean westerly flow,

which is not the same as the mean scalar wind speed, at

a height of 850 hPa increased from 7 to 12.5 m s21 from

1969 to 1998 (Marshall et al. 2006). The constant scaling

factor maintains the structure of the winds (changes in

divergence and curl are spatially uniform) while only

changing their magnitude.

The dynamical balance that describes the transport of

the ACC in a given location is still a subject of study

(Gnanadesikan and Hallberg 2000; Olbers et al. 2004),

but it is clearly influenced by global forcings. The ACC

transport was externally imposed in the WAP model

by relaxing the temperature and salinity to the SODA

data climatology over the 10 grid points closest to the

lateral open boundary using the flow relaxation scheme

of Martinsen and Engedahl (1987). The 0.258 3 0.48

horizontal resolution of these data and the temporal

averaging provides a smoothed representation of the

meandering ACC fronts. Two ACC fronts, the Southern

ACC Front (SACCF) and the Polar Front (PF), are

present in the model domain (Fig. 1), although the PF

only goes through the northern corner of the domain.

Increased transport of the ACC was simulated by

strengthening the SACCF in the imposed SODA data

using a feature model approach (e.g., Fach and Klinck

2006) in which a front is defined by an anomaly which is

added to the boundary data at the locations where the

SACCF front appears in the SODA data. For this study,

the SACCF was modified by a salinity anomaly; no change

was made to the temperature.

TABLE 1. Summary of model simulations. The current winds are

the blended QuikSCAT–NCEP winds for the years 2000–02. Mod-

ifications to the current wind fields consisted of scaling each wind

component by a constant factor that decreased the wind strength by

20% (0.8), or increased it by 20% (1.2) or 50% (1.5). The SACCF

gradient was modified from current conditions by sharpening the

density structure and inclusion of this in a simulation is designated

by 1. The vertical mixing schemes used in the simulations (see text)

were a modified K-profile parameterization (KPP) scheme (KPP 1

mod), the standard KPP scheme (Basic KPP), and MY 2.5. Two of

the highest wind simulations (1.5 and 1.5K) did not run to completion

because of difficulties with specific extreme events.

Simulation Wind strength

SACCF

gradient

Vertical mixing

scheme

Base Current Current KPP 1 mod

Base1 Current Sharpened KPP 1 mod

0.8 Current 3 0.8 Current KPP 1 mod

1.2 Current 3 1.2 Current KPP 1 mod

1.21 Current 3 1.2 Sharpened KPP 1 mod

1.5 Current 3 1.5 Current KPP 1 mod

BaseK Current Current Basic KPP

BaseK1 Current Sharpened Basic KPP

0.8K Current 3 0.8 Current Basic KPP

1.2K Current 3 1.2 Current Basic KPP

1.2K1 Current 3 1.2 Sharpened Basic KPP

1.5K Current 3 1.5 Current Basic KPP

BaseM Current Current MY 2.5

BaseM1 Current Sharpened MY 2.5

0.8M Current 3 0.8 Current MY 2.5

1.2M Current 3 1.2 Current MY 2.5

1.2M1 Current 3 1.2 Sharpened MY 2.5

1.5M Current 3 1.5 Current MY 2.5
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The enhanced salinity front was defined by a salinity

anomaly (Sa) that decayed with depth (z) and horizontal

distance from the front location (yr, positive seaward

from the front) as

Sa 5 DSyr exp[2(yr/2W)2] exp(z/Zd) min 1,
2z

Zs

� �
, (1)

where DS is the salinity change across the front, set to be

20.12 psu (100 km)21, W and Zd are the width (30 km,

Fach and Klinck 2006) and depth (1200 m, Fach and

Klinck 2006) scales of the front, respectively, and Zs is

the surface layer depth (300 m) defined for the front.

The minimum function prevents the frontal structure

from intruding into the surface mixed layer. The salinity

change across the front was increased slightly from the

estimated observed value of 20.09 psu (100 km)21 (Fach

and Klinck 2006) for the sharpened SACCF experiments

to force an increased ACC transport relative to current

conditions. The average total model transport along the

SACCF across an 80-km section of the front halfway

between the western and eastern open boundaries was

16.0 Sv (1 Sv [ 106 m3 s21) for the base simulation, which

compares well with an estimate of 15 Sv for the baro-

clinic transport over an 80-km section across the SACCF

at 858W (Read et al. 1995). Two simulations were run

with a sharpened SACCF (Table 1) and the total model

transport along the SACCF with the base winds increased

to 16.8 Sv, which is about the same as the SACCF trans-

port (16.9 Sv) for the case with a 20% increase in the

wind strength.

d. Simulation implementation

The WAP model was initialized in mid-September

and run for slightly over four years with a two-year re-

peating cycle of daily winds (from AMPS) and monthly

climatologies for all other forcing. All the model simu-

lations presented here begin from the same spinup state.

At the end of this model spinup, dye representing CDW,

defined by temperature greater than 0.08C below 200 m,

was placed off the continental shelf (no dye was ini-

tialized on the shelf) with an initial concentration of

100. The simulation was continued from 1 January 2000

through 31 December 2002 and the CDW dye was

allowed to advect and diffuse over the model domain.

Throughout the simulation there was a continuous

source of dye into the model domain from the off-shelf

CDW because the boundary conditions also contained

dye. There was no surface or bottom vertical flux of dye

and there were no sinks of dye other than advection out

of the model domain at the open boundaries.

Vertical momentum and tracer mixing were com-

puted using the K-profile parameterization (KPP; Large

et al. 1994) mixing scheme implemented in ROMS with a

modification (Dinniman et al. 2011). The surface bound-

ary layer depth under stabilizing conditions with non-

zero surface shortwave flux was set to a minimum depth,

equal to the directly wind forced minimum depth under

stable conditions in a Kraus–Turner bulk mixed layer

model (Niiler and Kraus 1977; Dinniman et al. 2003).

The unmodified KPP scheme may have difficulties with

a dynamic sea ice model implemented over Antarctic

continental shelves (Timmermann and Beckmann 2004),

and the approach used in this study provided the best

representation of the seasonal vertical mixing in the

WAP region (Dinniman and Klinck 2004; Dinniman

et al. 2011). However, because vertical mixing is crit-

ical in understanding the effects of modified winds and

ACC transport, simulations were also done (Table 1)

using the unmodified KPP and the Mellor–Yamada 2.5

(MY2.5) schemes (Mellor and Yamada 1982).

3. Results

a. Simulation of current state

Evaluation of the simulated transport of CDW onto

the WAP continental shelf and underneath GVIIS

and the seasonal cycle of vertical temperature structure

on the continental shelf is given in Dinniman et al. (2011).

The simulated pathways of CDW onto the continental

shelf were shown to match observations. Animations

of the simulated dye concentrations [see supplemental

material to Dinniman et al. (2011) online at http://

www.ccpo.odu.edu/;msd/DSRpaper/WAP_animation.

gif] show the time evolution of CDW intrusions onto the

WAP shelf, flooding of the shelf below the pycnocline by

this water mass, and penetration of CDW into the inner

shelf, including the areas around the entrances to the

cavities beneath GVIIS and WIS.

The annual average basal melt rate of the GVIIS

obtained from the base simulation was 5.8 m yr21. This

rate is similar to that obtained by Dinniman et al. (2011),

6.0 m yr21, from a simulation that used different winds,

but greater than estimates derived from observations

of 2.1 m yr21 (Potter and Paren 1985), 2.8 m yr21 (Corr

et al. 2002), and 3.1–4.8 m yr21 (Jenkins and Jacobs 2008).

The annual average basal melt rate of the WIS in the

base simulation was 0.5 m yr21. Padman et al. (2012)

estimate that the mean basal melt of WIS was 1.7–

2.3 m yr21 over the period 1992–2000 and was 0.3–

0.9 m yr21 for 2001–2008. The bathymetry (ice thickness

and bed elevation) around and underneath WIS is poorly

known (Padman et al. 2010) and this will contribute to

model errors in estimating the basal melt. Holland et al.

(2010) used the same WIS thickness as used in this
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study and obtained a similar value (0.7 m yr21) for the

melt rate beneath WIS.

The skill in simulating sea ice was assessed by inter-

polating SSM/I monthly ice concentrations onto the

model grid and calculating the total sea ice area (sum of

the sea ice concentration in one grid cell x grid cell area)

over different parts of the model domain. The SSM/I-

derived monthly average areas were compared to esti-

mates obtained from the simulated sea ice distributions.

A comparison (Fig. 2) over the entire model domain

showed that the simulated sea ice distribution in the

base case (Table 1) accurately captured the primary

seasonal response (r 5 0.935). The skill in simulating

the ice extent was also assessed using the Willmott (1981)

index of agreement, which was developed to overcome

the insensitivity of correlations to differences in ob-

served and model-simulated means and variances, and

is given as

Skill 5 1 2 �
N

i51

(Xsim 2 Xobs)
2 �

N

i51

(jXsim 2 Xobsj
,"

1 jXobs 2 Xobsj)
2

#
, (2)

where the simulated and observed values are given by

Xsim and Xobs, respectively. A skill value of 0.0 repre-

sents complete disagreement and 1.0 represents per-

fect agreement. Over the entire model domain, the

model skill obtained using Eq. (2) was 0.956. Removal

of the average seasonal cycle still resulted in model skill

(r 5 0.622, skill 5 0.765) in simulating the interannual

anomalies in the total ice area. Note that SSM/I-based

ice concentrations are used as a bottom boundary con-

dition for both the AMPS and NCEP models. Thus, the

atmospheric forcing should force the ocean model to-

ward these observations. Evaluation of model skill in

simulating the total ice area over the portion of the

continental shelf that extends from Smyley Island to

the northern tip of Adelaide Island (Fig. 1), which is the

WAP shelf area in front of the entrances to the WIS and

GVIIS cavities, showed reasonable representation of the

seasonal response (not shown, r 5 0.848, skill 5 0.916), but

less skill in predicting the interannual anomalies after

removal of the local seasonal mean (r 5 0.397, skill 5

0.614). Some of this reduced skill in simulating the local

interannual anomalies was due to a failure to capture the

late sea ice retreat in spring–summer 2001/2002 in this

area, which could be a result of difficulties in simulating

FIG. 2. (top) Monthly simulated (solid line) and observed SSM/I (dotted) sea ice area (106 km2)

calculated for the entire model domain. (bottom) Weekly mean QuikSCAT–NCEP wind speed

(m s21) averaged over the entire model domain.
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the extremely thick ice (10–20 m) along the coast that

year due to anomalously strong north–northwesterly

winds (Massom et al. 2006).

b. Changes in CDW and vertical temperature
distribution

The amount of CDW dye transported onto the WAP

continental shelf depended on the wind strength. Com-

parison of the dye concentrations on the shelf from

simulations in which the winds were increased and de-

ceased by 20% relative to the base simulation (Fig. 3)

showed that stronger winds moved more CDW onto

the open shelf almost everywhere. The dye concentra-

tion along an across-shelf vertical section near Adelaide

Island (Fig. 4) showed more dye on the continental shelf

and more mixing upward into surface waters (both on

and off the shelf) with increased winds. The water col-

umn mean dye concentration (Fig. 5) for the portions of

FIG. 3. Simulated dye concentration on the potential

density 27.75 surface of the model 780 days (12 Feb

2002) after the dye is allowed to advect from the open

ocean onto the shelf for (a) 20% decrease in wind

strength, (b) present winds (base case), and (c) 20%

increase in wind strength. The line starting at Adelaide

Island and extending off the continental shelf shows the

extent of the cross sections shown in Figs. 4 and 7.
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the continental shelf between Smyley Island and the

north end of Adelaide Island that are not underneath an

ice shelf showed that the quantity of CDW on the shelf

increased as the winds increased. The amount of CDW

on the shelf also increased with stronger ACC transport.

The amount of CDW dye that moved underneath

GVIIS did not necessarily increase with increasing wind

strength. Increasing the wind strength by 50% produced

the highest dye concentration underneath GVIIS (Fig. 6).

However, the weakest winds (reduction by 20%) pro-

duced the second highest dye concentration and slightly

increased winds (20%) resulted in less CDW dye un-

derneath GVIIS, relative to the base simulation. In-

creasing the ACC transport had only a small effect on

the dye concentration underneath GVIIS. In contrast,

increasing the winds and the ACC transport did increase

the amount of CDW dye underneath WIS (not shown)

similar to the open continental shelf (Fig. 5), with the

winds having a significant impact.

The vertical distribution of the simulated temperature

in February along a section that extends from Adelaide

Island across the WAP shelf showed that increasing

the winds by 20% deepened the summer mixed layer

and eroded and warmed (from above and below) the

remnant cool winter water layer below the surface layer

over the middle and outer continental shelf leading to

a layer of warming over most of the shelf below the

surface centered around 80 m (Fig. 7). The temperature

was also warmer at depth right at the shelf break, but

was cooler at depth over most of the shelf. Decreasing

the winds by 20% led to a shallower summer mixed layer

(especially near the coast) resulting in a thin layer of

cooling below the surface over most of the shelf (Fig. 7).

The water at depth over the outer shelf was slightly

cooler, but the inner shelf water at depth was warmer.

The horizontal location off the shelf break of the core

of the warmest water is quite variable and moved back

and forth in all cases. Winter conditions along the same

section (not shown) showed that as the winds increased,

a deeper cold surface mixed layer, deeper thermocline,

and cooler temperatures at depth developed over the

shelf.

FIG. 4. Simulated vertical distribution of dye concentration along

the section off Adelaide Island (Fig. 1) 780 days (12 Feb 2002) after

the dye is allowed to advect from the open ocean onto the shelf for a

(top) 20% increase in wind strength, (middle) present winds (base

case), and (bottom) 20% decrease in wind strength. The heavy solid

line in the base case plot is the 30 dye unit contour, the dashed line is

the 30 dye unit contour from case 1.2, and the dashed-dot line is the

30 dye unit contour from case 0.8. The gray shading represents land.

FIG. 5. Simulated mean dye concentrations obtained for the

open portion of the WAP continental shelf from Smyley Island to

the northern end of Alexander Island.

FIG. 6. Simulated mean dye concentrations beneath George VI

Ice Shelf.
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A comparison of the heat budgets for water below

200 m on the open areas of the WAP shelf from Smyley

Island to just north of Adelaide Island showed that the

vertical mixing term was strongly time variable (Fig. 8),

especially with the stronger winds where the variability

was often in response to significant wind events and was

always negative (loss of heat to the waters above) with

significantly more heat lost to the upper water when the

winds are stronger (Table 2). Differences in the heat

loss among the simulations with similar wind forcing but

different ACC strength resulted from short-term epi-

sodic events. However, in the mean there was little dif-

ference in heat loss because of an accelerated ACC along

the shelf break. The base case mean vertical mixing of

22.2 W m22 through 200 m was within the range of es-

timates (1–5 W m22) from observations of the heat lost

from UCDW through the pycnocline (Klinck 1998; Smith

and Klinck 2002; Howard et al. 2004).

c. Changes in ice shelf basal melt rate

The basal melt underneath GVIIS showed a re-

sponse to wind strength that was opposite that of the

CDW dye concentration on the open shelf. Basal melt

rate decreased as the winds increased (Table 3; Fig. 9).

Increasing the ACC transport had almost no effect on

the basal melt rate. The basal melt rate did not show

a seasonal cycle in any of the simulations, although

some interannual variability, beyond the initial tran-

sient to a quasi-steady state, was apparent in the sim-

ulations. As found in Holland et al. (2010), there was

much more interannual variability in the basal melt for

the southern half of GVIIS than the northern half for the

base case (not shown), but the change in the basal melt

with different winds was similar in both halves (although

a bit more pronounced in the south). The basal melt rate

underneath WIS showed a different response to increased

FIG. 7. (top) Simulated vertical distribution of temperature along

the section off Adelaide Island (Fig. 1) on 12 Feb 2002 for the base

case. (middle) Temperature anomaly between a simulation with

a 20% increase in wind strength and the base case above. (bottom)

Temperature anomaly between a simulation with a 20% decrease

in wind strength and base case at the top. Contour interval in all

three panels is 0.28C.

FIG. 8. Simulated vertical diffusive heat fluxes (vertical mixing)

through 200 m for the open ocean portion of the WAP continental

shelf from Smyley Island to the northern end of Adelaide Island for

(top to bottom) January 2000–December 2002.
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winds, with the basal melt increasing as the winds in-

creased (Table 3; Fig. 10). The basal melt under WIS had

a pronounced seasonal signal with the majority of the

basal melting occurring in late summer–early fall. In-

creasing the ACC transport also had almost no effect

on the basal melt beneath the WIS.

d. Changes in sea ice concentration

Changes in the strength of the winds have a pro-

nounced effect on the simulated sea ice area and extent.

The sea ice concentration on the continental shelf was

reduced with stronger winds relative to the base simula-

tion. Estimates of the total sea ice area for the region

from Smyley Island to the northern tip of Adelaide

Island (Fig. 11) showed that the total simulated sea ice

area decreased as the winds increased. The decrease

was pronounced in late summer–early fall when the total

sea ice is at a minimum (Fig. 12). Observations show that

the sea ice extent in the WAP area has decreased in time

and that this decrease is more pronounced in spring–

summer–fall than in winter (Smith and Stammerjohn

2001; Zwally et al. 2002).

e. Effect of vertical mixing parameterization

The primary mixing scheme used in this study was

a modification to the default KPP method implemented

in ROMS. Simulations that used the unmodified KPP

scheme and the Mellor–Yamada level 2.5 turbulence

closure scheme (Mellor and Yamada 1982) were done

for comparison (Table 1). For the base wind simulations,

changing the mixing scheme only made a small differ-

ence in the basal melt beneath GVIIS with the modified

KPP mixing case having the lowest mean basal melt

(5.8 m yr21), followed by the MY2.5 case (6.0 m yr21)

and then the default KPP case (6.6 m yr21). Indepen-

dent of mixing scheme, the strongest winds always re-

sulted in the lowest mean basal melt rate beneath GVIIS

with the melt increasing as the winds decreased (Table 3).

Increased transport of the ACC had little effect on the

basal melt rate. Increasing the winds increased the basal

melt underneath WIS for all three mixing schemes

(Table 3), with little effect from a stronger ACC.

f. Estimated iron budget

The simulations provide estimates of CDW flux into

a given volume. These flux estimates can be used to esti-

mate the primary production that can be supported by the

flux of dissolved iron into the euphotic zone, assuming

an initial dissolved iron concentration in CDW. For the

base simulation, an initial iron concentration in CDW

of 0.5 nanomolar (nM, where 1 nM 5 1026 mol m23)

(Sedwick et al. 2011) and a C:Fe algal assimilation ratio

of 450 000 mol mol21 (Tagliabue and Arrigo 2005)

produced an iron flux into the upper 100 m that can

support primary production of ,1 g(C) m22 yr21 for the

open WAP shelf (Table 4) over the growing season

(1 November – 28 February of the first year of the simu-

lation). Assuming that the dissolved Fe that advects or

diffuses into the upper 100 m during an entire year is

bioavailable during the growing season, then the estimate

TABLE 2. Summary of simulated mean vertical diffusive heat

fluxes (W m22) through 200 m obtained from the different simu-

lations for the region of the WAP continental shelf from Smyley

Island to the northern end of Adelaide Island. Note that the 1.5 and

1.5K simulations did not run to completion.

Simulation Vertical diffusive heat flux (W m22)

Base 22.2

Base1 22.1

0.8 21.1

1.2 24.9

1.21 25.0

1.5 219.0 (not full period)

BaseK 21.1

BaseK1 21.1

0.8K 21.1

1.2K 21.4

1.2K1 21.4

1.5K 29.5 (not full period)

BaseM 22.7

BaseM1 22.6

0.8M 22.5

1.2M 23.4

1.2M1 23.5

1.5M 210.4

TABLE 3. Summary of simulated mean basal melt rates (m yr21)

beneath George VI Ice Shelf and Wilkins Ice Shelf obtained from

the different simulations. Note that the 1.5 and 1.5K simulations

did not run to completion.

Simulation

GVIIS basal melt

(m yr21)

WIS basal melt

(m yr21)

Base 5.78 0.51

Base1 5.80 0.51

0.8 7.65 0.33

1.2 4.02 0.79

1.21 4.01 0.78

1.5 3.24 (not full period) 1.98 (not full period)

BaseK 6.58 0.45

BaseK1 6.59 0.46

0.8K 8.08 0.33

1.2K 4.87 0.72

1.2K1 4.94 0.73

1.5K 4.21 (not full period) 2.23 (not full period)

BaseM 6.00 0.49

BaseM1 6.04 0.50

0.8M 7.90 0.37

1.2M 4.34 0.74

1.2M1 4.28 0.74

1.5M 2.89 1.52
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of enhanced CDW-supported productivity for the base

case increases to 10 g(C) m22 yr21. The algal assimilation

ratio used here is not conservative (and probably only

appropriate for Phaeocystis antarctica), so this estimate

represents an upper bound. The estimated productivity

that can be supported by CDW intrusions increased with

stronger winds (Table 4). The estimates of WAP shelf

productivity, based on CDW flux over the entire year, in-

creased to 27 g(C) m22 yr21 for a 20% wind increase,

36 g(C) m22 yr21 for a 20% wind increase and enhanced

ACC transport, and 62 g(C) m22 yr21 for a 50% in-

crease in wind.

4. Discussion

a. CDW and ice shelf basal melt rate

Increased transport of CDW onto the Antarctic con-

tinental shelf as a result of increased wind strength has

been shown in previous modeling studies. Thoma et al.

(2008) showed that stronger westerly winds resulted in

larger inflows of CDW onto the continental shelf of

the Amundsen Sea. Dinniman et al. (2011) showed that

much of the timing of the CDW intrusions on the WAP

shelf was related to short period wind events, implying

that increased frequency and magnitude of such events

would increase the transport of CDW to the shelf. How-

ever, what seems counterintuitive is that the basal melt

rate underneath GVIIS decreased when the winds in-

creased and there was more CDW available on the ad-

jacent open shelf, especially since the basal melt rate

beneath WIS increased with stronger winds.

This result arises because, while the stronger winds

force more CDW onto the continental shelf, they also

enhance vertical mixing and the upward transport of

heat (Figs. 7 and 8). The mean depth below mean sea

level (MSL) of the base of GVIIS in the model ba-

thymetry is 245 m with a standard deviation of 96 m.

This places most of the ice shelf base in the model layer

that had a net heat loss over the WAP shelf with in-

creased wind strength. In the case of GVIIS, the winds

increased the CDW advected onto the shelf, but also

increased the mixing of this CDW at depth thereby re-

ducing the heat that was advected to the base of the ice

shelf. Holland et al. (2010) showed that the interannual

variability in the basal melt of GVIIS was controlled by

water mass transformations because of changes in sur-

face sea ice variability rather than by variations in the

cross-shelf transport of CDW. Thus, their conclusions

are compatible with those from this study because the

sea ice changes in their simulation are likely driven by

differences in the winds (e.g., their section 3.3). Both

studies show that variability in the winds over the con-

tinental shelf is the main driver of the variability in the

ice shelf basal melt.

The mean depth below MSL of the base of WIS in

the model bathymetry is about 70 m with a standard

deviation of 18 m. A more recent estimate of the mean

draft of WIS is 165 m with a range of 80–260 (Padman

et al. 2012). Padman et al. (2012) use temperatures de-

rived from instrumented seals to show that most of the

base of the WIS is within the winter water surrounding

WIS and is well above the core of the CDW and below

the summer surface layer. Even though the mean depths

differ substantially, both depth estimates place much of

the WIS base at a depth where increased CDW transport

onto the WAP shelf and increased loss of heat to upper

FIG. 9. Simulated mean basal melt rates underneath George VI

Ice Shelf.

FIG. 10. Simulated mean basal melt rates underneath Wilkins

Ice Shelf.

FIG. 11. Simulated monthly model sea ice areas calculated for the

region of the WAP continental shelf from Smyley Island to the

northern end of Adelaide Island.
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(but not necessarily surface) waters with increased winds

result in heat gain at the base of the WIS, which enhances

the basal melting.

The simulated basal melt rate of the WIS was strongly

seasonally dependent with almost all melting occurring

in the summer and fall (Fig. 10). Makinson et al. (2006)

showed that along the Ronne Ice Shelf front in winter,

when vertical stratification was weak, mean flows were

along the ice shelf front. However, in summer, when the

vertical stratification was strong, there was more bar-

oclinicity in the near-ice-front currents, which allowed

for more exchange of water into and out of the ice shelf

cavity. The increased wind simulations showed reduced

summer sea ice extent near the WIS. Whether the re-

duced summer sea ice is more a cause (due to winds

moving ice and allowing for more solar insolation) or

a result (due to more vertical mixing) of more heat in the

surface and near-surface waters near the WIS, either

scenario allows warmer water to be transported under-

neath the WIS, producing the enhanced summer basal

melt.

The relative magnitude of onshore CDW flux and

vertical mixing on the shelf underlie the differences in

the amount of CDW dye underneath WIS (not shown)

and GVIIS (Fig. 6). For GVIIS, increasing the wind

strength by 50% resulted in greatly increased flux of

CDW onto the shelf, which compensated for increased

mixing, resulting in a greater flux of CDW underneath

GVIIS even though the total heat content (and basal

melt) was less. Reducing the wind strength by 20% re-

duced vertical mixing enough to compensate for the

lower on-shelf CDW flux, leading to increased CDW

FIG. 12. Simulated summer (February

2002) sea ice distribution for (a) 20% in-

crease and (b) 20% decrease in wind

strength. (c) Observed (SSM/I) sea ice for

February 2002.

4810 J O U R N A L O F C L I M A T E VOLUME 25



flux underneath GVIIS and increased basal melt. Un-

derneath WIS, a larger portion of the water cavity is

above the depth at which CDW comes onto the shelf.

Also, this ice shelf is closer to the shelf break, which

reduces the exposure of CDW to wind mixing. Thus,

vertical mixing is reduced and horizontal transport

dominates the CDW supply for this ice shelf.

Once on the WAP shelf, the fate of the heat associated

with CDW depends critically on the vertical mixing.

Therefore, the vertical mixing parameterization used in

the circulation model is of primary importance. How-

ever, increased winds always produced lower mean basal

melt rates beneath GVIIS independent of the vertical

mixing parameterization and vice versa (Table 3). Similarly,

increased wind strength increased the basal melt un-

derneath WIS for all three mixing schemes (Table 3). In-

creasing the transport of the ACC did not alter these results.

This study may have relevance to other areas of

the Antarctic where CDW is present and potentially

contributes to the basal melt of ice shelves. The west

Antarctic Ice Sheet (WAIS) is thought to be losing

volume because of outlet glaciers draining into the

Amundsen Sea (Shepherd et al. 2002; Thomas et al.

2004; Pritchard et al. 2009) and the rate of loss has

been increasing in recent years (Rignot et al. 2008; Chen

et al. 2009). One proposed reason for the increased basal

melt is a change in either the temperature or quantity

of warm CDW that enters the subglacial area providing

heat to increase the basal melt rate (Payne et al. 2004).

In the Amundsen Sea, the glacier–outflow ice shelves,

such as the tongue of Pine Island Glacier, have ground-

ing lines that extend to the seabed, as opposed to the

drafts of GVIIS and WIS that only extend partway

through the water column (Holland et al. 2010). Also,

the CDW tends to be deeper in the water column at

the ice shelf front in the Amundsen Sea (Hellmer et al.

1998) than in front of GVIIS (Jenkins and Jacobs 2008),

and therefore less affected by surface processes. Thus, ice

shelves in the Bellingshausen–WAP region are likely to

be more affected by changes in surface conditions than

those along the Amundsen Sea, which may be more

responsive to variability in the fluxes of CDW onto the

continental shelf (Holland et al. 2010).

b. Sea ice

Observations have shown that strong decreases in

the sea ice extent in the WAP area are often forced by

TABLE 4. Estimated primary production [PP; g(C) m22 yr21]

that could be supported by the estimated flux of dissolved iron into

the upper 100 m that is provided by CDW intrusions onto the WAP

continental shelf. The PP estimates represent the iron flux over the

growing season (1 November–28 February) and over the entire

year from the first year of the simulation.

Simulation

PP – growing season

[g(C) m22 yr21]

PP – annual

[g(C) m22 yr21]

Base 0.5 10.5

Base1 0.7 12.1

0.8 0.0 3.7

1.2 4.9 27.4

1.21 7.6 36.0

1.5 20.2 62.4

BaseK 3.2 13.8

BaseK1 2.2 12.0

0.8K 1.0 1.6

1.2K 6.5 27.8

1.2K1 8.0 27.5

1.5K 18.9 63.2

BaseM 6.0 18.9

BaseM1 2.7 14.1

0.8M 1.7 5.6

1.2M 9.2 31.0

1.2M1 9.1 33.4

1.5M 26.4 68.0

FIG. 13. Simulated average mass fluxes (cm day21, includes frazil

ice production) between the sea ice and the ocean calculated for the

region of the WAP continental shelf from Smyley Island to the

northern end of Adelaide Island for (top to bottom) January 2000–

December 2002.
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anomalously strong northerly winds, which reduce the

extent of the ice by compacting it against the coast

(Harangozo 2006; Massom et al. 2006, 2008; Stammerjohn

et al. 2008a). Modeling studies have shown reductions

in sea ice extent with increasing SAM (Lefebvre and

Goosse 2005; Sen Gupta and England 2006) and that

the reductions are due to both thermal effects from the

atmosphere (increased surface air temperatures due to

the stronger northerly winds) and mechanical effects

(stronger advection of ice toward the continent). In-

creased mixed layer depth due to increased wind mixing

also was a factor in reduction of sea ice extent (Lefebvre

and Goosse 2005). The mean mass flux between the sea

ice and ocean per unit ice area for the continental shelf

between Smyley Island and the northern tip of Adelaide

Island (Fig. 13) shows that some of the reduction in the

simulated sea ice extent was driven by ocean thermody-

namics and not just the result of mechanical wind drag

compacting the ice against the coast. Generally the mass

flux was more positive (ice melting into the ocean) with

stronger winds during the summer and more negative

(ocean water freezing into sea ice) with stronger winds

during the winter.

The stronger summer winds increased the ice–ocean

heat exchange, resulting in more summer melting of the

simulated sea ice although it should be noted that this

effect is weaker than the wind forced differences in

winter freezing suggesting the dominance of the me-

chanical forcing on the summer ice extent differences.

The stronger winter winds increased the heat exchange

out of the ocean to the atmosphere leading to increased

winter freezing, brine rejection, and mixed layer deep-

ening. Stronger northerly or westerly winds that push

the ice closer to the coast can also result in more ther-

modynamic ice creation over the continental shelf in

winter by increasing the area subject to large heat losses

with little insulating ice cover (Holland et al. 2010).

Thus, model overestimates of basal freeze and vertical

mixing due to difficulties in compacting the heavy sea

ice along the coast with stronger winds (too much heat

conduction through too thin ice) would be balanced out

by an underestimate of vertical mixing because there

should be more open areas over the shelf. Holland et al.

(2010) maintain that most of the change in the heat

content of the CDW on the shelf resulting from changes

in the winds is due to brine rejection from sea ice growth,

which causes convection that mixes the heat upward.

However, for the WAP simulations, brine rejection from

increased sea ice formation was not the only cause of the

increased flux of heat from the CDW. The stronger brine

rejection with increased winds does deepen the mixed

layer and thus make it easier for stronger individual high

energy surface forcing events to mix heat out of the

CDW. However, the flux of heat out of the deeper waters

resulting from increased winds differed from that ob-

tained from the base case (Fig. 8), even for times when

there was not a significantly stronger flux of mass into

the ice (i.e., when there was not a stronger flux of salt

into the ocean). Still, the basic conclusion that ice shelves

in the Bellingshausen–WAP region are likely to be more

affected by changes in local surface conditions than by

variability in the flux of CDW onto the continental

shelf is supported by this study and that of Holland

et al. (2010).

c. Impacts on biological processes

Changes in across-shelf transport of CDW and verti-

cal mixing potentially have important implications for

the biological productivity of the WAP continental shelf.

CDW intrusions bring nitrate, silicate, and phosphate

onto the WAP shelf (Prézelin et al. 2004; Serebrennikova

and Fanning 2004), which mix upward into the euphotic

zone resulting in increased primary production (Prézelin

et al. 2000, 2004). Prézelin et al. (2004) suggested that

CDW may also provide a source of the micronutrient

iron, which limits phytoplankton growth in many re-

gions of the Antarctic continental shelf (de Baar et al.

1990; Martin et al. 1990; Sedwick and DiTullio 1997;

Sedwick et al. 2000; Coale et al. 2003; Bertrand et al.

2007). CDW is thought to have high concentrations of

this micronutrient (Sedwick et al. 2011) and may pro-

vide a significant iron source to the euphotic zone of

the Ross Sea (Hiscock 2004; Peloquin and Smith 2007).

Scaling arguments (Dinniman et al. 2011) suggested

that input of dissolved iron from CDW into the upper

water column may not be significant for the WAP shelf.

However, the relative contribution of CDW-derived

iron could change with modifications in the across-shelf

transport and vertical mixing.

Estimated net annual primary production in

the coastal waters on the WAP shelf is 47–351

g(C) m22 yr21 (Ducklow et al. 2006) and integrated

shelf productivity is approximately 60 g(C) m22 yr21

(Smith and Comiso 2008). Thus, our estimates [up to 10

g(C) m22 yr21] show that CDW-derived iron may not

provide a significant enhancement to biological pro-

ductivity of the WAP continental shelf. However, the

estimates of productivity that can be supported increased

with stronger winds (Table 4). An increase of just 20% in

the wind strength could provide sufficient iron to have

a noticeable impact on primary production. However,

the corresponding increased vertical mixing would also

increase the summer mixed layer depth and potentially

reduce primary production. Increased winds have been

measured over the past two decades on the southern

portions of the WAP shelf, but have been accompanied
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by increases in primary productivity, which may be at-

tributed to decreased sea ice concentration and in-

creased light availability (Montes-Hugo et al. 2009).

5. Summary

Changes in the physical environment of the Antarctic

Peninsula region and the thermohaline properties of

Southern Ocean water masses that could affect CDW

transport and ice shelf basal melt are already underway.

There are indications that the temperature of UCDW

has increased, at least in some areas (Jacobs et al. 2002;

Aoki et al. 2005). Atmospheric temperature over the

Antarctic Peninsula has increased (Vaughan et al. 2003;

Turner et al. 2005) as have the strength of the westerlies

(Marshall et al. 2006) and the frequency of mesoscale

cyclones (Lubin et al. 2008). The decrease in yearly sea

ice duration and monthly sea ice concentration in the

Bellingshausen Sea and Antarctic Peninsula region has

been rapid and the most pronounced of any area of the

Antarctic (Smith and Stammerjohn 2001; Stammerjohn

et al. 2008b).

The WAP simulations showed that strengthening

of the winds and the ACC will result in more CDW on

the WAP continental shelf, enhanced provisioning of

heat to the upper-shelf waters, and reduction in sea ice

extent. The consequences of these changes for the WAP

ice shelves seem to differ depending on the ice shelf

draft and connection to the adjacent coastal ocean with

deeper ice shelves (e.g., GVIIS) generally having less

basal melting and shallower ice shelves (e.g., WIS) having

more. Either way, the relationship among ice shelf basal

melt rate, CDW volume flux, and strengthening polar

westerlies is complex. Understanding these interactions

requires development of long-term Southern Ocean–

observing systems that provide coincident measurements

of ocean, atmospheric, and ice shelf conditions. High-

resolution coupled models developed for local, regional,

and circumpolar scales are then needed to integrate the

observations and project future conditions.

Changes in the flux of CDW onto the WAP continental

shelf have important implications for the biological pro-

ductivity of this system. The reduction in winter sea ice

that occurs with a 20% increase in winds would poten-

tially affect many components of the local food web, such

as Antarctic krill (Euphausia superba), that require sea

ice as an overwintering habitat. Reduction in the pres-

ence and/or productivity of these organisms would al-

ter the productivity and possibly the structure of the

local food web. The potential increase in productivity

that would accrue from the influx of more dissolved

iron in CDW may not be sufficient to offset the de-

crease resulting from a modified habitat.
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