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Abstract—Rear-projected robots use computer graphics 

technology to create facial animations and project them on a 

mask to show the robot’s facial cues and expressions. These types 

of robots are becoming commercially available, though more 

research is required to understand how they can be effectively 

used as a socially assistive robotic agent. This paper presents the 

results of a pilot study on comparing the facial expression 

recognition abilities of children with Autism Spectrum Disorder 

(ASD) with typically developing (TD) children using a rear-

projected humanoid robot called Ryan. Six children with ASD 

and six TD children participated in this research, where Ryan 

showed them six basic expressions (i.e. anger, disgust, fear, 

happiness, sadness, and surprise) with different intensity levels. 

Participants were asked to identify the expressions portrayed by 

Ryan. The results of our study show that there is not any general 

impairment in expression recognition ability of the ASD group 

comparing to the TD control group; however, both groups 

showed deficiencies in identifying disgust and fear. Increasing 

the intensity of Ryan’s facial expressions significantly improved 

the expression recognition accuracy. Both groups were 

successful to recognize the expressions demonstrated by Ryan 

with high average accuracy.    

 

I. INTRODUCTION 

Children with Autism Spectrum Disorder (ASD) 

experience deficiency in verbal and non-verbal social skills. 

For most, ASD is a lifelong disorder, with long lasting 

symptoms from early childhood through adulthood [1]. 

Although, there is no known cure for ASD, research has 

demonstrated that those individuals who received behavior 

intervention during early ages exhibit improvements in 

communication and social skills in adulthood [2]. Therefore, 

it is of crucial importance to study and treat ASD in early 

ages. 

The Diagnostic and Statistical Manual of Mental 

Disorders (5th edition; DSM–5; American Psychiatric 

Association, 2013) described ASD symptoms as deficits in 

social interaction, communication, and the presence of 

restricted, repetitive patterns of behavior, interests, or 

activities [3]. Although facial expression recognition and 

emotion perception are not main parts of the ASD definition, 

they are regarded as common shortfalls of individual with 

ASD [4], that prevent individual with ASD from perceiving 

other’s mental state and regulating their behaviors 

accordingly. In other words, emotion perception and 

expression recognition deficiencies can considerably limit 

social development in individuals with ASD.  
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Research has demonstrated that many children with ASD 

exhibit comfort and interest toward technology and robots 

[5,6]; as a result, the field of Socially Assistive Robots (SAR) 

has been widely studied [7]. Since children with ASD exhibit 

less anxiety and more comfort in more predictable 

(systematic) environments [8], robots can be used effectively 

to teach social skills to them because of their simplicity and 

predictability. There have been several socially assistive 

robots developed with emotionally expressive faces. Some of 

them such as KASPAR [9] and Tito [10] have more simplified 

faces to reduce sensory overload and anxiety [5]. In contrast, 

some other humanoid robots such as FACE [11] and Zeno 

[12] can demonstrate nearly realistic human facial 

expressions. Humanoid facially expressive robots are 

effective tools to target facial expression recognition and 

emotion perception in children with ASD. They are capable 

of expressing human like expressions and keeping children 

comfortable and engaged in a social environment. The idea 

that children with ASD suffer from emotion recognition 

deficiency is presumed [13,14]; however, there are studies 

[15,16] that cast doubt on the idea of a general emotion-

recognition deficiency in children with ASD; instead, they 

suggest ASD children may perform worse, comparing to their 

Typically Developing (TD) peers, in recognizing some 

expressions out of six basic expressions outlined by P. Ekman 

[17]. Moreover, as [18] noted, children with ASD are not 

always impaired in recognizing expression with 100% 

intensity. Therefore, it is important to first study the 

deficiency, if one exists, in recognizing different expression 

intensities; and second, to use effective tools (e.g. SAR) to 

target and treat it. 

There have been many studies in using SAR as a tool to 

teach social skills and emotion recognition to children with 

ASD. Keepon is a non-humanoid robot with snowman-like 

body made of silicon rub, which is able to express excitement, 

pleasure and fear emotions with body movement [19]. A 

study with a three-year-old autistic girl and a group of twenty-

five TD children in the age range of 1-3 showed the success 

of Keepon to improve some of the social skills such as eye 

contact, joint attention, emotional expression, and turn-taking 

in both groups after several intervention sessions with 

Keepon[20].  

An example of using humanoid robots to teach social skills 

to autistic children, is a study using KASPAR [9], which is a 

child-size male robot with active arms, hands, and head. 
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KASPAR can open and close its mouth and eyes. In another 

study [21] KASPAR is used as a therapeutic tool for a 16-

year-old boy, who was diagnosed with severe autism and 

could not tolerate other children. The intervention sessions 

improved his skills such as imitation, eye contact, joint 

attention, and turn-taking. Besides, the child showed interest 

toward the robot’s eyes, eye lids and face. This interest led to 

the child later touching his own face and eyes as well as those 

of his therapist.  

Another study used FACE [11], a female android robot. 

The robot’s face is made of skin-like silicon rubber, which 

enables the robot to show six basic expressions (i.e. anger, 

disgust, fear, happiness, sadness, and surprise). FACE has 

been used in [22] to target emotional behavior. The study 

included four subjects with high functioning autistic 

individuals in the range of seven to twenty-years-old. All 

subjects demonstrated improvement in emotional behavior at 

the end of the intervention sessions. Additionally, participants 

showed a spontaneous ability of imitating the head 

movements and facial expressions of the robot.  

Recent studies [23,24] used Zeno R50 [12], which is a 

child-size male robot with active arms and legs, and the ability 

to express six basic facial expressions. Zeno R-50 provides 

more realistic expressions than other facially expressive 

robots such as KASPAR, but less realistic than FACE. The 

study aimed to compare expression recognition ability of 

ASD children with those of TD children. The study did not 

find any general deficiencies in expression recognition 

between groups, except for fear.  

Although robots with nearly realistic expressive faces are 

considered as important achievements, they still suffer from 

several limitations. First, once the mechanical platforms are 

built, they are fixed and cannot be modified. Second, large 

numbers of actuators in the robots’ face make them expensive 

and difficult to maintain. Finally, in the long term, some of 

the actuators either completely fail or weaken so the 

expressions are not as intense and recognizable.  

A good solution for the problems mentioned above is rear-

projected robots, which have received much attention recently 

[25,26]. Rear-projected robotic heads consist of a neck 

mechanism, a face-shaped translucent mask and a projector 

that projects a computer graphic avatar onto the mask. The 

computer graphic avatar is produced using character 

animation technologies. Compared to android robots, rear-

projected robots are less expensive more flexible, and feature 

low power consumption and fast reaction time. Dome robot 

[27] is one of the rear-projected robots that uses a cartoonish 

animated face projected on a dome-shaped mask.  Dome robot 

lacks a realistic human face. Another example of rear-

projected robots is the Lighthead robotic face [28] which 

projects a more realistic animation onto a face-shaped 

translucent mask. Al Moubayed et al. presented Furhat [25], 

a human-like light-projected robot that uses computer 

animation to demonstrate facial expressions and a mirror to 

produce a side projection-angle which results in a larger form 

factor.  

In this pilot study, we used Ryan Companionbot, a rear-

projected humanoid robot developed by DreamFace 

technologies, to evaluate the facial expression recognition 

ability of ASD children compared to TD children. Our first 

hypothesis is that ASD children will perform worse than the 

TD control group on average. Our second hypothesis is that 

both groups will show a higher expression recognition 

accuracy as the intensity of Ryan’s facial expressions 

increase. Our third hypothesis is that both groups will perform 

worse in recognizing negative expressions (i.e. anger, disgust, 

and fear) comparing to other expressions, as suggested by 

some studies [29]. Finally, we predict that Ryan’s facial 

expressions will be, overall, comprehensible and recognizable 

with high average accuracy for children in both groups. 

The rest of this paper is structured as follows. Section II 

describes the Ryan Companionbot specification, the research 

methodology, and a description of human subjects 

participated in the study. Section III presents the results and 

analyses. Section IV discusses the results and findings of this 

research. Finally, Section V concludes this paper. Future work 

is also discussed in this section.  

 

II. METHODS 

A. Ryan Companionbot 

Ryan is a rear-projected humanoid robot developed at 
DreamFace Technologies, which is based on the 
Expressionbot [26]. It is created by using character animation 
technologies to show 3D avatar models that produce natural 
speech and facial expressions. The animated face model is then 
projected onto a face-shaped translucent mask. This design is 
not only an effective alternative to overcome many of the 
limitations with the mechanical-expressive face design, it also 
provides flexibility to redesign and customize facial 
expressions, from simplistic non-sophisticated expressions to 
nearly realistic human like expressions.  

The 3D models of six universal basic expressions (i.e. 
anger, disgust, fear, happiness, sadness, and surprise) were 
designed in Maya based on the Facial Action Coding System 
(FACS) [30]. For example, sadness involves Inner Brow 
Raiser (AU 1), Brow Lowerer (AU 4) and Lip Corner 
Depressor (AU 15) and happiness involves Cheek Raiser (AU 
6) and Lip Corner Puller (AU 12). Fig. 1 shows Ryan and six 
basic expressions demonstrated on its face with 100% 
intensity.  

 

 

Figure 1.  Left) Ryan Companionbot robot [31,32]. Right) Expressions 

demonstrated by Ryan with 100% intensity (Top from left to right: anger, 

disgust, fear. Bottom from left to right: happiness, sadness, surprise) 



  

B. Experiment Design 

In this pilot study, Ryan demonstrated a sequence of facial 

expressions. The set consisted of six basic facial expressions 

(i.e. anger, disgust, fear, happiness, sadness, and surprise) and 

four different intensities (i.e. 25%, 50%, 75%, and 100%) for 

each of the expressions (total of 24 trials). Each expression 

intensity was determined based on the number of frames 

between neutral and 100% intensity of that specific expression 

[33]. (e.g. for 25% intensity, number of frames between 

neutral and 100% intensity were divided by 4). Each 

expression started from a neutral state and progressed to a 

desired expression at a certain intensity level. For each 

participant, the expression demonstration started with the 

lowest intensity (i.e. 25%). In each intensity level, the 

expressions were shown randomly. The intensity increased to 

the next level after all the trials were completed for the current 

intensity level. After showing each expression, Ryan resumed 

demonstrating the final intensity and waited for the children’s 

response. When the children were ready to answer, they 

verbally gave their answer to Ryan and the researcher recorded 

the response.  

Before the experiment started, children were introduced to 

the whole experiment setup including the robot and different 

expressions. They could choose one of the seven choices 

available for each expression. Choices included six basic 

expressions and neutral. Although no neutral expression was 

included in the expression set, the children could choose 

neutral if the expression was ambiguous due to low intensity. 

The researcher made sure each of the choices was 

understandable for the children. Children had the choices 

printed on a paper in front of them during the session. At times 

when the children were indecisive about their guess, the final 

guess was taken as the official decision/answer. 

C. Experiment Setup 

The experiment was conducted in the social robotics 
laboratory at the University of Denver where an IRB approval 
was obtained, and all the children’s parents signed a consent 
form. The study was presented to each child in a room with the 
presence of Ryan and a research assistant. Each participant 
was asked to sit on a chair in front of Ryan. Each time the 
researcher made sure that Ryan’s face is in the same height as 
the children’s face. Fig. 2 shows the room setup.  

 

 

Figure 2. Room setup of the experiment protocol 

D. Participants 

   . Twelve children between the ages of 8 and 16 were 

recruited for the study. Six were classified as high functioning 

autistic by medical diagnosis (Age M=11.1, SD=3.27) (one 

female and five male) and six as typically developing children 

(Age M=11.1, SD=3.12) (six male). 

In accepting high functioning ASD participants, it was 

insured that a doctor or psychiatrist formally diagnosed the 

children. Additionally, Autism Diagnosis Observation 

Schedule (ADOS) [34] examinations were performed by 

clinical psychologist collaborators in the Department of 

Psychology at the University of Denver to reassure that all the 

ASD participants met the threshold score for ASD diagnosis.  

As for the control group, neuro-typical children who had 

never been diagnosed with any kind of developmental or 

social disorder were recruited. Neuro-typical siblings of 

children with ASD were excluded from the study to ensure 

clear separation between the TD-control and ASD group.  

Additionally, all the children’s parents were asked to fill 

the Social Responsiveness Scale™ (SRS™) questionnaire, as 

a complementary assessment to the ADOS. According to the 

SRS diagnostic manual, a T-score between 60 and 75 

indicates deficiencies in social skills that are associated with 

mild (high functioning) to moderate Autism Spectrum 

condition and a score above 76 indicates presence of 

deficiencies in social skills that are strongly associated with a 

clinical diagnosis of Autistic Disorder or Asperger’s Disorder 

[35]. Of our six ASD participants, SRS scores were available 

for five of them. Comparing the scores for ASD participants 

(M=66.4, SD=7.38) with TD control group (M=40, SD=2.09) 

showed a significant difference (t(5) = 7.75, P<0.001) 

between the two groups. 
 

III. RESULTS 

Overall, we did not find a significant difference between 
the performances (average recognition accuracy) of the ASD 
(M=0.71, SD=0.15) and TD (M=0.73, SD=0.17) groups in 
expression recognition. 

We ran a 3-way mixed ANOVA on recognition accuracy 
with group as a between-subject variable (ASD vs. TD) and 
expression (anger, disgust, fear, happiness, sadness and 
surprise) and intensity (25%, 50%, 75% and 100%) as within-
subject variables. The results revealed significant main effects 
of intensity [F(3,240) = 9.7, P<0.0001] and expression 
[F(5,240) = 6.5, P<0.0001] with no main effect of group. The 
three-way interactions between these factors was not 
significant, nor were the interactions between intensity and 
group, or between expression and the group. 

The ANOVA analysis showed the main effects of 
expression and intensity but did not show any interaction 
between these factors by groups. We thus examine these 
factors in greater depth below, regardless of group.  

 

Fig. 3 shows the recognition accuracy for each expression. 
The average recognition accuracy was lower for disgust and 
fear expressions. Our analysis shows that both groups 
performed significantly worse in recognizing disgust (M=0.5, 



  

SD=0.3) versus the average of other expressions (M=0.76, 
SD=0.15) (t(16) = -2.7, P=0.008). Also, the average 
performance of groups in recognizing fear (M=0.54, SD=0.38) 
was significantly lower compared to the average of other 
expressions (M=0.75, SD=0.14) (t(14) = -1.8, P=0.04).  

Fig. 4 demonstrates the effect of increasing the intensity on 
recognition accuracy. Our analysis shows that increasing the 
intensity from 25% to 50% had a significant effect on 
recognition accuracy. The recognition accuracy with the 25% 
intensity (M=0.5, SD=0.26) was significantly lower than the 
accuracy with 50% intensity (M=0.72, SD=0.22) (t(11) = -
3.75, P=0.001). Additionally, the recognition accuracy with 
the 75% intensity (M=0.83, SD=0.14) was significantly higher 
than the accuracy with the 50% intensity (t(11) = -2.34, 
P=0.019). We did not find any significant effect of the 
intensity increment on recognition accuracy from 75% to 
100%.  

Fig. 5 and 6 show the confusion tables for the ASD 
participants and TD group, respectively. The figures compare 
the ability of both groups to recognize expressions and reveal 
how the demonstrated expressions by Ryan are recognizable 
by children. It can be seen that disgust and fear are more often 
mistaken with other expressions. 

 

Figure 3.  The average group accuracy is shown for both ASD (blue), TD 

(yellow), and the average of both groups (green). Each bar represents the 

average of the group for that specific expression. Error bars are standard 

errors. 

 

 
Figure 4. The average group accuracy is shown for both ASD (blue), TD 

(yellow), and the average of both groups in different intensity levels. 

 
 

 

Figure 5. Confusion matrix for the recognition of six basic expressions by 
ASD group. Rows are ground truth and columns are recognized expressions 

by ASD participants. 

 
 

 

Figure 6. Confusion matrix for the recognition of six basic expressions by the 
TD control group. Rows indicate ground truth and columns indicate the 

proportion of expression categorizations made by TD participants. 

 

IV. DISCUSSION 

In general, we did not find a general impairment in the 
ASD group for recognizing facial expressions of emotion. This 
could have occurred for several reasons. First, the sample size 
was small in each group. Second, since all the participants in 
this study were children with high functioning autism, they had 
higher levels of cognitive abilities. Thus, it is reasonable that 
they performed close to their TD peers. However, as 
mentioned before, the emotion recognition findings in ASD 
have been inconsistent and there are many studies [15,16] that 
disagree with any general expression recognition deficiency in 
ASD children. 

 Although we did not find differences between groups, 
both groups showed significantly lower performance in 
recognizing disgust and fear expressions. This is consistent 
with some evidence that people with ASD may have particular 
deficits recognizing negative basic emotions [29]. For 
instance, studies have shown lower accuracy in recognizing 
fear [36,37] and disgust [38]. We found impairment in 
recognizing fear and disgust in both groups. 

Moreover, there was a significant effect of increasing the 
intensity on the average recognition accuracy. The effect 
remained significant as the intensity increased up to 75%. 
Since no interaction was found between expressions and 
intensity, it can be concluded that all the expressions 
demonstrated by Ryan are recognized with 80% accuracy and 
higher when the expression intensity level reaches 75% and 
higher.  

Finally, Fig. 3 and Fig. 4 show that the recognition rates 
for most of the expressions are better in higher intensities, and 
in lower intensities such as 25% which is difficult to recognize 
the expression, Ryan was successful to effectively conveying 
the expressions. Fig. 5. shows that in the ASD group, disgust 
was often mistaken with anger. This low recognition accuracy 
might be due to inherent deficiency of ASD children in 
recognizing negative expressions as shown by other studies 
[37]; however, we did not find any difference between ASD 



  

and TD group in recognizing disgust. In general, the only 
expressions with low recognition accuracies are disgust and 
fear; besides, according to previous studies [36-38], children 
are expected to show lower recognition in these expressions. 
Therefore, Ryan can successfully demonstrate facial 
expressions and convey facial social cues to children. 
Anecdotally, all the children in both groups showed an 
acceptance toward Ryan when being first introduced to the 
robot, which confirms that Ryan is an effective tool to be used 
in future studies of SAR for children diagnosed with autism.    

V. CONCLUSION AND FUTURE WORK 

This paper presented a comparative pilot study on how 

children diagnosed with ASD compared to their TD peers can 

recognize expressions demonstrated by a rear-projected 

humanoid robot. We also studied the effect of using different 

intensities on the expression recognition accuracy. In a group 

of 12 participants, it was found that there was no significant 

impairment in the ASD group compared to the TD group in 

recognizing the basic facial expressions on average; so this 

study did not find any result to support our first hypothesis 

Moreover, as expected in the second hypothesis, a strong 

impairment for both groups was found in recognizing fear and 

disgust. Additional analysis of the results showed that 

increasing the intensity from 25% to 50% and to 75%, 

significantly affects the expression recognition accuracy in 

both groups which supports the third hypothesis.  

One take home lesson from this research is that a general 

assumption of impairment in expression recognition for 

children with ASD should not be assumed when designing 

SAR-based therapies for them. The findings of this study 

therefore support the results of other studies such as [23] that 

have shown individuals with ASD are overall successful in 

matching expressions in still images. Also, the capability of 

Ryan to successfully convey all the six basic facial 

expressions and its potential to be used in future studies of 

SAR was investigated. Furthermore, this study was not faced 

with any significant expression misrecognition due to 

defective or confusing expression demonstration by Ryan. 

Moreover, Ryan provides flexibility to redesign and 

customize facial expressions, from simplistic non-

sophisticated expressions to nearly realistic human-like 

expressions, which make it a great choice for further SAR 

studies. 

Finally, further work with more participants in each group 

and a greater number of trials should be done to address any 

deficiencies in expression recognition, if such exists. Last but 

not least, there needs to be further investigation on the ability 

of ASD children to match expressions with their meaning and 

mental states linked to them. One possible way is to study the 

affect the context in expression recognition. Through this 

work, we seek to contribute in the field of SAR and ASD 

research to develop more advanced therapies for social skills 

development.                                 
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