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Abstract 
 

 The objective of this thesis is to study the impact of high penetration wind energy 

in economic and reliable operation of microgrids. Wind power is variable, i.e., constantly 

changing, and nondispatchable, i.e., cannot be controlled by the microgrid controller. 

Thus an accurate forecasting of wind power is an essential task in order to study its 

impacts in microgrid operation. Two commonly used forecasting methods including 

Autoregressive Integrated Moving Average (ARIMA) and Artificial Neural Network 

(ANN) have been used in this thesis to improve the wind power forecasting. The 

forecasting error is calculated using a Mean Absolute Percentage Error (MAPE) and is 

improved using the ANN. The wind forecast is further used in the microgrid optimal 

scheduling problem. The microgrid optimal scheduling is performed by developing a 

viable model for security-constrained unit commitment (SCUC) based on mixed-integer 

linear programing (MILP) method. The proposed SCUC is solved for various wind 

penetration levels and the relationship between the total cost and the wind power 

penetration is found. In order to reduce microgrid power transfer fluctuations, an 

additional constraint is proposed and added to the SCUC formulation. The new constraint 

would control the time-based fluctuations. The impact of the constraint on microgrid 

SCUC results is tested and validated with numerical analysis. Finally, the applicability of 

proposed models is demonstrated through numerical simulations.  
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1 Chapter One: Introduction 

1.1 Overview of Microgrids 

 Microgrid is defined by the United States Department of Energy (DOE) as: 

A group of interconnected loads and distributed energy resources within clearly 
defined electrical boundaries that acts as a single controllable entity with respect 
to the grid. A microgrid can connect and disconnect from the grid to enable it to 
operate in both grid-connected or island-mode [1].  

 
 Technically, microgrids consist of at least one distributed energy resource (DER) 

and one load demand which could be considered as small-scale power system connected 

to the main distribution grid. The microgrid is an autonomous system; so it can island 

itself from the utility grid during outage events and reconnect itself when the problem is 

solved. Due to this feature, microgrid is a very important technological development in 

modern power systems since it can potentially increase the power system reliability. In 

addition, it saves wasted heat since DERs will be placed near the heat loads using 

combined heat and power technology (CHP). The Point of Common Coupling (PCC) and 

the Circuit Breaker (CB), as shown in Figure 1-1, process the islanded mode and 

reconnected mode through power electronics. Implementing microgrids allows for a more 

economical power system. The cost of the transmission lines will be greatly reduced 

compared to current main grid systems since the generation will be close to electrical and 

heat loads [2]–[4]. 
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 There are many types of microgrids, e.g., they can be home microgrids that serve 

individuals directly and are owned by the homeowner. Or, they can be named after the 

type of the critical load supplied by them. For example, a hospital microgrid supplies a 

hospital or a campus microgrid supplies a university campus. The microgrid can be 

shared between groups of neighboring homes to supply their loads – a community 

microgrid. 

 
Figure 1-1: Typical structure of a microgrid [4] 

 DERs can be wind, solar, gas, or any other generation technology. Renewable 

integration is one of the benefits of using microgrids. By using renewable resources in 

microgrids, the environment will be less affected than using fossil fuel generation 

systems. Furthermore, utility emergencies, such as hurricanes, storms, or tornados, will 

not impact supply to microgrid customers as microgrids can be isolated from the main 

grid and operate in islanded mode. Moreover, customers will benefit from unused wasted 
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heat from microgrid generation to feed their heat loads. In main grid systems, the unused 

heat is wasted since heat is not transferable like electricity. In addition, the cost of 

transmission and distribution losses is dropped when microgrids are implemented. 

Microgrids do not need the transmission network because the generation units will be 

close to loads. As a result, microgrid technology no longer requires the transmission and 

distribution expansions of power systems. The overall energy consumption will 

consequently be reduced [4], [5]. 

1.2 Microgrid Projects in the US 

 Microgrids have received significant attention in recent years, especially from the 

research community. Many microgrid publications concentrate on microgrid operation, 

control and economic impacts of microgrid implementation. There are many completed 

and ongoing microgrid projects in the United States. Listed below are eighteen projects in 

the U.S. documented in [6]: 

• Ansonia (Ansonia, CT) 

• Borrego Springs (Borrego Springs, CA) 

• Colonias (La Presa, TX) 

• Drexel University (Philadelphia, PA) 

• Fort Bliss (Fort Bliss, TX) 

• Fort Bragg (Fort Bragg, NC) 

• Howard University (Washington, D.C.) 

• Los Alamos (Los Alamos County, NM) 
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• Marin County (San Rafael, CA) 

• Naperville (Naperville, IL) 

• New Mexico Green Grid Initiative (NM) 

• Pecan Street Project, Inc. (Austin, TX) 

• Perfect Power at the Illinois Institute of Technology (Chicago, IL) 

• Perfect Power at Mesa del Sol (Albuquerque, NM) 

• Sacramento Municipal Utility District (Sacramento, CA) 

• Stamford Energy Improvement District (Stamford, CT) 

• Twenty-nine Palms (Twenty-nine Palms, CA) 

• University of California, San Diego (San Diego, CA) 

 Following are more details regarding some of aforementioned projects: 

 The mayor of Ansonia CT, announced plans to construct the Energy Improvement 

District (EID) in 2007. EID is a microgrid utilizing distributed energies. The goal of this 

EID was to allow local businesses to participate in a microgrid, providing a means of 

reducing consumed power cost and increasing power reliability.  This decision may have 

been driven by the several day power blackouts of Connecticut’s statewide local grid. 

After the announcement, the mayor received a commitment from Ansonia Copper & 

Brass, a famous company in microgrid technology. This commitment encouraged other 

companies to join in this important project with Ansonia Copper & Brass. The mayor of 

Ansonia consulted Pareto Energy, Ltd, a specialist in financing and designing Energy 

Improvement Districts, to develop the EID [7]. 
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 Fort Bragg in North Carolina has a microgrid project which is one of the largest 

projects in the U.S. This microgrid serves around 100 square miles of distribution 

network and utilizes a variety of distributed energy resources, such as diesel generators, 

fuel cells and gas turbines. There are fifteen diesel generators that together supply 8 MW 

of energy. Also there is a recently installed gas turbine, providing capacity of 5 MW, 

bringing the total microgrid capacity to 13 MW. In addition, it provides a single 5 KW 

fuel cell as storage [8].  

 The Los Alamos microgrid project is located in the mountain town of Los 

Alamos, NM. Startup of this project was with a $27 million investment. The contract to 

build this microgrid is cosigned by Los Alamos County, Los Alamos National Laboratory 

(LANL), the state of New Mexico and nineteen cooperating companies from Japan. This 

$27 million in contracts will be distributed to accomplish construction as follows:  

• A 2-MW photovoltaic facility (solar power) on the top of the county’s capped 

landfill. 

• A 7-MWh-battery storage system. 

• A smart house to demonstrate new construction techniques, smart meters and 

smart appliances [9]. 

 Marin County’s microgrid project includes 5 municipal departments in the city 

civic center, funded by Department of Energy’s, Office of Electricity Delivery and 

Energy Reliability, Smart Grid Research and Development Program, Pacific Northwest 

National Laboratory (PPNL), and the Marin County Office of Sustainability. The project 

is implemented in four stages; each stage should use existing advanced software and 
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smart technologies. The target of this project is to allow utilities and customers to manage 

their distributed renewable energies and easily integrate them on power systems. The 

Marin County Energy Authority (MEA) spent $30 million to support the project 

demonstration on 1000 commercial building and 5000 homes in three Marin comminutes 

[10]. 

 
Figure 1-2: The infrastructure of the IIT microgrid [11] 

 Galvan Electricity Initiative conducts three projects in Illinois and New Mexico. 

These projects were built on Naperville and Illinois Institute of Technology (IIT) in IL 

and Mesa del Sol in NM. All these projects are founded under Perfect Power Systems. 

The Naperville project is set as a model of the electricity distribution systems and 

demonstrates how to maximize the power systems efficiency and quality. Galvan 

promoted this project by completing a case study exhibiting how projects of this type will 
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aid communities. IIT smart microgrid, Figure 1-2, was begun in 2006 and is considered 

as the first example of smart grids across the United States. IIT is facing three or more 

blackouts every year which annually result in an approximate financial loss of one half 

million U.S. dollars. As a result, they have planned to build this microgrid to reduce 

financial loss and to raise power reliability. IIT and DOE jointly funded this project 

through a $12 million investment. The payback period for this microgrid is five years 

including a one-time saving of $5 million and an additional $1.3 million each year. It 

provides advantages besides reducing IIT’s energy bill and improving power quality, e.g., 

eliminating the need for grid upgrade or expansion, promoting a green environment and 

improving campus security. The Mesa del Sol project is developed by The Galvin 

Electricity Initiative, the state of New Mexico and their Green Grid Initiative, and Japan's 

New Energy and Industrial Technology Development Organization (NEDA). The 

payback of this microgrid is 30 years, much longer than IIT’s microgrid [11]–[13]. 

 The microgrid in the University of California, San Diego is located at its campus, 

an area of approximately 1200 acres. There are 450 buildings and a population of 45,000. 

The microgrid contains two gas turbines, each providing 13.5 MW of power. It also 

utilizes a steam turbine that provides 3 MW and a 1.2 MW installed solar unit. All of 

these resources can supply around 80% of the campus annual power demand. Because 

these turbines emit 75% less gas than conventional power plants, there is additional 

benefit of providing a healthier environment in the campus [14]. 

 In Europe, there are many microgrid projects. For example, the Kythnos island 

project, built in Greece in 2001, supplies the power for 12 houses in a valley in 
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Kythnos. This microgrid contains a 10 kW solar power unit, a 5 kVA diesel generator, a 

battery bank of 53 kWh and three 4.5 kVA battery inverters, Figure 1-3. The 

Bronsbergen residential microgrid is another example of a European microgrid project, 

the first microgrid in Netherland. It has a total capacity of 315 kW powered by solar cells 

installed on the rooftops of residential homes, Figure 1-4 [15]. 

 

 
Figure 1-3: Kythnos island project [15] 
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Figure 1-4: Solar cells on residential rooftops, Bronsbergen residential microgrid [15] 

  Researchers optimistically forecast rapid microgrid implementation in all 

distribution networks worldwide, such as homes, neighborhoods, educational institutes, 

hospitals and all other applicable places whether or not they are critical.  

1.3 Microgrid Challenges 

 From development through implementation, microgrids have faced many 

challenges. Some of these challenges are technical and others are economical. Both issues 

will be discussed respectively in the following.  
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1.3.1 Technical challenges. 

 There are many technical challenges involved in microgrid implementation.  The 

control, operation and protection of microgrids are three greatest technical challenges, 

especially in islanded operation mode. One of the control challenges of microgrid is 

voltage and frequency control. A second challenge is the autonomous operation of the 

microgrid. Another is the microgrid protection. 

 It is very challenging to operate more than one distributed energy resource with 

different generation types (PV, wind, fuel cell, micro turbine, etc.). The active and 

reactive power might be unbalanced with consumed power. This unbalance causes a 

difference in the system frequency from its setting point (50/60 Hz) because of voltage 

and frequency drops during the islanding from the main grid. However, it is difficult to 

control reactive and reactive power through an active and reactive power controller 

because of the vast number of different generation resources. Therefore, it is a challenge 

to control these drops through the use of power electronics. Active power versus 

frequency drop is a method to control the frequency drop by controlling the power 

sharing among the DERs. In like manner, reactive power versus voltage drop is used to 

control the voltage drop. In addition, it is a more significant issue to ensure the 

autonomous operation in microgrid. It is an even more of a challenge to operate different 

types of distributed generation in autonomous mode operation because microgrid needs 

two interface controls, one for the normal operation (grid connected) and the other for 

islanded operation (grid disconnected). Using power electronics, such as inverter 

controls, is one method of overcoming this obstacle. Finally, microgrid protection 
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poses another challenge. It is important to ensure loads, DERs and all lines are protected 

when implementing a microgrid as a reliable and high quality power system. Power 

electronics should also be involved to ensure success in microgrid protection [15], [16]. 

1.3.2 Economic challenges. 

 The economics related to any project are primary concerns. Reducing cost and 

raising reliability of power through the use of microgrid technology is one manner of 

addressing these economic concerns. The difficulty of obtaining optimal reliability and 

power quality from utilizing the microgrid receives much focus from technical papers and 

reports. One solution to this issue is scheduling microgrid islanding/reconnecting from/to 

the utility grid to obtain an optimal least cost operation. Microgrid scheduling can be 

accomplished through solving the unit commitment problem. Moreover, since renewable 

resources are among microgrid DERs, wind and solar power deployment in microgrids 

becomes a big economic issue because of unpredictable nature which is dependent on 

environmental factors, such as wind speed and sunshine. To obtain an economic 

advantage, it becomes essential to develop a reliable method for predicting the available 

power from wind turbines or solar cells. Getting an accurate renewable energy forecast is 

considered as a primary step before solving the microgrid unit commitment problem [15], 

[17]. 
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1.4 Challenges Addressed by this Thesis 

 This thesis addresses the economic challenges of integrating wind power in 

microgrids. It is difficult to integrate an unpredictable power source such as wind power 

into a microgrid with other DERs. To ensure an economic deployment of wind power 

into a microgrid, it is essential to develop a method for reliably and accurately forecasting 

wind power across a specific period of time, following which the challenge of solving the 

unit commitment for microgrids, which have a wind turbine as DER, is discussed. As the 

changes of the market prices and the total operating cost of the microgrid may cause 

fluctuation in the main grid power flow, a new constraint is proposed in security-

constrained unit commitment (SCUC) to overcome this fluctuation. The new constraint is 

imposed by the main power utility. The options of how to impose the constraint are 

explained in chapter four.  

 The rest of the thesis is organized as follows: Wind forecasting and its methods 

and classification are discussed in Chapter 2. Chapter 3 provides a review on electricity 

market and unit commitment (UC) problem. SCUC modeling is presented in Chapter 4. 

Some cases providing numerical analysis about forecasting models and SCUC is 

presented in Chapter 5, and the conclusion and recommendations for future development 

are provided in Chapter 6.  
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2 Chapter Two: Forecasting 

2.1 Forecasting Overview 

 The entire world is looking forward to have a clean environment and life without 

pollution. As a result, researchers and scientists are searching for alternative resources to 

help mitigate the impacts introduced by traditional energy resources. For instance, hybrid 

(electric and natural gas or propane) cars are available in the market to replace some 

fossil fuel automobiles, which help to reduce the carbon footprint of the transportation 

sector.  

 
Figure 2-1: Rooftop PV panels for a residential home [18] 
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 Similarly, researchers in the energy sector are giving more attention to renewable 

resources for generation of electricity to further reduce the effect of fossil fuel use on our 

environment. They understand that the reserve of fossil fuel is limited but the demand for 

energy is expected to increase over time and believe it is essential to find a sustainable 

and environmentally friendly energy resource. Renewable energy resources are gaining 

popularity as a potential solution to this problem.  

 Potential resources of renewable energy are hydro, solar, wind, biomass, and 

geothermal. Of these, solar and wind power are the two most common technologies 

attracting researchers across the globe. 

 
Figure 2-2: Wind farm [19] 

 

 Solar power depends on weather and other specific factors related to the sun. The 

most important of these is sun radiation and its angle. Through a specific procedure, 

sunlight can be converted to electricity via photovoltaic (PV) panels, now apparent in the 

street or on rooftops in some countries, see Figure 2-1. In the United States, the 
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government encourages people to cover the rooftop of their home with PV panels to help 

them supply their electrical demand by clean energy, often through the provision of 

economic assistance or reimbursement.  

 Wind power is influenced by the wind speed and its direction. It is generated by 

wind turbines (commonly in wind farm settings, Figure 2-2). Wind farms are found in 

many locations in Europe. For example, in Spain, approximately 4% of the load is 

supplied from wind power generation. There are also wind farms in Colorado close to the 

Rocky Mountains. Wind turbine converts the wind energy to power through its power 

characteristic curve [20]. 

 Utilizing wind to generate power has the lowest generation cost among other 

generation units, as the source is free. As a result, wind is one of the most beneficial 

renewable energy resources since it is the largest available pollution-free resource and 

because of its economic impact. Today, most countries are considering wind power 

generation as the first priority to develop. Consequently, wind energy is growing fast 

over the entire world. The total wind capacity in China is increased around 108% from 

2008 to about 13 GW in 2010 [21]. As per wind energy and green peace organization 

forecast, wind power will generate 12% or more of all power generation in China (around 

30 GW) by 2020 [22]. In addition, it is expected that future wind power generation will 

reach nearly 20,000 TWh/year, globally. When this huge amount of wind power is 

utilized, wind power will become a major contributor to the world’s power generation 

and provide a major impact in helping to balance the power generation necessary to meet 

the worldwide power consumption needs [23]. 
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 In this thesis, the concentration is on wind power implementation in microgrids. 

The rapid evolvement of wind power integration in power systems is a major concern 

with power researchers since wind power is affected by wind speed. Wind speed is 

influenced by climate conditions such as temperature and barometric pressure and by 

topography and obstacles. Fluctuation in wind speed cannot allow wind energy to be 

utilized as a reliable energy source; it is not a steady enough resource to supply a steady 

supply and to meet a constant demand. One of the biggest challenges with implementing 

wind power into power systems is not knowing the power generation in advance. These 

issues with wind power implementation become problems with operation and 

maintenance scheduling, power system stability and reliability, power system planning, 

market pricing, ancillary services and power reserve capacity [22]. 

 The forecasting of wind speed and wind power are exactly the same as the wind 

speed can be easily converted to wind power through the following equation [24]: 

𝑃 = !
!
𝜌𝐴𝜐!                                                         (1) 

Where P is the wind power in watts, A is the area of the selected region in square meters, 

and υ is the velocity of the wind speed in meters per second. The density of the air (ρ) 

kg/m depends on the temperature and pressure of air. However, due to the cubic relation 

between wind power and wind speed, a small error forecast in wind speed might cause a 

large error in wind power [24]. 
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2.2 Forecasting Methods Classifications 

 Wind speed generated wind power needs an accurate forecasting method to 

overcome all or most of above-mentioned implementation challenges. There are many 

forecasting methods recently developed by researchers. Most researchers classified the 

forecasting methods in one of two ways. The first way considers time horizon forecasting 

and the second, a forecasting model input [20], [24]. 

2.2.1 Time scale classification. 

 Time horizon forecasting methods are divided into four categories:  

• Very short time forecasting:  

This forecast category is for about 30 minutes ahead. It is an aid to setting 

regulations, actions and electricity market. 

• Short term forecasting:  

This forecast category spans 30 minutes to one day ahead and is used in planning 

of economic dispatch and load change decisions.  

• Medium term forecasting:   

This time horizon forecast could begin at one day and span up to several months 

ahead. In this category, wind power forecasts help in power system operation, 

such as unit commitment, security operation of the power system, and 

maintenance scheduling.  
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• Long term forecasting:  

This is last time horizon category and it could be extent from several months to 

several years. Utilizing this category, power system operators can make reserve 

capacity decisions associated with system generation, transmission, and 

distribution expansion [24]. 

2.2.2 Model input classification. 

 Based on the model input, forecasting methods are divided into four categories: 

• Persistence forecasting approach:  

This is also called “Naïve Predictor”. It employs only the past or historical data of 

wind speed to forecast the future wind speed. It forecasts the wind speed at a 

specific time ‘t’ to the same wind speed at the time ‘t-Δt’. This method is accurate 

when used on very short time horizon scales. Therefore, researches always 

compare their developed forecasting methods performance against the persistence 

method performance to evaluate the forecasting performance [24]. 

• Physical forecasting method:  

Physical forecasting method, also known as deterministic method, utilizes 

physical atmospheric conditions to predict future wind speed and direction. The 

numerical weather prediction (NWP) is the most widely known model based on a 

physical approach. NWP uses complex mathematical models. These models take 

the weather data as model input such as temperature, pressure, surface roughness, 
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description of orography, obstacles and so on. Models based on physical methods 

need more time to gather needed inputs resulting in delays in output results. 

Accordingly, NWPs benefit from better accuracy with long term forecasting than 

other time scale forecasting. When the weather situations are unchanging, the 

NWP models can provide more precise forecasting [20], [22], [24]. 

 
Figure 2-3: Artificial neural network [25] 
• Statistical forecasting approach:  

This approach is split into two subclasses. The first subclass is artificial neural 

network (ANN) model, Figure 2-3, and the second subclass is time series model. 

An ANN forecasting approach utilizes massive amounts of past wind speed data 

to predict upcoming wind speed. This method is capable of providing a timely 

predication based on historical data time series. It does not consider weather 

conditions but rather the time series history of wind speed on a specific selected 

area. The statistical models operate based on a number of mathematical equations 

defined by identifying the pattern of time series of past data. The statistical 

models are easy to model and less expensive than other models. Their accuracy or 

performance is great when the parameters are accurately tuned to meet the 
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pattern of past data time series. In this forecasting method, neural network (NN) 

models usually provide superior accuracy compared to time series models, but 

there are some very good time series models which outperform ANN models [20], 

[24]. 

• Spatial correlation methods:  

 Spatial correlation modeling is more difficult than other forecasting models as it 

employs the spatial relationship of wind speed or wind power of neighboring 

sites. The models based on spatial correlation often achieve high prediction 

precision. Also, this kind of forecasting has employed various other intelligent 

technologies such as ANN, fuzzy logic and Kalman filter [20], [21]. It is more 

useful to use spatial correlation for predicting wind farm output since the total 

wind power of the wind farm could be correlated with the wind speed at one or 

more reference points in the wind farm rather than wind speed data from the 

entire farm area [26]. 

 More recent methods study the combination of two forecasting models. These 

studies have evolved into a new forecasting approach, the hybrid forecasting method. 

Hybrid methods can be a combination of physical approach model and statistical 

approach model or between two models that are both from same approach. Moreover, it 

might be a mixture between short term and medium term forecasting approaches [24]. 
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2.3 Examples of Some Methods 

 Several publications study forecasting approaches and show their results. Many 

papers are published regarding physical and statistical approaches. Following is a review 

of both physical and statistical approaches. 

2.3.1 Models based on physical approach. 

 NWP is mostly based on weather data. Furthermore, NWP models provide not 

only wind speed forecast but a detail forecast output as well. For that reason, they are not 

only used for power forecast, but also for various applications [27]. These models are 

usually used in new wind farms since they do not need a history data to use [28]. There 

are many models that are based on physical methods or NWP Models. Some of these 

models work well for short term and others are better with long term forecasting. Beyond 

this, some of them are regional models and others are global. 

 The NWPs sometime need to operate with other models to obtain more accurate 

performance. For example, in order to represent the topography of the area, NWP must 

use digital elevation models (DEMs). NWPs must then utilize model output statistics 

(MOS) to reduce forecasting errors [20].   
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Figure 2-4: The flow chart of Landberg ‘s model [29] 
  

 In [29],   a model (High-Resolution Limited Area Model - HIRLAM) was used. 

HIRLAM is created and developed by Denmark meteorologist institute and European 

meteorology institutions. To test the model, data spanning one year from February 1995 

to January 1996 was used by selecting 17 wind farms at Danish isles Zealand and 

Bornholm, with a total wind power capacity of 35.7 MW. More data was needed to 

support the large-scale flow. This data was supplied through wind atlas analysis and 

application (WAsP) program. Also, the PARK program was used to take into account 

shadow effects of the turbines. At the end, model output statistics (MOS) was used to 

reduce output error results. The model, Figure 2-4, was designed to provide a 4-hour to 

36-hour forecasting. It was operated twice daily in a grid of 162×136 points with spacing 

of 26 km and 16 vertical levels. Results from this model demonstrated that for the first 4 

hours the persistence method performed better than this model. Therefore, it is not 

recommended to use this model with short term forecasting since other statistical 
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methods yielded better accuracy with a very low incidence of forecasting error. Some of 

NWP models are listed in [27] and provided in Table 2-1.  

Table 2-1: NWP models [27] 
Model name Developer 
GFS National Oceanic and Atmospheric 

Administration (NOAA), US 
ARPEGE Metro-France 
GME Deutscher Wetterdienst (DWD), Germany 
GEM Recherche en Prévision Numérique (RPN), 

Meteorological Research Branch (MRB), and the 
Canadian Meteorological Center (CMC) 

UM Met Office, UK 
GSM Japan Meteorological Agency (JMA) 
LM DWD, Germany 
WRF A collaboration in the US, which includes NCAR, 

the National Oceanic and Atmospheric 
Administration (National Center for 
Environmental Prediction (NCEP) and the 
Forecast Systems Laboratory (FSL)), the Air 
Force Weather Agency (AFWA), the Naval 
Research Laboratory (NRL), the University of 
Oklahoma and the Federal Aviation 
Administration (FAA) 

COSMO A collaboration of 6 European met services led by 
the Federal Office of Meteorology and 
Climatology MeteoSwiss 

 In addition, eight models based on NWP (HIRLAM and UK MESO) models and 

neural network model were developed in [20]. All eight models were compared with the 

persistence method and learned that all eight models performed better than the 

persistence method. However, the persistence method outperformed all eight models 

when considering short prediction time horizon (3-6 hours). Authors discovered the 

neural networks did not yield an exceptional contribution.  
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 In [30], another kind of NWP models was used, Bologna Limited-Area Model 

(BOLAM). This model has been developed at the Institute of Science of Atmosphere and 

Climate (ISAC) and the National Research Council (NRC) in Bologna, Italy. This model 

was designed to be a grid-point hydrostatic model in sigma coordinate with variable 

spacing in vertical. There are many versions of developed BOLAM with variety of spatial 

horizontal resolution. The method was elected to work with the highest resolution of 

BOLAM 7 and a horizontal grid distance of 7 km. The data set used in the study was a 

two-year span from 1 January 2007 till 31 December 2008. The data was gathered from 

several wind farms, Lago di Giacopiane, Casoni di Suvero and Varese Ligure. The 

Varese Ligure wind farm has four wind turbines with a total power of 3.2 MW of which 

only two of them that are NEG MICON 1 and NEG MICON 2 turbines were considered. 

It was learned that the NWP BOLAM standing alone provided poor forecasting 

performance. However, when the BOLAM model output was used with a Kalman filter, a 

significant improvement of the wind power forecast compared with the direct NWP 

BOLAM model would be observed. As a result, combining Kalman filtering with NWP 

direct outputs provided a high accuracy forecasting and contributed to improve the NWP 

model outputs. These findings exhibited that the integration of wind power into the 

microgrid could potentially improve the process as wind forecasting became more 

reliable.  
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2.3.2 Models based on statistical approaches. 

 Researchers have increased their interest in statistical approaches as a means to 

forecast wind power generation because this approach depends solely on the historical 

wind speed or wind power generation, unlike physical approaches. Hence, there are many 

papers about the statistical approach, especially for short and medium term forecasting.  

 NWP output often comes as an input to these models. Statistical approaches only 

need one step to convert inputs to forecasted wind power; because of that, they are also 

termed ‘black box’. The general principle of these methods is in discovering the link 

between past wind power production data and past wind speed data. In other words, 

identifying the pattern of historical values of the wind power time series and then 

forecasting the future based on that pattern [27]. 

Table 2-2: Some of statistical models [27] 
Model name Developer 
WPPT Eltra/Elsam collaboration with Informatics and 

Mathematical Modeling at Danmarks Tekniske 
University (DTU), Denmark 

Sipreólico University Carlos III, Madrid, Spain & Red 
Eléctrica de Espana 

WPMS Institute für Solare Energieversorgungstechnik 
(ISET), Germany 

GH Garrad Hassan 
AWPPS École des Mines, Paris 
Alea Wind Aleasoft at the Universitat Polytécnica de 

Catalunya, Spain (UPC) 
 

 As mentioned above, the statistical methods have two subcategories: time series 

models and artificial neural network models. These two subcategories have many models, 

such as, autoregressive (AR), Moving average (MA), autoregressive-moving 
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average (ARMA), autoregressive integrated moving average (ARIMA), the Box-Jenkins 

method, Kalman filter, learning approaches (artificial intelligent - AI), fuzzy systems, 

gray predictor, support vector machines and so on [27]. Some of statistical models are 

listed in [27] and provided in Table 2-2.  

 Artificial intelligence is also known as the learning approach method, which 

learns the relationship between wind speed and output of wind power through observing 

the past data from a time series of both. Artificial neural network methods are also called 

data-driven methods because they learn from data experience. NN models, which are 

multi-layer perception (MLP), are often used in research case studies [27]. 

 ARMA is the best-known approach based on time series to predict potential wind 

speed or wind power. Also, ARIMA can be another form of ARMA but including 

integrating parameter (d). (2) shows the general model for ARMA (p, q) where p 

represents the order of autoregressive part and q is the order of moving average part. 

𝑥! = 𝜑!𝑥!!!
!
!!! + 𝜃!𝛼!!!

!
!!! + 𝛼!                 (2) 

Where 𝜑! , 𝜃!  are the autoregressive parameter and moving average parameter, 

respectively, 𝑥!!! represents the past value of forecasted wind speed or power at time t 

(𝑥! ) and 𝛼!  is the normal white noise time series with mean average of 0. When 

integrated part (d) is included, the ARIMA (p, d, q) would be considered with its 

parameter d. In this thesis, only ARMA (p, q) will be used for wind power forecasting 

[20]. 
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 In [31], four distinct approaches were used to predict wind speed and its direction. 

These approaches are: the component model, combined traditional ARMA model and 

linked ARMA model, the vector autoregressive model (VAR) and another one descended 

from the third with some parameters assigned 0 value. It is also demonstrated the method 

to model each approach starting with determining the autoregressive and moving average 

orders (p, q). The ARMA orders can be achieved by using the auto correlation function 

(ACF) and partial auto correlation function (PACF) plots. In the component approach, the 

mean of wind direction (𝜃) and the lateral and longitudinal component of wind speed 

(𝜈! , 𝜈!) were found. Then the forecasted wind speed (v) and direction (𝜃!) were found 

simultaneously by using (3) and (4). 

𝜃! =    tan!!(
!!
!!
)+   𝜃                                             (3) 

𝜈 = 𝑣!! + 𝑣!!                                                       (4) 

 In the combined traditional ARMA model and linked ARMA model, traditional 

ARMA model was used for forecasting the wind speed and the linked ARMA model for 

forecasting the wind direction. The first step was to forecast the linear variable (wind 

speed), and then converted the linear variable to circular variable (wind direction) by 

applying the linked ARMA model. From this process, the forecast of wind speed and 

direction was obtained. The third and fourth approaches were based on the vector 

autoregressive model (VAR), VAR was selected since it is another form of persistence 

method which already includes wind direction forecasting. The fourth approach is called 

restricted VAR. The data was gathered at a wind observation site in North Dakota 
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between May 1 and October 21, 2002. The models performance was determined by 

measuring the mean absolute error (MAE). 

 Following is the conclusion reached from the study. For wind direction, the 

component model outperformed the other three models while the traditional-linked 

ARMA model exhibited the worst results. By comparing the VAR and restricted VAR, 

VAR marginally performed better than the restricted VAR. However, restricted VAR 

model was preferred as it requires fewer parameters than VAR model. For wind speed, 

the traditional-linked ARMA model, VAR model and restricted VAR model performed 

better than component model, observing that the performance was similar, but slightly 

better performance of traditional-linked ARMA model compared with VAR and 

restricted VAR models.  

 Hybrid forecasting methods are receiving more attention. In [32] this method was 

used for wind forecasting in three different areas in Mexico, the Isla de Cedros in Baja 

California, the Cerro de la Virgen in Zacatecas and Holbox in Quintana Roo. The 

proposed method combined the ARIMA and ANN models. The hourly average time 

series historical data gathered from these different sites over the period of one month. 

Part of the data was used for validating the model. Using the ARIMA model for all 

regions, the best results were obtained with ARIMA (1,0,0), ARIMA (2,0,0) and ARIMA 

(2,0,0) for the Isla de Cedros, the Cerro de la Virgen and Holbox, respectively. The 

authors first utilized the ANN model. The number of input vectors, the number of output 

vectors, the number of layers and the number of neurons must be specified at first, 

commencing with the simplest model configuration then toward the more 
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complicated configurations. Consequently, the following model configurations were 

selected: 2-layers and 3-nerurons, 2-layers and 4-nerurons, 3-layers and 6-nerurons, 3-

layers and 7-nerurons. After testing all these model configurations with wind forecasting 

in the Isla de Cedros, it was found that the simplest configuration, which is 2L-3N, 

provided the best result. After testing ARIMA and ANN separately, the authors decided 

to combine both models into a hybrid model. The accuracy was measured by calculating 

three forecast error methods to compare all models - the mean error (ME), the mean 

square error (MSE) and the mean absolute error (MAE). The conclusion revealed that the 

output result of all models exhibited a reasonable performance with following the time 

series. However, the hybrid model provided higher accuracy prediction than ARIMA and 

ANN models in all three selected regions.  

 

2.4 Recommendations for Wind Forecasting 

 Below are recommendations on wind forecasting, summarized on the following 

points: 

• Specify the forecasting purpose.  

• Select the time horizon for forecasting depending on the purpose. For instance, if 

the forecasting purpose is power system planning, it is better to forecast for long 

term. However, it is better to forecasting short term for operation purposes. 

• Select the appropriate forecasting method depending on the forecasting purpose 

and the time horizon. 
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• Use different data sets to test the forecasting model - some models are sensitive to 

the input data. 

• Examine your model in different areas as an accuracy check. 

• Calculate different forecast error measures for each model to get a clear result for 

its accuracy (i.e. ME, MSE, MAPE, MAE…etc.). 

• Reduce the forecasting error by employing the hybrid method; since all combined 

models have given more accurate forecast than single models that forms the 

hybrid models.
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3 Chapter Three: Unit Commitment 

3.1 Electricity Market in the United States 

 Traditionally, in power systems the electricity is generated, transmitted and 

distributed by the public power utilities under regulated environment. The energy 

infrastructure later changed to deregulated and privatized market to increase competition 

and enhance quality of service. The electricity market is commonly divided into three 

sectors as shown in Figure 3-1 and listed as follows:  

• Generation companies (GENCOs) generate electricity, 

• Transmission companies (TRANSCOs) transfer the electricity to the distribution 

grid  

• Distribution companies (DISTCOs) deliver the electricity to the customers.  

 

 All these companies manage their duties independently unlike the vertically 

integrated structure. In other words, the market became decentralized as any supplier can 

easily participate in it. As a result, the Federal Energy Regulatory Commission (FERC) 

established Independent System Operators (ISOs) to run the energy markets in various 

regions. ISOs are similar to Regional Transmission Organizations (RTOs), but RTOs are 

wider as they encompass all North America energy markets (the United States and 

Canada) whereas the ISOs are limited to the United States markets. There are seven 
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ISOs in the United States as described in Figure 3-2. Regions, not assigned to any ISO, 

are still working with vertically integrated structure. ISOs are responsible to ensure open 

access to the transmission grid. The driving force behind this change is to eliminate 

market monopoly and open the energy market for competition. As a result, the energy 

price lowers and benefits the energy consumers [33], [34]. 

 
Figure 3-1: a) Vertically integrated utility. b) Horizontally integrated restructure 
(deregulated) 
  

 
Figure 3-2: RTOs/ISOs in the North America [33] 
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 In the deregulated structure, ISOs receive generation bids from GENCOs while 

the system operators in vertically integrated systems receive the fuel cost curves from 

generation units. The generation cost in vertically integrated systems is calculated based 

on the fuel cost, but in the deregulated environment it is based on the biding curve. The 

energy markets in the United States are divided into two market designs. These two 

designs differ depending on the participants, the information that are shared between the 

ISO and the participants and the responsibilities of the ISO in the markets. These markets 

are called PoolCo market and bilateral contract market [35].  

3.1.1 PoolCo markets. 

 This market design is a centralized wholesale market run by the ISO.  In this 

market, the suppliers or GENCOs send their bids to the ISO including the amount of 

power they are willing to deliver to the market and bid-cost curves. ISO could also 

receive the demand bids at the same time. Then ISO will decide the amount of power to 

be generated by each generation unit depending upon total market information received 

from all market participants. ISO must remain independent of all market participants to 

manage the market and assure it is competitive. If the suppliers bid a high cost, their 

power may not be purchased since the probability to get better price is high. Similarly, 

the consumers may not be able to purchase the power when their bids are very low [35]. 
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3.1.2 Bilateral contract markets. 

 A Bilateral contract market is a contract between two parties who negotiate and 

agree its rule together, independent of the ISO. Thus, the supplier and the consumer agree 

on the amount of delivered and consumed power and also the energy price. Despite of 

this market being independent of ISO; this information should be sent to the responsible 

ISO to check the required transmission capacity to execute the contract and maintain the 

transmission grid security [35]. 

3.1.3 Hybrid market. 

 Hybrid market either chains the above two market options together or utilizes a 

combination of most of their structures. Customers may select any supplier to deliver the 

power and negotiate the price directly with the supplier or they have the option to simply 

accept the power at spot market prices offered by PoolCo. However, PoolCO is 

responsible to serve all market participants who have not signed a bilateral contract with 

another party. This option is more flexible than the other two options as it uses the both 

options in one market. For this reason, customers prefer to be involved in hybrid market 

option [35]. 

3.2 Unit Commitment Definition 

 Unit Commitment (UC) problem finds the optimal hourly schedule, i.e., 

commitment and dispatch, of generation units, considering system and units constraints. 

The goal of the UC problem is to minimize the total operating cost and satisfy the system 
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security by meeting all constraints. The accurate UC depends on the accuracy of load 

forecast and renewable energy forecast in case of renewable energy integration. The UC 

problem can be solved for a duration of one day to one week depending on the 

application [36]–[38]. 

3.3 Unit Commitment Methods 

 UC methods are classified under three main groups: Deterministic, meta-heuristic 

and hybrid methods. Each group consists of different methods as shown in Table 3-1 

[36], [38]. 

Table 3-1: UC methods 
Main Methods Sub-Methods 

Deterministic Methods 

Priority List (PL) 
Dynamic Programming (DP) 

Lagrangian Relaxation (LR) 
Mixed Integer Programming (MIP) 

Meta-heuristic Methods 

Genetic Algorithms (GA) 
Simulated Annealing (SA) 
Particle Swarm Optimization (PSO) 
Tabu-Search Method (TS) 
Fuzzy Logic Algorithm (FL) 

Hybrid Methods 

Memetic Algorithm (MA) 
Fuzzy DP 
ANN-DP 
Multi-Agent System (MAS) 

3.3.1 Priority list method. 

 The priority list method (PL) is the easiest UC method to use and takes less time 

to solve the UC problem than other methods. However, the solution is not accurate and 
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optimal as some constraints are not considered in the priority order, such as start-up cost 

and the unit ramp rate. This method lists all the units regardless of its commitment state. 

It is then necessary to list the cost of each unit in order to establish a rank table for all 

units. After that, the system operator makes a decision of which unit should be committed 

according to the ranking table. The initial solution is crucial in this method and it may be 

generated randomly. All other solutions can then be compared with the initial solution to 

assist in forming a decision. The system security may not be met by this method, but only 

the sensitive loads can be secured by committing the units. This may result in obtaining 

an uneconomic solution for the UC [36], [38]. 

3.3.2 Dynamic programming method. 

 Dynamic programming (DP) is more flexible than the PL method. Nevertheless, it 

takes more time to solve the UC problem as the processing time is exponentially related 

to the problem size. When the dimension of UC problem is increased, the mathematical 

complexity is increased. As a result, the computation time of UC solution is increased 

and may reach a level that cannot be solved or computed [36], [38]. 

3.3.3 Lagrangian relaxation method. 

 Lagrangian relaxation (LR) is one of the most widely used methods for solving a 

UC problem. It is a successful method when applied to a complex UC which has many 

hard constraints, such as ramping up and down and minimum up and down constraints. 

Moreover, while it provides an acceptable solution, it may experience convergence 
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issues. The dual solution is not an optimal solution. The duality gap or the difference 

between the two solutions is small (1-2)%, while it was considered acceptable before 

energy markets changed to a more competitive market [36]. 

3.3.4 Mixed-integer programming method. 

 The mixed integer programming (MIP) method is a special class of linear 

programming. It is also known as mixed integer linear programming (MILP). MILP is 

one of the most useful and viable solution methods for solving UC. Since 2006, MILP 

has been by PJM ISO to improve the day-ahead market clearing process. Following the 

PJM experience, many ISOs now utilize MILP in their markets. MILP applies two types 

of variables: Binary variables (0 or 1) to denote the commitment state (OFF/ON) of the 

units and continuous variables to represent the dispatch of the units. The MILP assures a 

convergence solution in limited steps, unlike the LR. MILP can handle large–scale UC 

problems [37]. 

3.3.5 Genetic algorithm method. 

 The genetic algorithm (GA) method is a powerful method for solving a difficult 

UC problem as it utilizes a mechanism of natural genetics. GA is a stochastic method that 

utilizes the variable constraints imposed on the power system due to the nature of energy 

resources. Utilizing this method, it is possible to reach a global minimum solution rapidly 

while allowing the inclusion of inequality constraints is also simpler [36]. 
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3.3.6 Simulated annealing method. 

 The simulated annealing (SA) method is an optimization method, suggested by 

Kirkpatrick, Gelatt and Vecchi in 1983. This method is based on simulating the annealing 

of metals. By using this method, the solution of UC problems can be theoretically 

converged to an optimum one [36], [38]. 

3.3.7 Particle swarm optimization method. 

 The PSO method has many advantages, e.g., improving simulation time, 

acquiring an optimal solution and obtaining a feasible solution for the UC problem. It is 

also considered to be more capable than the GA method [36]. 

3.3.8 Tabu-search method. 

 Tabu-search (TS) is one of the stochastic optimization methods that are 

successfully applied together with combinatorial optimization problems. This method is 

proved useful in solving power system optimization problems such as UC and reactive 

optimization. TS is an iterative method utilizing a flexible memory system unlike GA and 

SA methods. It does have the disadvantage of requiring a lengthy time to get a global 

minimum solution. In addition, obtaining an accurate minimum solution for large power 

systems is less than optimal [36], [38]. 
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3.3.9 Fuzzy logic method. 

 Fuzzy logic (FL) algorithm is a numerical algorithm, capable of describing a 

specific system and its response without a precise numerical formulation. FL method is 

also used for solving forecasted load schedules error but the error’s complexity may 

impact this process. A paper by Kadam used FL method in 2009 to solve a short term UC 

problem in power generation. The method proposed in this paper was compared to the 

priority list method (PL) and reported that the FL outperformed PL especially in 

nonlinear and multi-constraints UC problems [36], [38]. 

3.3.10 Hybrid methods. 

 The initiative of utilizing a hybrid method is for combining two solving methods 

to solve the UC problem. The hybrid methods are used in order to provide a more 

accurate and higher quality solution of UC problems. These methods can manage a large 

number of constraints even if they are complicated. Some hybrid methods are memetic 

algorithm (MA), fuzzy DP, hybrid ANN-DP and multi-stage neural network-expert 

system. MA is a method which combines GA and a local search method. Fuzzy DP is a 

method which employs fuzzy logic for forecasting hourly loads. Then DP is used to solve 

the UC problem thus making the fuzzy DP more powerful than traditional DP. Hybrid 

ANN-DP is a method which combines ANN UC method and DP UC method. ANN is 

used first to solve for UC according to the demand response. Then dynamic programming 

is executed for the next stage when UC states are not positive. A multi stage neural 

network-expert system (MSNNES) method is a combination of ANN and ES 
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methods. ANN is used for pre and post processing stages whereas the operating 

constraints are presented by the ES method. Moreover, GA, TS and SA are being used in 

hybrid methods for solving the UC problems [38]. 

 There are two types of unit commitment in the electricity markets in the United 

States. These types are Price-Based Unit Commitment (PBUC) and Security-Constrained 

Unit Commitment (SCUC). Each type has its own hard constraints. Details regarding 

each type are as follows: 

3.4 Price-Based Unit Commitment (PBUC) 

 This type of UC is mainly utilized by individual GENCOs. The main objective of 

PBUC is to minimize generation resources in order to maximize the GENCO’s profit. It 

is termed price-based to underscore that the price signal controls the decision of the unit 

commitment state (which unit should be OFF and which ones should be ON). In PBUC, 

each individual supplier is responsible for its own strategies when bidding on the energy 

markets. Thus, the bidders bear the risk of their decisions when committing their units. 

GENCOs’ aim is to get their profit maximized as much as they can disregarding the total 

system profit. Therefore, the load satisfaction is not as important in PBUC as it is in the 

SCUC. To avoid the hazard of not knowing the GENCOs’ dispatched hours or the market 

clearing prices (MCPs), GENCOs send their single part bids to the responsible ISO. 

Thus, the ISO can maintain the system security by using this information to determine the 

MCP since the ISO’s aim is the system security. However, GENCOs’ aim differs because 

they are only concerned about their profit. By comparing PBUC with SCUC, it may be 
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argued that minimizing the total cost is similar to maximizing the profit. This is not 

precisely correct since the profit does not depend only on cost; it is more accurately 

calculated considering revenue minus cost. For that reason, when incremental revenue is 

larger than incremental cost, it becomes more attractive to generate more power and thus 

increase profit. On the other hand, GENCOs are not willing to sell energy if the 

incremental revenue is below the incremental cost. PBUC is also differs from the SCUC 

because the latter includes the transmission constraints. PBUC cannot include 

transmission constraints in cost forecasting as the transmission information is not 

available for GENCOs.  SCUC is able to include these constraints because of the 

availability of transmission information to ISOs. A feature in PBUC is that the market 

price reflects all market information. Security is not considered in the PBUC formulation, 

but the ISOs’ way of maintaining system security impacts the market price. PBUC can 

maximize the value of generation resources which is significantly essential in power 

generation [35], [38]. 

Table 3-2: Comparison between PBUC and SCUC 
 PBUC SCUC 

Main objective Maximizing the profit Minimizing the cost 
Load No-obligation Must be balanced 

Security Not included  Included as a hard constraints 

Market Price Included  Does not affect the UC 
solution 

  

 The PBUC is out of scope of this thesis since the thesis’s aim is to consider the 

reliability and security of the system while PBUC is concerned about maximizing profit 

of selling energy. Therefore, the SCUC formulation will be used in this thesis.  
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3.5 Security-Constrained Unit Commitment (SCUC) 

 The goal of UC is to minimize the operating cost and satisfy load demand. 

However, when the security of the system is emphasized in the scheduled units, UC is 

called SCUC. SCUC is a UC method, which considers the power system security as a 

priority and hard constraint. Hence, the three main objectives of SCUC are satisfying 

load, ensuring security and minimizing operating cost. Satisfying load is a first priority 

and a hard constraint in the SCUC. Ensuring system security is achieved by providing 

ample reserve for supplying load in case of component outages. Lastly, minimizing cost 

is realized through inexpensive committed units and considering load satisfaction at the 

same time. SCUC is solved by ISO in order to plan the day-ahead unit schedule. ISO 

receives GENCOs’ bids for each generation unit, and loads information from DISTCOs. 

The SCUC is solved to determine the schedule for the next day (24 hours) generating 

units at lowest operating cost while satisfying the system constraints. ISO also considers 

the transmission and voltage constraints in solving the SCUC since the transmission 

companies (TRANSCOs) submit the transmission grid information (i.e. the line 

availability and capability) to the ISO to assist in achieving transmission network security 

[35], [38].  

 In this thesis, SCUC is considered based on the mixed integer-linear programming 

(MILP) method to solve the microgrid scheduling problem. The microgrid SUCU 

modeling and its constraints are discussed in the next Chapter. 
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4 Chapter Four: SCUC Modeling for Microgrids 

4.1 SCUC Constraints for Microgrids 

 The SCUC constraints in the microgrid are quite similar to the SCUC constraints 

in power systems or main grids. The difference is that the transmission constraints are not 

included in the SCUC in microgrids since there are no transmission lines in microgrids’ 

networks. Instead of transmission constraints, microgrids have main power grid 

constraints controlling power flow from the main grid to the microgrids and vice versa. A 

novel constraint is also proposed in this thesis that could be added to control the change 

in power flow between main grid and microgrid on an hourly basis. Prevailing microgrid 

constraints are modeled, including load balance, generation limits, no-load/startup/shut 

down costs, ramp up/down limits and minimum up/down time limits. Each constraint is 

explained with its formulation as follows:  

4.1.1 The load balance constraint. 

 The load balance constraint helps to ensure system balance between the load 

demand (D) and generation power (P). Wind power (W) is considered as negative load 

since it helps supply part of the load in addition to the microgrid generation units; In this 

work wind power generation is the only renewable energy considered to be integrated in 

microgrid as exhibited in Figure 4-1. 
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 The main objective is to minimize total cost in (5), which is also call the objective 

equation. TC refers to total cost, Pit is the power of unit i at time t and Ci is the cost 

coefficient of unit i. PMt represents the power flow from main grid and ρt is the market 

price of the main grid power. As there is no cost for wind power, it will not be added to 

the total cost. The load balance constraint is shown in (6), where the load balance is 

measured in hourly basis, Dt and Wt are the load demand and wind power at time t, 

respectively.  

𝑻𝑪 = 𝑪𝒊 ∗ 𝑷𝒊𝒕 + 𝝆𝒕 ∗ 𝑷𝑴𝒕𝒕𝒕𝒊                   (5) 
 

𝑃!"! + 𝑃𝑀! = 𝐷! −𝑊!                                  (6) 

 

 
Figure 4-1: Simple structure of microgrid 
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 Next, the objective equation (5) is revised depending on the constraints that are 

added to the SCUC problem. 

4.1.2 Limits of generation units. 

 This constraint is to force the generation units to work within minimum and 

maximum limits. These limits are determined for each unit. Moreover, this constraint 

assists with network security and maintains the lifetime of each unit. In (7), the 

generation limit is considered for each unit. The objective equation will not change by 

adding the generation limits constraint.  

𝑃!!"# ≤ 𝑃!" ≤ 𝑃!!"#                                        (7) 

Where Pi
min represent the minimum generation limit for unit i whereas Pi

max referred to 

the maximum generation limit for unit i.  

4.1.3 No load/start up/shut down indicators constraint. 

 This constraint helps system operators know the state of each unit. The 

commitment state (uit) shows the ON/OFF state of the unit (when uit equals 1, the unit is 

ON and when it equals 0 the unit is OFF). The startup indicator (yit) represents the startup 

state. When the unit is started yit is 1, otherwise it is 0. Similarly, the shut down indicator 

(zit) indicates the switched off units as zit equals 1 for these units right after shut down, 

otherwise it is 0. The constraint equations are displayed in (8) and (9). 

𝑢!" − 𝑢!,!!! = 𝑦!" − 𝑧!"                                  (8) 
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𝑦!" + 𝑧!" ≤ 1                                                   (9) 

 The generation limit constraint in (7) should be revised to have the commitment 

state indicator (uit) as shown in (10). 

𝑃!!"# ∗ 𝑢!" ≤ 𝑃!" ≤ 𝑃!!"# ∗ 𝑢!"                       (10) 

4.1.4 No load cost. 

 No Load is a cost added only when the unit is committed (when the no load 

indicator uit =1, the no load cost (nli) will be added to the unit i). It is also called labor 

cost. By considering the no load cost, objective equation in (5) is rewritten as shown in 

(11). 

𝑻𝑪 = 𝑪𝒊 ∗ 𝑷𝒊𝒕 + 𝝆𝒕 ∗ 𝑷𝑴𝒕𝒕𝒕𝒊 + 𝒏𝒍𝒊 ∗ 𝒖𝒊𝒕𝒕𝒊      (11) 

4.1.5 Start up cost. 

 Start up cost (CSTi) is also called synchronization cost of the generator. The 

generator works with frequency of 60/50 Hz to synchronize with the power system. 

Accordingly, the turbine should rotate at a specific speed to make the generator frequency 

the same as the frequency of the system and synchronize the generator with the grid. This 

cost can be added only in the hour that the generator is first running on this process. 

Observing the startup indicator yit (only when the yit equals 1 meaning the unit just 

started), the startup cost should be added to the total cost. The startup cost can be added 

to the total cost as shown in (12). 
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𝑻𝑪 = 𝑪𝒊 ∗ 𝑷𝒊𝒕 + 𝝆𝒕 ∗ 𝑷𝑴𝒕𝒕𝒕𝒊 + 𝒏𝒍𝒊 ∗ 𝒖𝒊𝒕𝒕𝒊 + 𝑪𝑺𝑻𝒊 ∗ 𝒚𝒊𝒕𝒕𝒊       (12) 

4.1.6 Shut down cost. 

 Shut down cost (CSDi) is also called the cooling down cost. Each unit has to be 

cooled down before the shut down process to maintain the lifetime of that unit. This 

cooling process has a cost that should be considered only when the unit is switched off. 

This cost should be added to the total cost only when the shut down indicator zit equals 1, 

otherwise it should not be included. The objective equation in (12) is revised to include 

this cost as shown in (13), the final form of the objective in the SCUC model. 

𝑻𝑪 = 𝑪𝒊 ∗ 𝑷𝒊𝒕 + 𝝆𝒕 ∗ 𝑷𝑴𝒕𝒕𝒕𝒊 + 𝒏𝒍𝒊 ∗ 𝒖𝒊𝒕𝒕𝒊 + 𝑪𝑺𝑻𝒊 ∗ 𝒚𝒊𝒕𝒕𝒊 + 𝑪𝑺𝑫𝒊 ∗ 𝒛𝒊𝒕𝒊     

(13) 

4.1.7 Reserve constraint. 

 The reserve (rt) is an extra generation capacity in the system. This reserve must be 

determined such that it provides a sufficient capacity of power generation to supply the 

required load (Dt -Wt) in case of emergency. The reserve is measured depending on the 

system load as a percentage (α) of the total load as presented in (14) and (15). The 

committed units and the power flow from main grid should be able to supply the required 

load plus the reserve at any time. (16) represents the reserve constraint.  

𝑟! = 𝛼 ∗ (𝐷! −𝑊!)                                        (14) 

𝑅! = 𝐷! −𝑊! + 𝑟!                                         (15) 
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𝑃𝑀! + 𝑃!!"#! ∗ 𝑢!" ≥ 𝑅!                             (16) 

4.1.8 Ramping up/down constraints. 

 Ramping constraint is added to SCUC to control any change in the unit generation 

across two consecutive hours. The ramp up (RUi) constraint is the maximum power 

generation rate that can be added in unit generation in one hour compared to the same 

unit generation across the previous hour. On the other hand, the ramp down rate (RDi) is 

the maximum drop rate in unit generation across two consecutive hours.  

 These constraints can be modeled in the SCUC model as shown in (17) for 

ramping up and in (18) for ramping down. 

𝑃!" − 𝑃!,!!! ≤ 𝑅𝑈!                                               (17) 

𝑃!,!!! − 𝑃!" ≤ 𝑅𝐷!                                               (18) 

4.1.9 Minimum up/down time constraints. 

 Minimum up time (MUi) is the minimum time that the unit stays ON when it is 

turned ON or committed. The minimum down time (MDi) is the minimum time 

considered for the unit when it is turned OFF before it is turned ON again. These 

constraints are for the cooling down and synchronization processes.  

 In order to accurately count the up time of a unit, the duration from first commit 

of the unit must be modeled. The time counter (suit) is modeled as in (19) and (20). 

0 ≤ 𝑠𝑢!" ≤ 𝑀𝑁 ∗ 𝑢!"                                            (19) 
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𝑀𝑁 + 1 ∗ 𝑢!" −𝑀𝑁 ≤ 𝑠𝑢!" − 𝑠𝑢!,!!! ≤ 1       (20) 

Where MN is the maximum number of hours that the unit can be ON.  

 Similarly, the time counter of down duration (sdit) is calculated by (21) and (22). 

0 ≤ 𝑠𝑑!" ≤ 𝑀𝐹 ∗ (1− 𝑢!")                                 (21) 

1− 𝑀𝐹 + 1 ∗ 𝑢!" ≤ 𝑠𝑑!" − 𝑠𝑑!,!!! ≤ 1          (22) 

Where MF is the maximum number of possible down hours. With the number of hours 

that the unit is up or down, the minimum time up/down constraints are modeled as shown 

in (23) and (24), respectively. 

𝑠𝑢!" ≥ 𝑀𝑈! ∗ 𝑧!,!!!                                             (23) 

𝑠𝑑!" ≥ 𝑀𝐷! ∗ 𝑦!,!!!                                             (24) 

 The time counter (su) should reach the minimum up time for the unit, and it is 

acceptable if it stays ON for additional time. Likewise, the down time counter (sd) must 

reach the minimum down time of the unit. Also it is possible that the unit stays OFF for 

additional time.  

4.1.10 Main power flow constraint. 

 The transmission line connecting the main grid and the microgrid has a 

maximum capacity (PMmax) for power transfer from and to the microgrid. This constraint 

controls the flow of power from main grid to microgrid and vice versa. By adding this 

constraint, the security of the line that joins the microgrid with utility network is 

enhanced. The formulation of this constraint is presented in (25). 
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−𝑃𝑀!"# ∗ 𝑂𝑆! ≤ 𝑃𝑀! ≤ 𝑃𝑀!"# ∗ 𝑂𝑆!             (25) 

Where OSt is the operation state of the microgrid at time t, if it is grid connected, the OSt 

equals 1, otherwise it is zero. When the value of PMt is a positive value, the microgrid 

consumes power from the main grid. On the contrary, if it is negative, the microgrid 

delivers power to the main grid.  

4.1.11 Main power flow fluctuation constraint. 

 In this thesis, wind power is integrated in the microgrid. The nature of wind may 

cause a fluctuation in wind power generation. As a result, the main grid may suffer from 

the wind power fluctuation as this fluctuation harms the main grid power system and 

affects the main power system units. This is a novel constraint that is proposed to limit 

the fluctuation in the main grid power system. Utility companies have to select a way of 

adding this constraint. Following are two ways of applying this new constraint: 

1. By forcing it on all microgrids in its distribution network, specifying the 

maximum limit of drop or increase in the main power flow from and to the 

microgrid between two consecutive hours. 

2. By selecting specific microgrids with a harmful wind power fluctuation and 

reimbursing them the lost revenue in order to reduce the wind power fluctuation. 

Utility can be part of the microgrid only for the lost revenue caused by limiting 

the fluctuation instead of building an extra unit to solve the fluctuation. These 

projects may be more expensive than paying the lost revenue to the microgrids. 

 In this thesis, option one is considered in order to keep simple 
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calculations since the purpose is to see the impact of adding this constraint in the SCUC 

problem. Thus, this constraint is just enforced by the utility to all microgrids in the main 

grid network and is termed Utility Grid Code (UGC). UGC is a code that determines the 

drop or increase in power transfer (ΔUGC) across two consecutive hours in the main power 

flow PM. Hence, this constraint can be modeled as shown in (26). 

𝑃𝑀! − 𝑃𝑀!!! ≤ ∆!"#                                       (26) 
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5 Chapter Five: Numerical Analysis 

5.1 Wind Forecasting Models 

 The wind forecasting models used in this thesis are ARIMA and ANN. 

Forecasting considered is short-term (24-hour forecasting) since the goal of this study is 

microgrid operation. A comparison between these two models demonstrates that the 

ANN model outperforms the ARIMA model. Model accuracy is measured by using mean 

absolute percentage error (MAPE). The formula of MAPE is shown in (27). 

𝑀𝐴𝑃𝐸 = !
!

! ! !!(!)
!(!)

!
!!! ∗ 100%                    (27) 

where the A(i) is the actual value and the F(i) is the forecasted one. N represents the 

number of steps in the time series [39]. 

5.1.1 Preparing data for forecasting models. 

 Wind power historical data was gathered from the National Renewable Energy 

Laboratory (NREL) website [40]. The location of the wind turbine, from which the data 

is obtained, is near the Rocky Mountains. This data represents power production in MW 

and are ten-minute step data across one year. For these cases, only one-day historical data 

is selected as input for the models to forecast next day wind power production. The data 

has been normalized to improve quality before using in the forecasting models.  

 



 

 
53 

5.1.2 ARIMA model. 

 Autoregressive integrated moving average (ARIMA) is used to forecast one-day 

ahead wind power generation. By using (2), the ARIMA model has been tested on 

different (p, d, q) orders as shown in Table 5-1.  

Table 5-1: MAPE for different p and q orders  
ARIMA (p, 0, q) MAPE 
ARIMA (1,0,0) 18.41% 
ARIMA (1, 0,1) 43.57% 
ARIMA (2, 0,0) 11.75% 
ARIMA (2, 0,1) 28.74% 
ARIMA (2, 0,2) 25.60% 
ARIMA (3, 0,0) 13.49% 
ARIMA (3, 0,1) 15.78% 
ARIMA (3, 0,2) 100.38% 
ARIMA (3, 0,3) 98.03% 
ARIMA (4, 0,0) 13.45% 
ARIMA (4, 0,1) 65.39% 
ARIMA (4, 0,2) 102.33% 
ARIMA (4, 0,3) 105.17% 
ARIMA (4, 0,4) 99.15% 
ARIMA (5, 0,0) 13.70% 
ARIMA (5, 0,1) 57.22% 
ARIMA (5, 0,2) 104.24% 
ARIMA (5, 0,3) 119.31% 
ARIMA (5, 0,4) 91.55% 
ARIMA (5, 0,5) 107.79% 
ARIMA (6, 0,0) 13.82% 
ARIMA (7, 0,0) 13.86% 
ARIMA (8, 0,0) 13.87% 
ARIMA (9, 0,0) 13.85% 
ARIMA (10,0,0) 13.83% 

 

Table 5-2: The AR (2) coefficients 
The 1st AR coefficient 1.778 
The 2nd AR coefficient -0.788 



 

 
54 

 Table 5-1, demonstrates that configurations which include only the autoregressive 

part produce the best results for MAPE. Hence, this data is an autoregressive time series 

data. The smallest MAPE means the higher accuracy for the forecasted wind power. The 

smallest MAPE is about 11.75% and it is achieved by the ARIMA (2,0,0), which is also 

known as AR (2). Figure 5-1 shows the actual and forecasted wind power generation for 

one-day. The AR and MA coefficients are determined by employing a Matlab function 

(armax) to help our data fit the ARIMA model. The AR coefficients for the AR (2) are 

shown in Table 5-2. 

 
Figure 5-1: The actual and forecasted wind power based on ARIMA (2, 0, 0) 

1 10 19 28 37 46 55 64 73 82 91 100 109 118 127 136 144
−0.5

0

0.5

1

1.5

2

2.5

3

3.5

Time (min)

W
in

d 
Po

we
r G

en
er

at
io

n 
(M

W
)

 

 
actual
ARIMA Model



 

 
55 

5.1.3 ANN model. 

 Artificial neural network is the recommended forecasting method for renewable 

energy as it provides more accurate results compared to other methods. Many power 

utilities use the ANN method for short-term forecasting. As a result, ANN is selected to 

compare results with ARIMA. In ANN, it is necessary to select three main parameters as 

following: number of input vectors, number of hidden layers and the number of output 

vectors. The input used is one-day wind power historical data as one vector input. Also, 

the output vector is one vector, which is the forecasted wind power data. ANN is 

modeled by the NN toolbox in Matlab as shown in Figure 5-2. The time series application 

has been selected since our historical data is a time based series.  

 
Figure 5-2: NN toolbox start 
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 The time series model is divided into three types depending on the model input. 

These types are nonlinear autoregressive with external input (NARX), nonlinear 

autoregressive (NAR) and nonlinear input-output. Since the input is external as it is one-

day historical data, NARX model has been considered. Figure 5-3 shows the difference 

between these three types.  

 
Figure 5-3: Kinds of nonlinear time series problem 
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 After determining the time series problem, the input and target vectors are entered 

in the model. A 15% of the target data must be reserved for testing and validating the 

model. Next, the time delay and the hidden layers are selected. Applying a selected 

training algorithm (Levenberg-Marqurdt, Figure 5-4), the data will be trained until 

desired accuracy is achieved. If the forecasting error is not satisfactory, the data will train 

again after changing the model parameters such as time delay, hidden layers or the 

training algorithm. The time delay is selected to be 1 for all cases and the model is 

executed for different hidden layers as displayed in Table 5-3 with the MAPE results for 

each case. 

 
Figure 5-4: The training algorithm 

Table 5-3: The MAPE for ANN with different hidden layers 
The number of hidden layers MAPE 

30  14.83% 
25 12.20% 
20 10.81% 
15 9.02% 
10 8.33% 
5 6.95% 
3 5.59% 
1 4.60% 

 
 Form Table 5-3, it is clear that when the number of hidden layers decreases, the 

MAPE is decreased. This process demonstrates that the best and smallest MAPE is 4.6% 

when there is only one hidden layer in the ANN model. Therefore, the selected ANN 
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model has only one input vector, one hidden layer and one output vector as shown in 

Figure 5-5. 

 

 
Figure 5-5: ANN model 
 

 
Figure 5-6: The actual and forecasted wind power data with ANN model 
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 Figure 5-6 shows the actual and forecasted wind power generation by using ANN 

model. By comparing the result with the ARIMA model, it can be seen that the ANN 

model outperforms the ARIMA model by reducing the MAPE from 11.75% to 4.60%.  

 The forecasted wind power generation is close to the actual wind power 

generation when ANN model is used but is not very accurate when ARIMA model is 

used as demonstrated in Figure 5-7 for both models together. This result supports the 

recommendation of using ANN model for short-term forecasting. 

Figure 5-7: Comparison between ANN and ARIMA models with actual data 
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 The data used in above models are considered to be associated with a 3MW wind 

turbine. The data can be scaled up to 4MW and 5MW to be used in different cases for 

SCUC problems and further showing the impact of increase of the penetration of wind 

power in microgrids. 

5.2 SCUC Model 

 The considered SCUC constraints in this case study are load balance, generation 

limit, ramping up/down, minimum up/down, main power flow and the novel constraint 

for controlling the main power fluctuation.  

5.2.1 Preparing data for SCUC model. 

 The microgrid dispatchable generation capacity is considered to be 16MW with 

four generators and one wind turbine (its capacity is 3MW, 4MW or 5MW depending on 

the case as described below). The microgrid is connected to the main grid via a 

distribution line with a 10 MW capacity. The data of generators, hourly load and the main 

power market price are gathered from [17] and shown in Tables 5-4, 5-5, 5-6, 

respectively. . 

Table 5-4: Generators data 

Unit Min. Power 
(MW) 

Max. Power 
(MW) 

Cost coefficient 
($/MWh) 

Ramping up/down 
(MW/h) 

Minimum 
up/down (h) 

G1 1 5 27.7 2.5 3 
G2 1 5 39.1 2.5 3 
G3 0.8 3 61.3 3 1 
G4 0.8 3 65.6 3 1 
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Table 5-5: The hourly load data 
Hour 1 2 3 4 5 6 7 8 

Load (MW) 8.73 8.54 8.47 9.03 8.79 8.81 10.12 10.93 
Hour 9 10 11 12 13 14 15 16 

Load (MW) 11.19 11.78 12.08 12.13 13.92 15.27 15.36 15.69 
Hour 17 18 19 20 21 22 23 24 

Load (MW) 16.13 16.14 15.56 15.51 14.00 13.03 9.82 9.45 
 

Table 5-6: The hourly main power market price data 
Hour 1 2 3 4 5 6 7 8 

Price($/MWh) 15.03 10.97 13.51 15.36 18.51 21.8 17.3 22.83 
Hour 9 10 11 12 13 14 15 16 

Price($/MWh) 21.84 27.09 37.06 68.95 65.79 66.57 65.44 79.79 
Hour 17 18 19 20 21 22 23 24 

Price($/MWh) 115.45 110.28 96.05 90.53 77.38 70.95 59.42 56.68 
 

Table 5-7: Actual and forecasted hourly wind data for 3MW, 4MW and 5MW wind 
turbine 

Hour 
3-MW wind turbine 4-MW wind turbine 5-MW wind turbine 

actual ANN ARIMA actual ANN ARIMA actual ANN ARIM
A 

1 0.0520 0.0847 0.0633 0.0694 0.1129 0.0844 0.0867 0.1411 0.1055 
2 0.6750 0.6931 0.4507 0.9000 0.9241 0.6009 1.1250 1.1551 0.7512 
3 1.6151 1.6106 1.7210 2.1534 2.1475 2.2947 2.6918 2.6844 2.8683 
4 0.2006 0.2299 0.2788 0.2674 0.3065 0.3717 0.3343 0.3831 0.4647 
5 0.0000 0.0339 -0.0020 0.0000 0.0452 -0.0027 0.0000 0.0565 -0.0033 
6 0.2067 0.2358 0.1076 0.2756 0.3144 0.1435 0.3445 0.393 0.1793 
7 0.7513 0.7678 0.7194 1.0017 1.0238 0.9592 1.2521 1.2797 1.1990 
8 1.9284 1.9160 1.8191 2.5712 2.5547 2.4255 3.2140 3.1934 3.0318 
9 1.6823 1.6763 1.6826 2.2430 2.2350 2.2435 2.8038 2.7938 2.8043 

10 1.1855 1.1918 1.1686 1.5807 1.5890 1.5581 1.9759 1.9863 1.9477 
11 2.5907 2.5596 2.3958 3.4543 3.4128 3.1944 4.3179 4.266 3.9930 
12 2.9228 2.8823 2.8735 3.8971 3.8430 3.8313 4.8714 4.8038 4.7892 
13 2.7554 2.7197 2.8054 3.6738 3.6263 3.7405 4.5923 4.5329 4.6757 
14 1.8251 1.8155 1.7941 2.4335 2.4207 2.3921 3.0419 3.0259 2.9902 
15 2.3966 2.3715 2.3515 3.1954 3.1620 3.1353 3.9943 3.9525 3.9192 
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16 1.3703 1.3719 1.4635 1.8270 1.8292 1.9513 2.2838 2.2865 2.4392 
17 0.4763 0.4992 0.5404 0.6351 0.6656 0.7205 0.7939 0.832 0.9007 
18 1.8227 1.8119 1.5290 2.4303 2.4159 2.0387 3.0379 3.0199 2.5483 
19 2.9246 2.8840 2.8538 3.8994 3.8453 3.8051 4.8743 4.8066 4.7563 
20 2.9962 2.9533 2.9465 3.9949 3.9377 3.9287 4.9936 4.9221 4.9108 
21 2.9412 2.9000 2.9185 3.9216 3.8667 3.8913 4.9020 4.8334 4.8642 
22 2.8349 2.7971 2.8081 3.7799 3.7294 3.7441 4.7249 4.6618 4.6802 
23 2.2544 2.2333 2.3156 3.0059 2.9777 3.0875 3.7574 3.7221 3.8593 
24 1.7963 1.7872 1.6687 2.3950 2.3830 2.2249 2.9938 2.9787 2.7812 

 Wind data is changed from 10-minute step to hourly step by taking the average 

value for each hour. That is because SCUC is normally solved for one-day ahead in an 

hourly basis. Also, wind data is scaled up to 4MW and 5MW for solving the SCUC and 

observe the impact of increase of the wind penetration in the microgrids. Table 5-7 

exhibits the wind data (actual and forecasted) when the wind turbine capacity is 3MW, 

4MW and 5MW. 

5.2.2 SCUC cases. 

 Two SCUC cases are considered for the above-mentioned microgrid as following: 

• Case 1: Before adding the main power fluctuation constraint. 

• Case 2: After adding the main power fluctuation constraint. 

 For Case 1, there are three sub-cases as follows: 

• Case 1-1: SCUC with actual and forecasted wind power data when using a 3MW-

wind turbine.  

• Case 1-2: SCUC with actual and forecasted wind power data when using a 4MW-

wind turbine.  
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• Case 1-3: SCUC with actual and forecasted wind power data when using a 5MW-

wind turbine.  

 For Case 2, only actual wind data is used to show the effect of adding the main 

power fluctuation constraint. Also, there are three sub-cases as following: 

• Case 2-1: Controlling the main power fluctuation when using a 3MW-wind 

turbine.  

• Case 2-2: Controlling the main power fluctuation when using a 4MW-wind 

turbine.  

• Case 2-3: Controlling the main power fluctuation when using a 5MW-wind 

turbine.  

5.2.2.1 Case 1. 

 Case 1-1: The SCUC is solved for the microgrid that has a 3MW wind turbine 

integrated in its network. Table 5-8 shows the results of total cost for actual data, ANN 

forecasted model and ARIMA forecasted model. From Table 5-8, it is clear that ANN 

forecasting model is more accurate than ARIMA model in the total operating cost. ANN 

provides a more accurate total operating cost than ARIMA, comparing to the actual case. 

Table 5-8: The total one-day operating cost for microgrid with a 3MW-wind turbine 
Actual  Forecast (ARIMA) Forecast (ANN) 
$7267.204 $7321.012 $7287.238 
ERROR (%) ($0.74) ($0.28) 
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Table 5-9: The committed state for the units with actual, ANN forecast and ARIMA 
forecast 

H 
Actual case ANN forecast ARIMA forecast 

G1 G2 G3 G4 G1 G2 G3 G4 G1 G2 G3 G4 
1 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 0 0 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 0 0 
5 0 0 0 0 0 0 0 0 0 0 0 0 
6 0 0 0 0 0 0 0 0 0 0 0 0 
7 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 0 0 
9 0 0 0 0 0 0 0 0 0 0 0 0 

10 1 0 0 0 1 0 0 0 1 0 0 0 
11 1 1 0 0 1 1 0 0 1 1 0 0 
12 1 1 1 1 1 1 1 1 1 1 1 1 
13 1 1 1 1 1 1 1 1 1 1 1 1 
14 1 1 1 1 1 1 1 1 1 1 1 1 
15 1 1 1 0 1 1 1 0 1 1 1 0 
16 1 1 1 1 1 1 1 1 1 1 1 1 
17 1 1 1 1 1 1 1 1 1 1 1 1 
18 1 1 1 1 1 1 1 1 1 1 1 1 
19 1 1 1 1 1 1 1 1 1 1 1 1 
20 1 1 1 1 1 1 1 1 1 1 1 1 
21 1 1 1 1 1 1 1 1 1 1 1 1 
22 1 1 1 1 1 1 1 1 1 1 1 1 
23 1 1 0 0 1 1 0 0 1 1 0 0 
24 1 1 0 0 1 1 0 0 1 1 0 0 

  

Table 5-10: The units generation (MW) with actual, ANN forecast and ARIMA forecast 
cases 

H 
Actual case ANN forecast ARIMA forecast 
G1 G2 G3 G4 G1 G2 G3 G4 G1 G2 G3 G4 

1 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 0 0 0 0 0 
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4 0 0 0 0 0 0 0 0 0 0 0 0 
5 0 0 0 0 0 0 0 0 0 0 0 0 
6 0 0 0 0 0 0 0 0 0 0 0 0 
7 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 0 0 
9 0 0 0 0 0 0 0 0 0 0 0 0 
10 2.5 0 0 0 2.5 0 0 0 2.5 0 0 0 
11 5 2.5 0 0 5 2.5 0 0 5 2.5 0 0 
12 5 5 3 3 5 5 3 3 5 5 3 3 
13 5 5 3 3 5 5 3 3 5 5 3 3 
14 5 5 3 3 5 5 3 3 5 5 3 3 
15 5 5 3 0 5 5 3 0 5 5 3 0 
16 5 5 3 3 5 5 3 3 5 5 3 3 
17 5 5 3 3 5 5 3 3 5 5 3 3 
18 5 5 3 3 5 5 3 3 5 5 3 3 
19 5 5 3 3 5 5 3 3 5 5 3 3 
20 5 5 3 3 5 5 3 3 5 5 3 3 
21 5 5 3 3 5 5 3 3 5 5 3 3 
22 5 5 3 3 5 5 3 3 5 5 3 3 
23 5 5 0 0 5 5 0 0 5 5 0 0 
24 5 5 0 0 5 5 0 0 5 5 0 0 

 

 
Figure 5-8: The commitment state of all units over 24 hours 
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Figure 5-9: The market price of the main grid power over 24 hours 
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is better to turn these units OFF since they cost more than main grid power. Figure 5-10 

shows the power flow to and from the microgrid for actual case, ANN forecast and 

ARIMA forecast cases. It is presented that the power supply from the main grid dropped 

suddenly between hours 10 and 12 due to a sudden rise in the market price of the main 

grid power. 

 
Figure 5-10: The main power flow (3MW-wind turbine) 

 Case 1-2: The wind turbine capacity is scaled up to 4MW in order to observe the 

impact of increase of wind power penetration in the microgrid. The commitment state and 

the generation of units are exactly the same as the previous case (Tables 5-9 and 5-10). 

The only noticeable change in this case is that the total operating cost is decreased. 
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penetration in microgrid is increased. Similarly, the ANN forecasting model provides 

more accurate results for operating cost as shown in Table 5-11. Also, the main power 

flow has dropped suddenly as in previous case, Figure 5-11. 

Table 5-11: The total one-day operating cost for microgrid with a 4MW-wind turbine 
Actual  Forecast (ARIMA) Forecast (ANN) 
$6433.014 $6504.757 $6459.721 
ERROR (%) ($1.12) ($0.42) 

 
Figure 5-11: The main power flow (4MW-wind turbine) 

 Case 1-3: Wind turbine capacity is scaled up to 5MW. The results for this case do 

not have a significant deviation from the previous cases. The total operating cost 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
−8

−6

−4

−2

0

2

4

6

8

10

Time (h)

M
ai

n 
Po

w
er

 F
lo

w
 (M

W
)

4MW Wind Turbine

 

 
Actual
ANN
ARIMA



 

 
69 

decreased when the wind turbine capacity is increased, Table 5-12. Likewise, the ANN 

model outperformed the ARIMA model by providing closer results to the actual case. 

The main power flow still has a dangerous fluctuation between hours 10 and 12, Figure 

5-12. 

Table 5-12: The total one-day operating cost for microgrid with a 5MW-wind turbine 
Actual  Forecast (ARIMA) Forecast (ANN) 
$5598.785 $5688.472 $5632.192 
ERROR (%) ($1.60) ($0.60) 

 
Figure 5-12: The main power flow (5MW-wind turbine) 
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 It is observed from previous cases that the change in the main power market price 

and the cost coefficient of the microgrid units may cause a fluctuation. This fluctuation 

would harm the main grid power system. Consequently, a new constraint is proposed for 

the main grid operator to avoid this fluctuation. The utilities can impose it to the 

microgrids when it necessary. In case 2, the only actual cases of wind power data will be 

used since there is no effect of forecasting error on the main power fluctuation.  

5.2.2.2 Case 2. 

 Case 2-1: 3MW –wind turbine is considered in this case. SCUC model in this case 

is the same as SCUC model in previous cases except for the addition of new fluctuation 

control constraint. This constraint is tested for various values of fluctuation limit that 

control dropped or increased power between two consecutive hours.  

   

Table 5-13: The total cost for each forced limit when 3MW-wind turbine integrated with 
the microgrid 
Fluctuation limit (MW/h) Total Cost (($) Lost Revenue ($) 
10 (Base case) 7267.204 0.000 
9 7267.204 0.000 
8 7306.840 39.636 
7 7320.793 53.589 
6 7338.527 71.323 
5 7390.831 123.627 
4 7451.221 184.017 
3 7534.711 267.507 
2 7663.024 395.820 
1 8042.171 774.967 

 
 Table 5-13 reveals the changing in the total cost for each limit. It is clear that 

when the limit is dropped, the total operating cost is increased. Therefore, the microgrid 

will be more expensive because of lost revenue. With that consideration, utilities 
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should take the microgrids’ lost revenue into account and attempt to avoid this fluctuation 

in their networks.  

 
Figure 5-13: The main power flow for each fluctuation limit – 3MW-wind turbine 

 Figure 5-13 presents a chart for main grid power flow for each limit.  The main 

power fluctuation is enhanced (less fluctuation) when the limit is reduced, but the total 

operating cost is increased.  

 Case 2-2: The difference in this case is wind penetration is increased to 4MW. 

The result is the same as the previous case. The total cost increased when the fluctuation 

limit reduced, but the overall total cost is less than the previous case, Table 5-14. 

Likewise case 2-1, Figure 5-14 shows the main power flow fluctuation is enhanced when 

the fluctuation limit is reduced, but it causes the microgrid more lost revenue. 
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Thus, it is better to increase the wind integration in the microgrids but it is worse when 

there is a low fluctuation limit. As a result, the microgrids operators and the utilities must 

compromise to decide the feasible fluctuation limit for the benefit of both. 

Table 5-14: The total cost for each forced limit when 4MW-wind turbine integrated with 
the microgrid 
Fluctuation limit (MW/h) Total Cost ($) Lost Revenue ($) 
10 (Base case) 6433.014 0.000 
9 6433.014 0.000 
8 6473.021 40.007 
7 6486.754 53.740 
6 6509.343 76.329 
5 6559.714 126.700 
4 6620.880 187.866 
3 6711.806 278.792 
2 6861.080 428.066 
1 7296.298 863.284 

 
Figure 5-14: The main power flow for each fluctuation limit – 4MW-wind turbine 
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Table 5-15: The total cost for each forced limit when 5MW-wind turbine integrated with 
the microgrid 
Fluctuation limit (MW/h) Total Cost ($) Lost Revenue ($) 
10 (Base case) 5598.785 0.000 
9 5598.797 0.012 
8 5639.163 40.378 
7 5653.210 54.425 
6 5675.453 76.668 
5 5729.123 130.338 
4 5794.492 195.707 
3 5878.871 280.086 
2 6082.011 483.226 
1 6568.834 970.049 

 
Figure 5-15: The main power flow for each fluctuation limit – 5MW-wind turbine 
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 Case 2-3: The wind turbine capacity is increased again to be 5MW. There is no 

change in the results from previous sub-cases except the overall operating cost is 

decreased. The result of reducing the fluctuation limit stays the same as the operating cost 

increases, Table 5-15. Figure 5-15 also exhibits the main power flow for different values 

of fluctuation limit. 

 
Figure 5-16: The total operating cost versus the fluctuation limits for all cases 
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fluctuation of the main power flow is improved. Although the total operating cost does 

not increase dramatically when the fluctuation limit reduces from 10MW/h and 5MW/h, 

the fluctuation on the main power flow is still worse (more fluctuation) for these 

fluctuation limits. Figure 5-17 shows the lost revenue for each fluctuation limit for all 

cases. 

 
Figure 5-17: The lost revenue versus the fluctuation limits for all cases 
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6 Chapter Six: Conclusion and Future Work 

6.1 Conclusion 

 This thesis relates to microgrids and the economic challenges of integrating wind 

energy into microgrids. Obtaining an accurate wind power forecast provides a positive 

impact on solving SCUC. The economic challenges include solving SCUC to achieve an 

optimal solution of unit scheduling and avoiding the harmful fluctuation of the main 

power flow. 

 For the purpose of wind forecasting, two forecasting models (ANN and ARIMA) 

were used to fit the historical wind power data. The wind power data was collected for a 

location near the Rocky Mountains. This data was in ten-minute step time series across a 

twenty-four hour period. The same data was entered as input for both models for result 

comparison. The comparison demonstrated that the ANN model outperformed the 

ARIMA model by improving the MAPE from 11.75% with ARIMA to approximately 

4.60% with ANN model. This was considered to be a large improvement by reducing the 

MAPE nearly 60%.  

 A deterministic method was employed to model SCUC for the microgrid with the 

MILP modeling. The modeling constraints were explained in chapter four in detail. The 

model considered only the grid-connected mode. The dispatchable capacity of the 

microgrid was 16 MW. The SCUC model was validated through numerical analysis 
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for three cases. In the first case, the SCUC was solved for the microgrid with 3MW wind 

power penetration (actual date and forecasted). This demonstrated that the ANN model 

output provided more accurate total operating cost than ARIMA model. The same model 

was tested with increased wind penetration to 4MW and 5MW, second and third case 

respectively, with the same results. The ANN model outperformed the ARIMA model 

because the forecasting error (MAPE) in ANN model was much smaller than it in 

ARIMA. However, it was observed that the total operating cost dropped when the 

penetration of the wind was increased due to the wind energy being obtained at no 

financial charge.  

 Due to changing in the market prices and the cost coefficient of the microgrid’s 

units, the main grid may experience high fluctuation in main power flow which could 

damage the main grid power system. Therefore, a new constraint was proposed to reduce 

the power flow fluctuation. This constraint employed as control the dropped or increased 

limit of power across two hours following. The new constraint was forced by the utility 

authorities on all microgrids. The SCUC was modified to add the new proposed 

constraint. The modified SCUC model was evaluated for the microgrid with 3MW wind 

power penetration (actual wind data only). The model was also appraised for different 

fluctuation limits ranging from 1 MW/h to 10 MW/h. The fluctuation was lower when the 

fluctuation limit was small and got worse when it was increased. The less fluctuation of 

the main power flow occurred when the fluctuation limit was reduced. Conversely, the 

total operating cost increased when the fluctuation limit was reduced. Consequently, the 

main grid operators and the microgrids operators must decide the appropriate 
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fluctuation limit for them at the same time. For example, they must choose a limit that 

enhances the harmful fluctuation without simultaneously creating a large increase in the 

total operating cost. The constraint was tested on higher wind penetration of 4MW and 

5MW. The results did not alter, but the overall total cost decreased with increased wind 

penetration. As exhibited in previous figures, the power flow fluctuation was enhanced 

whenever fluctuation limit was reduced while the total operating cost increased sharply 

when fluctuation limit was reduced to be 5 MW/h and less.  

 In summary, the best forecasting model for short term forecasting was ANN 

model since it provided more accurate forecast data. The Mixed Integer Linear 

Programming (MILP) method became fast and provided an optimal solution for unit 

commitment in power system.  

6.2 Future Work 

 This thesis can be extended to improve and get better results. There is no 100% 

accurate forecasting model. Researchers continue working on developing a model that 

gives accurate result for any data. New methods are being proposed from time to time. 

The forecasting models in this thesis can be developed to achieve more accurate wind 

power production. Moreover, hybrid model can be used to obtain more satisfied wind 

power forecast. ANN and ARIMA model could be combined to form a new hybrid-

forecasting model.  

 This thesis focused on wind power deployment in microgrids. Other renewable 

energies can be added to this thesis such as solar power. In addition, the energy storage 
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system (ESS) also can be used to store unused energy and use it at peak times. By adding 

solar power and ESS, the microgrids become a more economic choice as these 

technologies also help to reduce the operating cost of the microgrids.  

 In addition, it is possible to extend the SCUC model, such as adding some other 

novel constraints to assist in obtaining the optimal solution for microgrids unit 

commitment. There are also other new developed unit commitment methods as descried 

on Table 3-1. The method that is used in this thesis is a deterministic method (MILP) 

which can be changed by other types of methods, such as stochastic methods, and 

comparing with the thesis method. Moreover, Adding cost-benefit analysis form the 

utilities perspective can be considered in order to find the suitable fluctuation limit 

considering the fluctuation limit impact on the total operating cost. Also, the work of this 

thesis can be extended in order to solve SCUC for high penetration of integrated 

microgrid in the main grid. This thesis considered only one microgrid integration, so the 

impact of increasing the number of integrated microgrid can be studied.   
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