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Abstract 
 

The purpose of this research was to apply the use of direct ablation plasma 

spectroscopic techniques, including spark-induced breakdown spectroscopy (SIBS) and 

laser-induced breakdown spectroscopy (LIBS), to a variety of environmental matrices.  

These were applied to two different analytical problems.  SIBS instrumentation was 

adapted in order to develop a fieldable monitor for the measurement of carbon in soil.  

SIBS spectra in the 200 nm to 400 nm region of several soils were collected, and the 

neutral carbon line (247.85 nm) was compared to total carbon concentration determined 

by standard dry combustion analysis.  Additionally, Fe and Si were evaluated in a 

multivariate model in order to determine their impacts on the model’s predictive power 

for total carbon concentrations.  The results indicate that SIBS is a viable method to 

quantify total carbon levels in soils; obtaining a good correlation between measured and 

predicated carbon in soils.  These results indicate that multivariate analysis can be used to 

construct a calibration model for SIBS soil spectra, and SIBS is a promising method for 

the determination of total soil carbon.   

SIBS was also applied to the study of biological warfare agent simulants.  

Elemental compositions (determined independently) of bioaerosol samples were 

compared to the SIBS atomic (Ca, Al, Fe and Si) and molecular (CN, N2 and OH) 
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emission signals.  Results indicate a linear relationship between the temporally integrated 

emission strength and the concentration of the associated element.  

Finally, LIBS signals of hematite were analyzed under low pressures of pure CO2 

and compared with signals acquired with a mixture of CO2, N2 and Ar, which is 

representative of the Martian atmosphere.  This research was in response to the potential 

use of LIBS instrumentation on the Martian surface and to the challenges associated with 

these measurements.  Changes in Ca, Fe and Al lineshapes observed in the LIBS spectra 

at different gas compositions and pressures were studied.  It was observed that the size of 

the plasma formed on the hematite changed in a non-linear way as a function of 

decreasing pressure in a CO2 atmosphere and a simulated Martian atmosphere.   

 

 

 

 

 

 

 

 

 

 

 

 

 



 iv 

Acknowledgements 

I wish to thank Keith Miller and Amy Bauer for their support through my tenure 

at the University of Denver.  I want to thank Keith for his guidance throughout the soil 

project.  His insight and discussions on this project were invaluable.  I want to thank Amy 

for introducing me to the LIBS community, which provided several opportunities to 

present at the LIBS conferences.  These experiences built friendships and business 

partnerships that I hope will last a lifetime.         

I wish to thank PSI for supporting the research on the SIBS analysis of carbon in 

soil through the Department of Energy under contract DE-SC0001591.  

 I also need to thank the constant support of my family and friends, especially 

Mark Schmidt for his unwavering encouragement and patience during my time at the 

University of Denver.  

 

 

  



 v 

Table of Contents 
 

 

CHAPTER 1 : INTRODUCTION  ............................................................................................. 1 

1.2 Development of SIBS and Literature Review ........................................................ 4 

1.2.1 SIBS Emission Measurements of Air ............................................................ 4 

1.2.2 SIBS to Monitor Metals in Soils .................................................................. 10 

1.3 Comparison of SIBS and LIBS ............................................................................. 11 

1.4 Need and Research Objectives .............................................................................. 12 

1.4.1 Specific Research Goals .............................................................................. 12 

1.4.2 Methods of Detection of Carbon in Soils with Ablation Techniques .......... 15 

1.4.3 Methods of Detection of BWAs with Ablation Techniques ........................ 18 

1.4.4 Use of LIBS to Study Plasma Properties under Low Pressure .................... 20 

1.5 Study Design and Dissertation Format ................................................................. 21 

CHAPTER 2 : REVIEW OF ATOMIC EMISSION SPECTROSCOPY ....................................... 23 

2.1 The History of Atomic Spectroscopy ................................................................... 23 

2.2 An Introduction to Electronic Structure and Hydrogenic Atoms ......................... 25 

2.3 Multi-Electronic Atoms ........................................................................................ 31 

2.4 Radiation of Atomic and Molecular Species ........................................................ 32 

2.5 The Shapes of Emission Spectral Features ........................................................... 33 

2.5.1 Line Spectra ................................................................................................. 33 

2.5.2 Band Spectra and Diatomic Molecules ........................................................ 36 

2.6 Spectral Intensities of Lines .................................................................................. 39 

2.6.1 Continuum Emission .......................................................................................... 39 

2.7 Spectral Line Broadening ..................................................................................... 40 

2.7.1 Stark Line Broadening ................................................................................. 41 

2.7.2 Self-Absorption ............................................................................................ 42 

CHAPTER 3 : PLASMA PHYSICS ........................................................................................ 44 

3.1 An Introduction to Laser-Matter Interactions ....................................................... 45 

3.2 Plasma Fundamentals............................................................................................ 46 

3.3 Plasma Shielding ................................................................................................... 47 

3.4 Plasma Models ...................................................................................................... 50 

3.4.1 Plasmas Having Local Thermodynamic Equilibrium .................................. 50 

3.5 Plasma Spectral Emission ..................................................................................... 51 

3.5.1 Continuum Emission .................................................................................... 52 

3.5.2 Electron Density........................................................................................... 58 

3.5.3 Plasma Opacity ............................................................................................ 59 

3.5.4 Plasma Temperature ..................................................................................... 60 

CHAPTER 4 : DEVELOPMENT OF EARLY SOIL CARBON ANALYSIS BY SIBS .................. 62 
4.1 Rationale of Soil Carbon Analysis by SIBS ......................................................... 62 



 vi 

4.2 Preliminary Soil Carbon Analysis ........................................................................ 65 

4.2.1 Soil Processing and Characterization........................................................... 66 

4.2.2 Instrumentation and Soil Delivery ............................................................... 69 

4.2.3 Establishment of the Optimal Spectral Region for Analysis ....................... 73 

4.2.4 Collection Conditions .................................................................................. 79 

4.3 Regression Analysis .............................................................................................. 79 

4.4 Regression Analysis Results ................................................................................. 81 

4.5 Chapter Conclusions ............................................................................................. 84 

CHAPTER 5 : THE DEVELOPMENT OF A SIBS PORTABLE SOIL CARBON ANALYZER  .... 85 
5.1 Introduction ........................................................................................................... 85 

5.2 Experimental Design ............................................................................................. 87 

5.2.1 Soil Processing and Characterization........................................................... 87 

5.2.2 Surrogate Soil Analysis................................................................................ 93 

5.2.3 Construction of Samples for Curves of Growth (COG) Experiments ......... 95 

5.3 Sample Delivery – Impact of Particle Size ........................................................... 98 

5.4 Instrumentation of Soil Analysis .......................................................................... 99 

5.4.1 Initial SIBS Screw-Feed Instrumentation .................................................. 100 

5.4.2 Miniaturization of SIBS Instrumentation................................................... 103 

5.5 Data Processing and Statistical Model Development ......................................... 106 

5.5.1 Initial Regression Analysis ........................................................................ 106 

5.5.2 Initial Regression Analysis on Portable SIBS Instrument ......................... 109 

5.5.3 Incorporation of the CN (B-X) to the Development of a Multivariate Model
 .................................................................................................................................... 109 

5.6 Results ................................................................................................................. 110 

5.6.1 Surrogate Soil Response Curve Results ..................................................... 110 

5.6.2 Results of Particle Size .............................................................................. 117 

5.6.3 Univariate Results of Soil Carbon Analysis .............................................. 124 

5.6.4 Initial Multivariate Regression Analysis Results ....................................... 128 

5.6.5 Replication of Regression Analysis on the Portable SIBS Instrument ...... 135 

5.6.6 The Inclusion of TC, IC and OC ................................................................ 138 

5.7 Chapter Conclusions and Future Work ............................................................... 142 

CHAPTER 6 : PRELIMINARY CORRELATIONS OF FEATURE STRENGTH IN SIBS OF 

BIOAEROSOLS ................................................................................................................. 144 

6.1 Introduction ......................................................................................................... 144 

6.2 Bioaerosol Generation and Instrument Design ................................................... 146 

6.3 Preliminary Electrode Position Correlations ...................................................... 150 

6.4 SIBS of Bioaerosol Samples ............................................................................... 152 

6.4.1 Biological Simulants .................................................................................. 152 

6.4.2 Data Acquisition of Three Bioaerosols ...................................................... 153 

6.5 Results ................................................................................................................. 153 

6.5.1 Electrode Position Results ......................................................................... 154 

6.5.2 Elemental Composition Results ................................................................. 157 

6.5.3 SIBS Atomic and Molecular Features ....................................................... 159 



 vii 

6.5.4 Spectral Results .......................................................................................... 161 

6.6 Chapter Conclusions ........................................................................................... 171 

CHAPTER 7 : LIBS  SPECTROSCOPIC STUDIES OF HEMATITE IN SIMULATED MARTIAN 

ATMOSPHERE ................................................................................................................. 173 

7.1 Introduction ......................................................................................................... 173 

7.2 Experimental Design ........................................................................................... 175 

7.2.1 Establishment of Early LIBS Experiments ................................................ 176 

7.2.2 Experimental Design Comparing Earth, CO2 and Mars Atmospheres ...... 180 

7.3 Results ................................................................................................................. 185 

7.3.1 Results of a Pure CO2 Atmosphere ............................................................ 185 

7.3.2 Results of LIBS Spectra under Earth, CO2 and Martian Atmospheres ...... 193 

7.4 Chapter Conclusions and Future Research ......................................................... 203 

CHAPTER 8 : CONCLUSIONS AND FUTURE WORK  ......................................................... 205 

8.1 The Development of a Portable SIBS Analyzer ................................................. 205 

8.2 The Use of SIBS to Study Bioaerosols ............................................................... 208 

8.3 Plasma Dynamics as a Function of Pressure and Atmospheric Composition .... 212 

WORKS CITED  ................................................................................................................ 214 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



 viii 

List of Figures 

Figure 1.1 Schematic diagram of the incinerator simulator test configuration adapted 
from Hunter et al., 2000 [8]. ............................................................................................... 8 

Figure 2.1 Energy level diagram of a hydrogen atom adapted from Singh and Thakur, 
2007 [4]. ............................................................................................................................ 27 

Figure 2.2 Typical transitions seen in an atom or ion which gives rise to optical emission.  
Adapted from Cremers, 2006 [5]. ..................................................................................... 30 

Figure 2.3  Energy level diagram of (A) atomic emission lines of Ca II atom, and (B) an 
example of a molecular emission profile.  Adapted from Skoog, 2007 [1]. ..................... 35 

Figure 2.4 Sample spectrum of atomic emission lines including C (I), Si (I) and Fe (I). . 35 

Figure 2.5 Potential energy curve of the observed electronic states of the CN molecule 
adapted from Herzberg, 1950 [58]. ................................................................................... 38 

Figure 3.1 Schematic diagram of expanding laser produced plasma in ambient gas.  The 
plasma plume has several zones, all of which are labeled.  The plasma temperature cools 
with increased distance from point of impact.  Adapted from Singh and Thakur, 2007 [4].
........................................................................................................................................... 49 

Figure 3.2 A schematic overview of the temporal profile of a LIBS plasma derived from a 
single laser pulse.  Adapted from Cremers, 2006 [5]. ...................................................... 54 

Figure 3.3 Dynamics of the emission from the GRX-2 sample measured upon excitation 
at 1064 nm as a function of the delay from the laser pulse.  The gate width is fixed at 1 
µs.  Reprinted with permission from Springer Publishing Company [83]. ...................... 57 

Figure 4.1  Schematic diagram of SIBS design for soil analysis.  Soil falls from the 
syringe into the funnel and through the spark gap. ........................................................... 72 

Figure 4.2 A sample spectrum of activated charcoal in the wavelength region of 248 nm, 
with a 20 µs delay time.  The C (I) line is labeled. ........................................................... 75 

Figure 4.3 A sample spectrum of LECO synthetic carbon standard (0.53 %) in the 
wavelength region of 193 n, with a 20 µs delay time.  The C (I) line is labeled, as well as 
the nearby O and N features.............................................................................................. 75 

Figure 4.4 A sample spectrum of LECO synthetic carbon standard (0.53%) in the 
wavelength region of 248 nm, with a 20 µs delay time.  The C (I) line is labeled. .......... 76 



 ix 

Figure 4.5 A sample spectrum of soil A in the 248 nm wavelength region, with a 20 µs 
delay time.  The C (I) line is labeled. ................................................................................ 76 

Figure 4.6 A sample spectrum of soil A in the 355 to 395 nm region, with a 20 µs delay 
time.  The CN vibrational features of interest are labeled. ............................................... 78 

Figure 4.7 Measured vs. predicted carbon % levels from PLS analysis using 5 LVs. ..... 83 

Figure 5.1 Schematic diagram of the SIBS instrumentation [18]. .................................. 102 

Figure 5.2 Schematic diagram of the first SIBS portable soil analyzer. ......................... 105 

Figure 5.3 Prototype of the portable SIBS soil instrumentation. A)  External casing which 
houses the SIBS instrumentation.  B) Side view of the hopper, screw-feeder and spark 
chamber, as well as the power supply. ............................................................................ 105 

Figure 5.4 Sample spectra of iron oxide in clay from 0-10% iron.  The Fe (I) 248.32 nm 
was used to create response curves of iron concentration vs. peak intensity.  Spectral 
outliers were removed prior to averaging each data set. ................................................. 111 

Figure 5.5 Response curve of Fe (248.32 nm) baseline corrected peak intensity; R2 = 
0.89.................................................................................................................................. 111 

Figure 5.6 A comparison of organic, inorganic and elemental carbon at approximately 
4.3% relative carbon.  In each case, outliers from each sample were removed prior to 
averaging the spectral data. ............................................................................................. 112 

Figure 5.7 A comparison of response curves of the three forms of carbon in clay. ....... 112 

Figure 5.8 Sample spectrum of Fe in clay in the 363 nm region with Fe concentrations 
ranging from 0.8 to 10 %. ............................................................................................... 115 

Figure 5.9 Response curves of Fe baseline corrected peak intensity for Fe (I) lines; 
R2=0.97 for each of the four curves. ............................................................................... 115 

Figure 5.10 Raw (no outliers removed) averaged data of soil 4 in the 248 nm region.  
This graph illustrates the differences of signal intensity between the three mesh sizes. 118 

Figure 5.11 A.) 200 mesh soil 4 B.) 100 mesh soil 4 C.) 20 mesh soil 4.  A-C represents 
total cumulative data points, with no outliers removed.  As the particle size increases, the 
carbon peak variability decreases.  The carbon peaks are base-line corrected. .............. 119 

Figure 5.12 Carbon peak variability of soil 4 20 mesh with outliers removed from the 
data set. ........................................................................................................................... 120 



 x 

Figure 5.13 Total carbon of 9 soils compared to signal intensity. .................................. 125 

Figure 5.14 Total organic carbon of 9 soils. ................................................................... 125 

Figure 5.15 Total carbon of 8 soils, R2=0.94. ................................................................. 127 

Figure 5.16 Total organic carbon of 8 soils, R2= 0.97. ................................................... 127 

Figure 5.17 SIBS spectrum of soil 4 from 245 to 256 nm.  Principal emission features in 
this region are C I (247.86 nm), Fe I (248 to 249 nm) and Si I (250 to 253 nm).  These 
lines were used to evaluate the prediction models [18]. ................................................. 129 

Figure 5.18 Loadings plot from the first latent variable (LV1) from SIBS, capturing 
50.14% of the variance.  A comparison is made between the LV1 regression coefficient 
and the spectral data in the 248 nm region.  The most weighted wavelength in the 
spectrum corresponds to the neutral C line at 247.86 nm [18]. ...................................... 131 

Figure 5.19 Plot of calibration error (RMSEC) and cross-validation error (RMSECV) as a 
function of the number of latent variables retained in the PLS model for carbon.  The data 
set included a summation of 10 shots with 10 data points per soil sample [18]. ............ 134 

Figure 5.20 Plot of measured vs. predicted total carbon from 8 samples using SIBS.  Use 
of Carbon only with 3 LVs, with a summation of 10 shots and 10 data points per soil 
sample [18]...................................................................................................................... 134 

Figure 5.21  SIBS spectrum of soil 4 from 245 to 256 nm.  Principal emission features in 
this region are C (I), Fe (I) and Si (I). ............................................................................. 137 

Figure 5.22 SIBS spectrum of soil 4 from 350 to 370 nm.  The principal emission feature 
in this region is the CN (B-X) in the 358 to 359 nm region.  The region of 352 to 366 nm 
was used to evaluate the prediction models. ................................................................... 140 

Figure 6.1  Drawing of spark gap and lens tube section interfaced to an aerosol generator 
that produces the sample described in the text. Air is pumped through the porous cylinder 
that forms the generator and dries and delivers the particles produced by the nebulizer to 
the spark gap [17]............................................................................................................ 148 

Figure 6.2  Photographs of the SIBS design.  A). Close-up of the electrodes and the 
optical translation. B). Photograph the collection optics. C). The ¼ m monochromator 
coupled with the ICCD detector. .................................................................................... 151 

Figure 6.3 Time profile of calcium II (393.36 nm) focused at hot electrode. ................ 155 

Figure 6.4 Time profile of calcium II (393.36 nm) focused at ground electrode. .......... 155 



 xi 

Figure 6.5 Bt 81 mg/100mL from 365-405 nm.  Focused on hot electrode, and the Ca line 
at 393.36 nm is highlighted. ............................................................................................ 156 

Figure 6.6 Elemental analysis of Bacillus thuringiensis (Bt), ragweed pollen, and Johnson 
grass smut. Major elements were measured with a Perkin-Elmer CHN analyzer by 
Elemental Analysis Inc., Lexington, Kentucky, USA [17]. ............................................ 158 

Figure 6.7  Elemental analysis of Bacillus thuringiensis (Bt), ragweed pollen, and 
Johnson grass smut. Minor elements were measured with proton-induced x-ray emission 
(PIXE) by Elemental Analysis Inc., Lexington, Kentucky, USA [17]. .......................... 158 

Figure 6.8  SIBS spectra of Bacillus thuringiensis (Bt), ragweed pollen (RW), and 
Johnson grass smut (smut) from 350 to 390nm. Principal emission features in this region 
are Ca (370.60 and 373.69 nm), CN (B to X, 387.1 and 388.2 nm), N2

+ (between 350 and 
360 nm) and Si (390.55 nm) [17].................................................................................... 162 

Figure 6.9  SIBS spectra of Bacillus thuringiensis (Bt), ragweed pollen (RW), and 
Johnson grass smut (smut) from 285 to 320nm. Principal emission features in this region 
are Ca (315.89, 317.93, and 318.13 nm) and Si (299.5 nm). The bright feature at 288.8 
nm is an electrode line [17] ............................................................................................. 162 

Figure 6.10  Background corrected CN temporal profile at 388.2nm (0 to 0 vibrational 
band) for Bt, RW, Johnson grass smut smut, and air with matched relative humidity as a 
background [17]. ............................................................................................................. 165 

Figure 6.11  Modeled molecular spectra convolved with electrode lines. This synthetic 
spectrum models the same spectral region seen in Figure 6.8.  Molecular features (CN 
and N2

+) were modeled at 6000 K [17]. .......................................................................... 165 

Figure 6.12  Background corrected Ca II temporal profiles (373.69 nm) for Bt, RW, and 
smut [17]. ........................................................................................................................ 167 

Figure 6.13  Plot of integrated background corrected peak height of CN (387.1nm) 
feature versus % N by weight as analyzed by combustion in the laboratory. R2 of line 
drawn through these data is 0.934 [17]. .......................................................................... 170 

Figure 6.14  Plot of integrated background corrected peak height of Ca II (373.69 nm) 
versus % Ca by weight as analyzed by PIXE. R2 of a line through these data is 0.995 
[17]. ................................................................................................................................. 170 

Figure 7.1 A schematic diagram of the early experimental LIBS setup for analyzing 
oolitic hematite sample under a CO2 atmosphere.  A digital camera mounted on a stand 
was used to collect plasma images.................................................................................. 179 



 xii 

Figure 7.2 A schematic diagram of the LIBS setup for analyzing hematite sample under a 
CO2 and Martian atmosphere.  Each cylinder was attached to a valve and flowmeter.  A 
mixing valve was in place prior to the glass chamber in order to allow proper gas ratios 
into the chamber. ............................................................................................................. 184 

Figure 7.3 Sample spectra under a CO2 atmosphere at a variety of pressures from 360 nm 
to 400 nm with a 500 ns delay.  Key elemental features are labeled, and the majority of 
the lines in this region consist of Fe................................................................................ 187 

Figure 7.4 Four sample spectra under a CO2 atmosphere in the 390 nm to 398 nm region.  
This narrow region illustrates the change in linewidth and intensity with an increase in 
pressure. .......................................................................................................................... 187 

Figure 7.5  A comparison of the Ca (II) 396.85 nm baseline corrected line intensity of 
hematite under a CO2 atmosphere.  The intensity of the Ca line begins decreasing around 
30 T. ................................................................................................................................ 188 

Figure 7.6 Ca (II) 396.85 nm linewidth comparisons of three different gate width delay 
times.  As the pressure increases, the linewidth increases nonlinearly. .......................... 190 

Figure 7.7 Plasma area (pixels) compared to pressure (T) under a CO2 atmosphere. .... 192 

Figure 7.8 Sample spectra of five different pressures under a Mars-like atmosphere with a 
gate delay of 1.5 µs. ........................................................................................................ 197 

Figure 7.9 Sample spectra of five different pressures with a 1.5 µs delay under a Mars-
like atmosphere.  These close-up spectra illustrate the change in line width with a change 
in pressure. ...................................................................................................................... 197 

Figure 7.10 Comparison of an Al I line under two different atmospheres at a gate delay of 
1.5 µs from 0.1 to 10 T. .................................................................................................. 198 

Figure 7.11 Comparison of a Ca II line under two different atmospheres at a gate delay of 
1.5 µs from 0.1 to 10 T. .................................................................................................. 198 

Figure 7.12 Comparison of a Fe I line under two different atmospheres at a gate delay of 
1.5 µs from 0.1 to 10 T. .................................................................................................. 199 

Figure 7.13  Signal intensity of the Ca (II) 396.85 nm line compared to the pressure. .. 200 

 
 
 
 



 xiii 

Figure 7.14 A-D (left to right), Output of plasma formation: A.) Laser flashlamp 
illuminating hematite sample just prior to laser pulse. B). During laser pulse, creation of 
plasma. This used to determine plasma size.  C and D.  Post laser pulse, the degradation 
of the plasma.  These pictures were collected under Mars-simulated atmosphere at 5.1 T 
with 500 µs, 700 µs, 800 µs, 900 µs; frames and time from beginning of picture 
collection. ........................................................................................................................ 202 

Figure 7.15 Plasma area compared to pressure of the two different atmospheres. ......... 202 

Figure 8.1 Diagram of the sheath flow design. ............................................................... 211 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 xiv 

List of Tables 

Table 4.1 Soil location, description and rating of 8 soil samples.  *Information obtained 
from the USDA Web Soil Survey [99]. ............................................................................ 67 

Table 4.2 Total carbon and nitrogen values for 8 soils.  Standard deviations reported were 
determined by three trials for each sample.  *Indicates samples that were not further used 
in analysis due to high standard deviation. ** Indicates standard deviation values were 
not available. ..................................................................................................................... 67 

Table 4.3 A summary table of the different regressions that were used to evaluate the 
data. ................................................................................................................................... 83 

Table 5.1 Soil location and description of 9 soil samples.  *Information obtained from the 
USDA Web Soil Survey [99]. ** Denotes sample that was not used in regression 
analysis. ............................................................................................................................. 89 

Table 5.2 Percent of TC determined by CHN analysis. Percent IC and OC determined by 
difference.  Elemental results of Fe and Si determined through HF digest followed by 
ICP-OES.  ** Denotes sample that was not used in regression analysis. ......................... 92 

Table 5.3 Composition and relative percentages of the major components found in KGa-
1b....................................................................................................................................... 94 

Table 5.4 Table of organic carbon in the form of KHP added to KGa-1b in the range of 0-
10.8 % C............................................................................................................................ 96 

Table 5.5 Table of inorganic carbon in the form of K2CO3 added to KGa-1b in the range 
of 0-8.69 % C. ................................................................................................................... 96 

Table 5.6  Table of elemental carbon in the form of coal added to KGa-1b in the range of 
0-9.46 % C. ....................................................................................................................... 96 

Table 5.7 Iron in the form of iron oxide (Fe2O3) added to KGA-1b in the range of 0-10.04 
%  Fe. ................................................................................................................................ 97 

Table 5.8 A comparison of the average carbon signal results of three soils with three 
different mesh sizes.  Raw averaged data was used to determine average peak intensity, 
standard deviation and relative standard deviation.  As the particle size increases in each 
sample, the relative standard deviation decreases. .......................................................... 123 

 
 



 xv 

Table 5.9 A comparison of the three soils of a 20 mesh particle size.  Prior to averaging, 
all outliers were removed from the data set using PCA with a commercial software 
package (PLS Toolbox, Eigenvector).  By removing outliers, the RSD is further 
decreased within each data set. ....................................................................................... 123 

Table 5.10 Summary table of regression model which includes elements in the model, C 
prediction error, RMSECV when using 2 and 3 LVs.  The RMSECV is reported as 
percent (%).  Data includes the summation of 10 shots and 10 data points per soil sample 
[18]. ................................................................................................................................. 131 

Table 5.11  A comparison of the two different SIBS instrumentation and the prediction.
......................................................................................................................................... 137 

Table 5.12 Peak wavelengths of the molecular bands of the CN emission lines found in 
the UV spectral region.  The (1-0), (2-1) and (3-2) vibrational bands were used to 
evaluate the prediction models [122]. ............................................................................. 140 

Table 5.13 Prediction results using 3LVs of TC, OC and IC.  IC was determined by the 
difference between the prediction of TC and OC. .......................................................... 141 

Table 5.14 TC and OC RMSEC and RMSECV values for both 3 and 4LVs.  The R2 
values are also listed.  The error is associated with each PLS model. ............................ 141 

Table 6.1  Principal lines observed in the SIBS analysis of bioaerosols [17]. ............... 160 

Table 7.1  Elemental composition determined by XRF of the hematite used during data 
analysis. ........................................................................................................................... 179 

Table 7.2 Widths of emission lines in the 360 nm to 400 nm range under various 
conditions.  Error was determined from the line fits. ..................................................... 199 

Table 7.3 Intensities of emission lines in the 360 nm to 400 nm range in Earth, Mars and 
CO2 atmospheres.  Error determined from the number of repetitions. ........................... 200 

  

 

 

 

 

 



 xvi 

 

Table of Abbreviations Used in This Dissertation 

AES   ATOMIC EMISSION SPECTROSCOPY 
BT   BACILLUS THURINGIENSIS 
BWAS   BIOLOGICAL WARFARE AGENTS 
CCD   CHARGED COUPLED DEVICE 
CHN   CARBON HYDROGEN NITROGEN  
CPP   COMBINED PULSE PLASMA 
CE   CORONAL EQUILIBRIUM 
CEM   CONTINUOUS EMISSION MONITORING 
CLS   CLASSICAL LEAST SQUARES 
CRSS   COLLISIONAL RADIATIVE STEADY STATE 
EPA   ENVIRONMENTAL PROTECTION AGENCY 
EPIC   PRODUCTIVITY IMPACT CALCULATOR 
DOE   DEPARTMENT OF ENERGY 
FWHM   FULL WIDTH HALF MAXIMUM  
GUI   GRAPHICAL USER INTERFACE 
GXR   GEOCHEMICAL EXPLORATION REFERENCE 
HEPA   HIGH-EFFICIENCY PARTICULATE AIR 
HFHM   HALF WIDTH HALF MAXIMUM  
HZ   HERTZ 
ICP-OES INDUCTIVELY COUPLED PLASMA OPTICAL EMISSION SPECTROMETRY 
IC   INORGANIC CARBON 
ICCD   INTENSIFIED CHARGED COUPLE DEVICE 
J   JOULE 
K   KELVIN  
KV    KILOVOLT  
LV    LATENT VARIABLE  
LIBS   LASER-INDUCED BREAKDOWN SPECTROSCOPY 
LOD   LIMIT OF DETECTION 
LOQ   LIMIT OF QUANTITATION  
LTE   LOCAL THERMODYNAMIC EQUILIBRIUM  
MCP   MICROCHANNEL PLATE 
MLR   MULTIPLE LINEAR REGRESSION 
MS   MILLISECOND 
µS   MICROSECOND 
NG   NANOGRAM 
NM   NANOMETER 
NIST NATIONAL INSTITUTE OF STANDARDS AND TECHNOLOGY 
OC   ORGANIC CARBON 
OLS   ORDINARY LEAST SQUARES 
OSHA   OCCUPATIONAL SAFETY AND HEALTH ADMINISTRATION 
PC   PRINCIPAL COMPONENTS 



 xvii 

PPBW   PARTS PER BILLION BY WEIGHT 
PCA   PRINCIPAL COMPONENT ANALYSIS 
PIXE   PROTON-INDUCED X-RAY EMISSION 
PLS   PARTIAL LEAST SQUARES REGRESSION 
PSI   PHYSICAL SCIENCES, INC. 
RSD   RELATIVE STANDARD DEVIATION 
RM   REFERENCE METHODS 
RMSEC   ROOT MEAN SQUARE ERROR OF CALIBRATION  
RMSECV  ROOT MEAN SQUARE ERROR OF CROSS-VALIDATION  
RW   RAGWEED 
SIBS           SPARK-INDUCED BREAKDOWN SPECTROSCOPY 
SMUT   JOHNSON GRASS SMUT 
S/N   SIGNAL TO NOISE RATIO 
SNV   STANDARD NORMAL VARIABLE SCALING 
SOC   SOIL ORGANIC CARBON 
STD   STANDARD DEVIATION 
TC   TOTAL CARBON 
USDA   UNITED STATES DEPARTMENT OF AGRICULTURE 
USGS   UNITED STATES GEOLOGICAL SURVEY 
WSS   WEB SOIL SURVEY 



 
 
 
 
 
 

 1 

Chapter 1 : Introduction 

Over the years, the use of analytical methods to identify and quantify elemental 

constituents within a sample has become critical in order to meet the needs of chemical 

analysis of solids, liquids, and aerosols.  One large group of analytical methods, known as 

spectrometric methods, is based on molecular and atomic spectroscopy.  Spectroscopy is 

a general term for the science that deals with radiation-matter interactions.  Historically, 

radiation-matter interactions of interest consisted of electromagnetic radiation and matter 

[1].  The majority of spectrometric methods are based on electromagnetic radiation in the 

form of light and radiant heat.  Gamma rays, X-rays, ultraviolet, microwave and radio-

frequency are also forms of electromagnetic radiation [1].  However, scientific advances 

in spectrometric methods have broadened the field to include interactions between matter 

and other forms of energy.  These other forms of energy include acoustic waves and 

particle beams made of ions and electrons.   

Spectroscopy can be used to determine the identity, structure and the environment 

of atoms and molecules by analysis of the radiation emitted or absorbed by them [2].  The 

light from a gaseous discharge, when analyzed by wavelength to form a spectrum, is 

found to consist of discrete line or band features.  Each line or band is characteristic of 

some property of a particular atom or molecule, and once the characteristic line pattern of 

an atom is known, its appearance in the spectrum establishes the presence of sample atom 

in the source.  This aspect of spectroscopy is known as spectrochemical analysis [2]. 



2 

Spectrochemical analysis has become a powerful instrumental technique for the 

determination of the chemical elements.  This technique provides the ability to analyze a 

variety of sample types and sizes, concentrations levels and at vastly different cost and 

time consumption.  Spectrochemical analysis also provides the possibility to determine 

monoelement and multielement species in a single sample with a broad range of accuracy 

and precision using various techniques [3].  In order for advancements in spectrochemical 

analysis to be made, an understanding of the basic principles of atomic and molecular 

spectroscopy as well as spectrochemical analysis must be known.  Research in this 

discipline will enable innovative developments of new techniques to be achieved to 

continuously improve the power of detection, increased accuracy and at relevant costs. 

One advancement of spectrochemical analysis for elemental analysis was laser-

induced breakdown spectroscopy (LIBS).  The use of the acronym LIBS was first used 

by D. A. Cremers and L. J. Radziemski at Los Alamos National Laboratory (Los Alamos, 

NM) in 1983 [4].  This method was developed approximately 20 years after the first 

lasers (acronym for light amplification by stimulated emission of radiation) were 

developed around 1963.  LIBS is a technique in which spectra of laser-produced plasmas 

are used for qualitative and quantitative spectrochemical analysis of condensed and 

gaseous samples with minimal sample preparation [4].  Since the development of LIBS, 

several advances have produced more reliable lasers, detectors and miniature 

spectrographs with the capabilities to monitor spectra over a wide range of wavelengths 

[4].  Thus, LIBS has become an analytical method with the potential of detecting a wide 

range of chemical elements in a sample with minimal preparation, real-time responses, 

and of close-contact or stand-off analysis of targets [4, 5]. 



3 

A more recent technique known as spark-induced breakdown spectroscopy 

(SIBS) was developed in the late 1990’s at Physical Sciences, Inc. (Andover, MA).  Like 

traditional spark spectroscopy, the plasma is formed electrically.  However, traditional 

spark spectroscopy is generally performed upon conductive samples (metals) and is 

predominantly used in alloy analysis [6].  SIBS, on the other hand, does not require a 

conductive sample.  SIBS is similar to LIBS, except that it uses an electrical spark to 

create the plasma and to analyze elements of interest instead of a focused laser beam.  

SIBS has been applied to a wide range of analyses, including heavy metals in airborne 

particulates, bioaerosols and soils.  However, SIBS is a relatively new technique, and 

additional research is still needed in order to determine its detection limits, accuracy and 

precision and cost performance on a variety of sample matrices.   

Both SIBS and LIBS have proven to be useful tools for rapid analytical 

techniques for both environmental and biological applications.  For example, there is an 

increased need to monitor gas and particle emission originating from exhaust stacks for 

regulation enforcement purposes [7].  Several heavy metals, such as copper, lead, and 

chromium have been identified as particulate pollutants.  An on-line measurement system 

is ideal for the detection and monitoring of toxic metals, and therefore, the use of LIBS 

and SIBS has the potential to be applied to continuous air monitoring [7-9].  In addition, 

both SIBS and LIBS can be used to monitor hazardous biological aerosols.  Bioaerosols 

include pollen, fungi, bacteria and viruses, and they are found nearly everywhere.  In 

some cases, their concentrations may not be high, but they can still cause allergic 

reactions or diseases when inhaled [4, 10, 11].  Furthermore, LIBS and SIBS have been 

used to study both metal contaminants in soils as well as carbon in soils [12-15]. 
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1.2 Development of SIBS and Literature Review 

The following sections will present the early research and development of SIBS 

as it applies to air and soil monitoring. 

 

1.2.1 SIBS Emission Measurements of Air  

SIBS was developed and tested by Hunter et al. as a new real-time monitoring 

technique for heavy metal aerosols and particles in air [16].  The technique is based on 

temporally resolved atomic emission resulting from plasma excitation of aerosolized 

heavy metal samples.  In general, SIBS requires a method of spark formation, some type 

of optical detection, a sampling scheme and a pump to allow the sample to travel through 

the spark gap.  The spark formation is generated electrically with a power supply (<2000 

V, 100 J/s) integrated with a capacitor bank [16].  After the capacitors are charged, a 

trigger pulse initiated the creation of an ion channel between the electrodes through a 

high-voltage (40 kV), low-current pulse provided by an automotive ignition coil [16].  

This channel provided a low resistance path for the discharge of the capacitor bank.  This 

first generation power supply had a total discharge energy range of 1 to 5 J.  In addition, 

the spark frequency had a range of 1 to 10 Hz, but was usually operated at 1 Hz.  The 

power supply was connected to two rod-shaped electrodes with a 4-6 mm gap, which 

facilitates the formation of for the spark.  This spark gap was placed at the centerline of 

the sampled gas flow [16].  The electrodes are composed of a proprietary material chosen 

for high corrosion resistance, high melting temperature and low ablation propensity [16].  

Additionally, the electrode material does not produce any spectral interference in the 

wavelength regions of interest (200 nm to 400 nm) even though there are several 
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electrode lines found in this region.  After excitation, optical detection is delayed to 

minimize interference from broadband plasma Bremsstrahlung (recombination) radiation.  

When the plasma has cooled, atomic and molecular emissions are quantitatively 

measured using a gated intensified charged coupled device (ICCD) interfaced with a 

spectrometer.  Using this type of detector, wide spectral regions can be recorded with 

sub-nanometer resolution in a single spark [17].  The concentration of species of interest 

in the sample is deduced from the intensity of the emission by comparison to a calibration 

curve.  Since the development of SIBS, it has been used as an analytical method on a 

variety of applications [8, 12, 16-18]. 

  The first application of SIBS was for the continuous emission monitoring (CEM) 

of hazardous air pollutant metals [8].  In 1997, the Environmental Protection Agency 

(EPA) and Department of Energy (DOE) collaborated on a joint study to test various 

prototypes and commercially available CEM technologies at the EPA laboratory in 

Research Triangle Park, NC.  SIBS was one of seven CEMs tested side by side in a duct 

following a rotary kiln incinerator simulator.  Two different concentrations, 15 and 75 

µg/dry standard cubic meter, of six metals were introduced into the incinerator.  These 

metals included beryllium (Be), arsenic (As), chromium (Cr), cadmium (Cd), lead (Pb) 

and mercury (Hg). 

 Figure 1.1 is a schematic diagram of the test configuration, which allowed for all 

seven CEMs to collect data simultaneously.  Prior to running the experiments at the EPA 

test center, the instrument was calibrated in the laboratory for Cr and Pb.  The laboratory 

calibrations for both Cr and Pb demonstrated detection limits of 9 parts per billion by 

weight (ppbw), which corresponds to ~ 10 µg/acm (actual cubic meter).  The calibration 
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curves were linear up to the maximum concentration tested of 1 part per million by 

weight (1 ppmw) [8].  This information provided calibrations for the real-time 

determinations of the concentrations in the gas stream at the EPA test center.  In addition 

to SIBS data, reference methods (RM) were performed simultaneously along with each 

CEM method.  The SIBS data was then compared to the reference method results. 

 Data were collected and analyzed for Cr and Pb, the only metals from the 

provided analytes targeted for testing.  The average Cr results for this experiment 

determined by the SIBS analyzer were 96 ± 13.2 µg/m3, and the average Pb results were 

22.7 ± 4.3 µg/m3.  The measured Cr average concentration by the SIBS analyzer was 38.6 

± 15.6 µg/m3, and that for Pb was 5.2 ± 4.2 µg/m3.  However, the data did show 

discrepancies when compared to the RM.  The RM data exhibited a high degree of 

variability from run-to-run and from station-to-station within a run.  The run-to-run 

variability was explained by poor reproducibility of the metals into the incinerator 

system.  The station-to-station variability was thought to be due from systematic 

difference between the stations.  Due to these variabilities, it was hard to compare the 

results from the different CEM s, and only averages over the entire test were compared.  

Comparison of the SIBS averages against the RM averages indicated that the measured 

SIBS Cr values typically exceeded the RM Cr values by a factor of 2.  The measured 

SIBS Pb averages were about a factor of three below the RM values.   

 Although there were discrepancies between the SIBS and RM values, this 

experiment provided data for the first field test of SIBS.  More importantly, these data 

provided the ground works for future SIBS experimentation and design modifications.  

Even though these results were outside the relative accuracy goal of 20%, the results 
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indicated that SIBS can be used as a new analytical tool to measure toxic heavy metals in 

air through continuous emission. 
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Figure 1.1 Schematic diagram of the incinerator simulator test configuration adapted 
from Hunter et al., 2000 [8]. 
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Another important SIBS experiment involved monitoring air above a Cr plating 

tank [19].  This monitoring event took place at the Marine Corps Logistics Base in 

Albany, Ga.  The SIBS monitor acquired real-time data and was used to survey the total 

Cr concentrations above the plating bath surface over a range of ventilation rates in 

conjunction with operation of an experimental liquid recirculation system.  This system 

was developed by the U.S. Army Construction Engineering Research Laboratories, in 

order to see if a newly designed liquid flow system had the potential to reduce chromium 

exposure by reducing the exhaust ventilation rate.  The concentrations of Cr measured 

ranged from <10 µg/m3 (the lower detection limit) to >1000 µg/m3.  SIBS data were 

correlated with the ventilation rate as well as the total mass of Cr collected on the internal 

filters.  Seven filter samples were sent to an independent laboratory for total Cr mass 

analysis, and compared to the SIBS monitor data by integrating the measured 

concentrations.  Two of the seven filters contained high Cr concentrations and were 

excluded from the correlation between SIBS spectral data and measured Cr mass.  For the 

five valid points, the correlation was good, and had an R2 value of 0.995.  In addition, 

four of the five SIBS measured points were within ± 20% of the filter measurements.  

Even though the sample set for this study was small, it still provided proof-of-principle 

data that SIBS can be used to measure Cr of airborne particulate. 

A third fundamental SIBS study involved the development of a Pb monitor for 

deployment in an indoor firing range [16].  The indoor firing range introduced clean air 

behind the shooting booths.  During shooting, the air flow picks up Pb and carries it away 

from the shooters downrange by a ventilation system.  The Pb particles were then 

collected on high-efficiency particulate air (HEPA) filters.  Prior to testing, the SIBS 
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instrument was calibrated for Pb and Cr aerosols in the laboratory over the 0 to 10000 

µg/m3 range.   

The first test of the firing range was placed in front of active firing booths.  The 

results indicated that the measured lead concentration was near the detection limit of 10 

µg/m3, which is well below the Occupation Safety and Health Administration (OSHA) 

regulated level of 50 µg/m3.  In addition, lead-free ammunition was fired directly above 

the sample inlet at two sampling locations, and no significant lead reading was obtained.  

A second test was done at the same range in which the SIBS monitor was placed down 

range just before the HEPA filters.  When active firing took place lead concentrations as 

high as 3000 µg/m3 were detected in the ventilation room.  This high concentration value 

was considered reasonable due to the sample location, and this range is reached only in 

the ventilation room.  The results from these SIBS monitoring experiment illustrated that 

Pb can be detected at concentrations of 10 µg/m3, in-situ and in real-time. 

 

1.2.2 SIBS to Monitor Metals in Soils 

Although SIBS was first developed to monitor air for heavy metals, it was later 

adapted to screen soil for certain heavy metals [12].  In this study, the spark chamber was 

modified so that the sparks were made on the surface of the soil by a pair of electrodes.  

These electrodes were angled toward the surface near the soil, and as the sparks occurred, 

some of the soil was incorporated into the plasma.  The spark chamber was connected to 

a power supply, function generator, miniature spectrometer and a laptop personal 

computer.  The power supply used in this experiment has been previously described in 

section 1.2.1, and the function generator was used to create acquisition delay.   
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In the preliminary research, standard additions of aqueous solutions of Pb, Cr, Ba, 

Hg and Cd metals were used to make spiked subsamples of soil.  These samples were 

dried and analyzed.  Each soil subsample was analyzed by taking averages of 20 

successive sparks generated at the soil surface.  Between each sample, the electrodes 

were cleaned with nitric acid, deionized water and methanol to prevent carry-over.  Once 

the spectral data were obtained, the signal intensities for the metals were baseline 

corrected and normalized to a nearby Fe line.  The concentration of Fe is characteristic of 

the sample matrix.  The intensity of this line should not change with the amount of metal 

contaminant added to the aliquot during standard addition.  This is due to the fact that the 

soil samples are not being diluted with the addition of the metals of interest.  Instead, the 

Fe feature only varies with the changes in the quantity of spark-processed material and 

with the individual strength of the spark.  By ratioing the contaminant to the Fe line, the 

calibration curve was a signal-level ratio verses contaminant concentration [12].  The 

results of this study indicated detection limits for all investigated metals to be ~25 mg/kg.  

This study was demonstrated that SIBS can be used to identify and quantitate a variety of 

contaminant metals in soil.   

 

1.3 Comparison of SIBS and LIBS 

SIBS is similar to LIBS in that a plasma is used to excite atomic species of 

analyte atoms within the sample.  As previously noted, SIBS uses a pulsed plasma 

generated with an electric spark to excite the sample of interest. The spark creates air 

plasmas at temperatures in excess of 10,000 K, and occurs between two rod-shaped 

electrodes.  Material initially within the plasma volume is vaporized and all molecular 
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species are atomized.  The high plasma temperatures excite atoms in the volume to high-

energy electronic states.  The subsequent emission from these states provides the signal to 

be monitored [12, 16, 20].   

LIBS has been under development since the mid-1960’s, and has been promoted 

as a way to obtain elemental composition on a variety of samples with minimal or no 

sample preparation.  The LIBS technique is based on direct ablation of sample material 

using a high power density (> 1 GWcm−2) laser.  The laser focused tightly onto the 

sample surface leads to the formation of a plasma.  The light emitted by the plasma is 

collected into a spectrometer and resolved both spectrally and temporally in order to 

obtain the analytical information about the elemental composition of the sample [20].  

Identification of the spectral lines and measurement of their intensities provides 

qualitative and quantitative information, respectively. 

 

1.4 Need and Research Objectives 

The goals of the research described in this dissertation were to evaluate two 

different plasma spectroscopic techniques in both biological and environmental matrices.  

Specifically, SIBS and LIBS were used as analytical tools to characterize carbon in soil, 

biological aerosols and plasma characterization of hematite formations under a Mars-like 

atmosphere.   

 

1.4.1 Specific Research Goals 

New and innovative approaches to the detection of carbon in soil are required to 

increase the understanding of the role of carbon as it relates to soil carbon sequestration.  
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As the global community begins to realize the imminent risks associated with climate 

change, simple and low cost methods to detect and mitigate greenhouse gas emissions are 

important.  Specifically, there is a need for the development of a portable, robust, real-

time, fieldable monitor for the detection of carbon in soils.  Soil carbon sequestration and 

the mitigation of carbon dioxide (CO2) has become an important research topic within the 

soil science community.  Several agricultural practices promote soil carbon sequestration 

by including a reduction in tillage disturbance, intensification of cropping rotations, or 

the replacement of annual crops with perennial vegetation [21].  Determining changes in 

soil carbon (C) stocks is difficult due to the relatively small inter-annual changes in soil C 

stocks compared to the total carbon stored in soils [22].  Verification of C storage focuses 

on accurately measuring small changes in terrestrial carbon pools and being able to 

distinguish sequestration from natural variation in C concentrations [23, 24].  Because of 

the requirement to make measurements of small changes, reducing uncertainties 

associated with measurements of the soil carbon component of terrestrial carbon pools is 

critical.  It requires the measurement of large numbers of soil samples, which may not be 

economically feasible using current measurement technology [25, 26].  Therefore, the 

development of sensitive, robust, and cost-effective instrumentation to monitor the 

carbon content of soils in order to improve estimates of terrestrial C inventories and 

fluxes is necessary.  The overall goal of this research was to use SIBS to develop a 

fieldable soil carbon monitor to quantify and monitor carbon in soils.  In addition, the 

SIBS soil carbon monitor has the ability to be portable, which will allow for an increased 

sample through-put and as a consequence, an increased data set of soil carbon 

concentrations. 
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The second goal of this research was to study the use of SIBS as a new analytical 

method for the comparison of biological warfare agents (BWAs) simulants through the 

use of atomic and molecular emission profiles.  The possible release of biological warfare 

agents is a current concern among both military and civilian governmental entities.  One 

dispersal method involves the release of hazardous biological samples in a respirable 

aerosol composed of particles with aerodynamic diameters of 1-2.5 µm.  Therefore, the 

threat of bioterrorism has led to a need for the development of two types of systems 

involving aerosol detection.  The first of these systems is envisioned as a coarse sensor to 

indicate a rapid change in the amount of airborne biological material.  The output of this 

sensor will be used to trigger a second, more sensitive confirmatory sensor.  

Confirmatory sensors are biological assays capable of establishing the identity of a 

biological organism, sometimes even the level of biological genus and species. Trigger 

instruments under development are normally based upon observation of fluorescence in 

individual airborne particles and have been paired with LIBS.   

In addition to military and defense applications, there are ongoing needs within 

the health care community to monitor airborne biological species such as molds and 

pollen because bioaerosols are known to induce immunological and infectious responses 

in those exposed.  The detection and classification of bioaerosols could also be helpful in 

preventing the spread of disease in hospitals and other areas of dense or health 

compromised populations.  An alternative to relatively fragile biological aerosol 

detection methods such as LIBS is the use of SIBS to monitor air for hazardous 

biological material.  SIBS instrumentation was modified to study various, non-hazardous 
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bioaerosols in hopes to distinguish between sample types such as pollen, smuts and 

bacteria.      

The final goal of this work was to use LIBS to compare two different atmospheric 

conditions, CO2 and a Mars-simulated atmosphere, under low pressures. In 2011, a LIBS 

instrument was built into the rover that was sent to the Martian surface, with the 

expectation that it can be used to perform geological classification [27, 28].  Mars has an 

atmosphere which is comprised of approximately 95.3% carbon dioxide, 2.7% nitrogen 

and 1.6% argon.  The average atmospheric pressure on Mars is about 7 Torr, but varies 

from 1 to 9 Torr, depending upon altitude and meteorological conditions.  The 

atmospheric pressure on Mars changes seasonally; winter temperatures are sufficiently 

cold that some of the carbon dioxide freezes out of the atmosphere and is deposited at the 

polar cap.  This reduces the partial pressure of carbon dioxide in the atmosphere.  During 

the summer, when the polar cap warms up again, the carbon dioxide sublimes into the 

atmosphere, increasing the atmospheric pressure [29].  Clearly, the harsh environment of 

Mars presents a challenge for scientists who hope to not only collect geological data 

using LIBS, but also accurately analyze and determine geological classifications of such 

formations.  Therefore, in order to accurately classify and quantify various elements that 

comprise the geological formations found on Mars, data must be collected using precise, 

replicated conditions found on Mars.   

 

1.4.2 Methods of Detection of Carbon in Soils with Ablation Techniques 

Fieldable measurement methods of the carbon content in soils are critical to 

assessing the efficiency of the sequestration process, and various approaches have been 
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taken to develop such an instrument.  One method currently under development for the 

measurement of carbon in soils is LIBS, and several studies have been documented [30].  

Early research into the application of LIBS to measure total soil carbon was performed by 

Cremers et al. [31].  They found that carbon could be identified and quantified using 

LIBS and a univariate analysis using calibration curves of laboratory carbon values 

against LIBS carbon signals.  Furthermore, they determined that when the neutral C (I) 

line (247.85 nm) was ratioed to the signal from silicon, the measurement precision 

increased.  This was done as an attempt to minimize large shot-to-shot variability in the 

carbon signal.  Overall they were able to estimate the LIBS detection limits, within the 

sets defined by their calibration curves, to be 300 mg C/kg.  Martin et al. studied the use 

of LIBS for environmental monitoring of soil carbon and nitrogen [32, 33].  The goal of 

Martin’s research was to quantify carbon in a variety of soils through the use of the C (I) 

line at 247.85 nm, and compare these results to standard carbon, hydrogen and nitrogen 

(CHN) analysis.  Measurements of the concentration of carbon in fifteen soil samples 

with varying levels of carbon were obtained.  The preliminary results indicated that LIBS 

can be used in the direct quantitation of soil carbon, and the authors reported a linear 

calibration curve with a good correlation coefficient (R2 =0.962).  The authors also took 

the ratio of carbon to silicon to improve the reliability of data; this decreased the standard 

deviations, and improved the correlation in carbon measurements between CHN and 

LIBS.  More recent studies by Martin et al. looked at the use of LIBS to analyze soils 

using two different wavelengths and three different excitation energies in order to provide 

a reliable estimate of total soil C [15].  They found that the wavelength and energy of the 

excitation laser are important parameters when LIBS is used to determine C 



17 

concentration in soil.  Using LIBS spectra processed with both principal components 

analysis (PCA) and partial least squares regression (PLS), these researchers were able to 

generate a model that was independent of soil type.  Using 38 samples of varying soil 

type, PLS models were developed that showed the highest quality data were collected 

using an excitation wavelength of 532 nm with a pulse energy of 45 mJ.  This excitation 

combination resulted in the best correlation statistics between LIBS signals and 

combustion CHN measurements.  Their correlation coefficient was reported to be 0.97 

and the root mean square error of cross validation was determined to be 0.31, using 3 

PCs.  Belkov et al. compared two LIBS techniques for the measurement of total carbon in 

soils [34].  The first method was the combination of a single-pulse laser ablation with 

spark excitation of the plasma plume, known as combined-pulse plasma (CPP).  Spark 

excitation was created using tungsten wire electrodes with a 3 mm gap set at a distance of 

1.5 mm from the sample surface, and the results compared to those obtained with the use 

of a double-pulse laser system.  Their results indicated nonlinear trends in the actual 

range of carbon signals with both methods.  They also found that the line intensity 

amplification in the CPP over what was observed in the two-pulse experiment was due to 

the increase of plasma volume and duration of the plasma emission.  One potential issue 

using the C (I) line at 247.85 nm is the underlying Fe (II) line at 247.857 nm and Fe (II) 

line at 247.987 nm.  Glumac, Dong and Jarrell in 2010 studied the potential elemental 

interferences with this region [35].  They compared samples of graphite and Fe oxides 

and their spectral and temporal signatures.  Proper time gating, along with high 

resolution, allowed linear correlation (r2 = 0.94) between measured percent soil organic 

carbon (SOC) and the integrated LIBS counts under the C (I) line.  While their study did 
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not examine highly Fe-rich soils, based on their findings, there is negligible Fe 

interference in soil samples less that 4% total Fe.  Therefore, under proper conditions, 

correlation of C (I) between measured carbon and predicted carbon is obtainable even 

with Fe present.  

Early applications of SIBS to monitor soil involved the production of sparks in or 

near the surface of the soil sample followed by acquisition and analysis of the resulting 

emission with an ICCD [12].  The surface approach had reproducibility problems which 

motivated the development of a power feed mechanism for sample introduction to the 

spark gap.  This early work also involved the use of modest sample pre-processing and 

standard addition of known quantities of analytes to enable quantitative analysis of toxic 

metals in soil [12].   

 

1.4.3 Methods of Detection of BWAs with Ablation Techniques 

Both indoor and outdoor ambient aerosols contain particulate material having 

biological origins, which exist in a wide range of sizes.  Non-agglomerated single 

airborne bacteria have aerodynamic diameters between 0.5 and 2 µm; mold spores are 

between 2.5 and 35 µm [36].  Pollen sizes generally are reported to range between 5 and 

50 µm [37].  Nonviable fragments of microorganisms are also commonly encountered in 

ambient air and have been identified in the submicron size range [38].  The larger 

particles have much lower residence times in air, because of their greater settling 

velocity, but exert a deleterious effect to human health, even though they are a small part 

of the overall biogenic aerosol background.  The bioaerosol background has been 

estimated at approximately 1.9 biological particles/cm3, with about 30% of the total 
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particles measured in this particular region having a biological origin [39].  Pollen and 

biological warfare agents have in common that very small concentrations of particles can 

exert a large effect on the health of human populations and also that any attempt to 

monitor them must take the large background into account.   

In attempting to develop a spectroscopic method of determining the types of 

hazardous bioaerosols in air, several groups have been working to utilize the appearance 

of molecular features in LIBS to perform various types of bioaerosol analysis.  Boyain-

Goitia et al. performed a set of experiments using LIBS and Raman microscopy to 

analyze single pollen grains [10].  These techniques are used together to differentiate 

pollen particles from background materials and also to obtain some classification 

information for the pollen.  Samuels et al. have used a deposition sampling technique to 

collect relatively large quantities of individual species of bacterial spores, molds, pollen, 

and proteins on porous silver substrates [11].  These substrates were submitted to LIBS 

analyses, and principal component analysis was applied to discriminate between the 

different biomaterials.  Even larger sample quantities were used in Morel et al., where 

pellets of individual species of stimulants for biological warfare agents were submitted to 

LIBS analysis [40].  These authors hypothesize that the CN bands that are ubiquitous in 

direct plasma analysis of biological samples arise from the recombination of carbon 

originating in the sample matrix and nitrogen from the atmosphere.  They saw no 

additional CN in the emission spectrum of the sample when additional CN sources are 

added to the sample materials. 

The ability to classify biological organisms with direct ablation plasma techniques 

depends on the ability to generate spectral fingerprints indicative of the differential 
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elemental content of the spores [41].  Biological aerosols contain several inorganic 

elements such as K, Na, Ca, Mg, and Si, as well as organic constituents such as C, N, O, 

and H [11, 42].  Therefore, signals associated with these elements can be used to 

potentially distinguish between species of spores and bacteria. Spectroscopic 

interrogation of the bioaerosols also yields molecular features such as CN (B–X), OH, 

CH (A–X), and N2
+.  Therefore, SIBS was used to study bioaerosols by analyzing both 

atomic (Ca, Si, Fe, Al) and molecular (CN (B-X), OH, CH (A-X) and N2
+) features found 

in various biological samples.   

 

1.4.4 Use of LIBS to Study Plasma Properties under Low Pressure 

LIBS is another technique for a wide variety of analytical applications such as soil 

analysis [15, 25, 34] and geomaterial classification [43], forensics [44, 45], and detection 

and classification of biological contaminants and aerosols [46, 47].  Recently, many 

researchers have studied potential challenges of using a LIBS analysis on the Martian 

surface.  Dreyer et al. studied the use of LIBS combined with Raman spectroscopy under 

Mars atmosphere-simulated conditions [48].  They observed significant plasma dynamic 

changes and consequently a decrease in spectral intensity of ionic species between 5 and 

7 Torr which could be explained as a decrease in plasma temperature and electron density 

below 5 Torr.   

Buhler et al. compared the electrical breakdown in a Martian gas mixture verses 

pure CO2  [49].  The results suggested that at low pressures, a clear difference in the 

breakdown potentials can be seen.  Specifically, small concentrations of nitrogen, carbon 

monoxide, oxygen and argon greatly alter the Paschen curve (breakdown voltage verses 
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pressure) for pressures ranging between 1 and 10 mm Hg.  However, these preliminary 

results showed strong polarity dependence when using symmetric electrodes.  It has been 

argued when using symmetric electrodes, reversing the polarity should not alter the effect 

on the electrons, and should only change the direction the electrons move [50].  Manning 

et al. also studied electric discharge and Paschen curves under a Martian atmosphere 

using identical, spherical electrodes.  Their results indicated that the CO2 and Mars gas 

had comparable curves, suggesting that the addition of small amounts of N2 and Ar does 

not considerably alter the discharge potential [50].  Cleary, there are some discrepancies 

between authors studying the effects of different atmospheric conditions on LIBS spectra.  

Many variables can affect LIBS signal such as, temperature, laser power, gating delay 

and width and sample surface conditions.  However, further studies will improve the 

ability to optimize the use of LIBS in harsh environments such as Mars. 

 

1.5 Study Design and Dissertation Format 

In this work, three different studies were performed using both SIBS and LIBS.  

The first study utilized SIBS as a new method to detect and quantify carbon in soils.  

Within the framework of this study, a portable SIBS instrument was built by our 

collaborators at Physical Science, Inc., and several soil samples were analyzed in order to 

determine detection limits, linear range and quantitation limits.  The second project 

explored the use of SIBS as an analytical method to study bioaerosols.  The goal of this 

research was to try to classify three different bioaerosol samples as well as improve 

sampling methods based on preliminary research.  Finally, the third study sought to 

examine the changes in plasma characteristics using LIBS under low pressure similar to 
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the Martian atmosphere.  The goal of this study was to compare spectral line widths and 

intensities with apparent plasma size under low pressure using a pure CO2 atmosphere 

with a Mars-simulated atmosphere, and therefore to demonstrate the importance of an 

appropriate atmosphere for calibration. 

A brief review of atomic emission spectroscopy and plasma physics is provided in 

Chapters 2 and 3.  Chapter 4 provides the preliminary details on the materials, methods, 

and specific instrumentation used to study carbon in soil.  Additionally, Chapter 4 

provides the results for the various studies performed to determine carbon in soil.  

Chapter 5 is a more detailed chapter on the miniaturization of SIBS, and the development 

of a fieldable soil carbon monitor. Chapter 6 provides experimental details and results for 

the detection of bioaerosols using SIBS, and the use of LIBS to compare spectral features 

under low pressure can be found in chapter 7.  Conclusions and future work are provided 

in Chapter 8.   
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Chapter 2 : Review of Atomic Emission Spectroscopy  

The purpose of this research is to use emission spectroscopy to study BWA 

simulants as well carbon in soils.  In addition, this dissertation discusses the use of LIBS 

as an analytical method to study changes in plasma characteristics as well as atomic 

emission behavior under low pressures. SIBS and LIBS are similar in that both are 

atomic emission (AE) techniques that can be used to quantify the concentration of 

elements in samples.  The following chapter describes the theory involved in atomic 

emission spectroscopy (AES).  AE is a method used to determine the identity, structure 

and the electronic environment of atoms by analyzing the radiation emitted by them [4].  

By identifying the wavelengths of atomic lines, one can determine the energy levels of an 

atom, which provides experimental basis for the theories of atomic structure.  One can 

also determine various elements in a sample by observing characteristic lines emitted by 

a particular atom [4].  This chapter will discuss the generalized theory of AES.  Chapter 3 

will discuss the theory of plasma physics as it relates to AES, and the use of SIBS and 

LIBS as analytical tools. 

 

2.1 The History of Atomic Spectroscopy 

The origins of atomic spectroscopy date back to the work of Bunsen and 

Kirchhoff in the mid-19th century, and is one of the oldest instrumental techniques for 

elemental analysis [3, 51].  In general, the work by Bunsen and Kirchhoff in 1860 
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showed how the optical radiation emitted from flames is characteristic of the elements 

present in the flame gases or that which is introduced into the flame through various 

methods.  For example, through this technique, one could see that the color yellow 

corresponded to Na, and red corresponded to Ca.  Prior to their work, it had already been 

observed that there was a correlation between the concentration of elemental species 

present and the intensities of the element-specific features in the spectra.  Based on this 

information, the basis for qualitative and quantitative analysis with AES was discovered 

[3].  In addition, the Bohr theory of hydrogen in 1913 established the first link between 

the spectra and structure of atoms.  In the 1920’s, theoretical developments in quantum 

mechanics helped to develop accurate, experimental measurements on the fine and 

hyperfine structure of spectral lines.  In more recent years, computational modeling and 

other technological advances have helped confirm and correlate studies between theory 

and atomic spectroscopy.  Due to these scientific discoveries, several atomic 

spectrometric methods using flames and plasmas as excitation sources have been 

developed and are typically evaluated by comparing their analytical figures of merit with 

those of other methods for elemental analysis.   

The signal used in atomic spectroscopy can be understood from the theory of 

atomic structure itself.  The availability of optical spectra was instrumental in the 

development of the theory of atomic structure and the discovery of a series of elements.  

In the mid-19th century, the study of the relationship between the wavelengths of the 

chemical elements helped to determine a relationship between the atomic structure and 

the optical line emission spectra of the elements [3].  The following sections briefly 
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describe the basic theory of atomic structure in order to understand the basis of atomic 

spectroscopy as it applies to SIBS and LIBS analysis. 

 

2.2 An Introduction to Electronic Structure and Hydrogenic Atoms 

Spectroscopy deals with radiative transitions between stationary states of an atom 

or molecule.  The term stationary state means the probability density does not change 

with time, and is therefore independent of time.  The stationary states correspond to a 

quantum state with a single definite energy, and are defined by a single quantum number 

(n) [52]. Atoms consist of a positively charged nucleus and a number of negatively 

charged electrons.  In a neutral atom, the total negative charge of all the electrons is equal 

to the total positive charge of the nucleus.  The predominant forces that hold atoms 

together are electrostatic, which consist of the attraction between each electron and the 

nucleus and repulsions among all the atomic electrons.  The basic process in optical 

atomic spectrometry involves the outer electrons (valence) of the atomic species.  For 

atoms or ions in the elemental state, the energy of any given state arises from the motion 

of electrons around the positively charged nucleus.  These energy states are known as 

electronic states [1, 4].  The stationary states of the hydrogen atom are as shown in Figure 

2.1, and the hydrogen energy level diagram is the simplest of diagrams.  A single 

quantum number n, defines the stationary states.  The numerical value of energy in units 

of cm-1 is known as the term value T, and transitions between two stationary states i and j 

can be shown on an energy diagram by vertical arrows.  Figure 2.1 defines each level in 

the energy diagram by the quantum, for example.  These arrows point up for absorption 
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of radiation and down for emission.  The difference of the two term values: σij = Ti – Tj  is 

the wavenumber of the transition [2]. 
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Figure 2.1 Energy level diagram of a hydrogen atom adapted from Singh and Thakur, 
2007 [4].  
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The atomic wavefunction mnλΨ  is a function of the coordinates (x, y and z) of the 

electron’s position in three-dimensional space.  These coordinates are called quantum 

numbers, and result from the exact solution of the Schrödinger equation.  The principal 

quantum number (n) is related to the size and energy of the orbital, whereas ℓ and m 

determine the angular momentum and orientation of the orbital in space relative to the 

other orbitals in the atom.  For a given value of n, the value of ℓ for the wavefunction can 

be: 0, 1, and 2…, (n-1).  In the same way, the values of quantum number m for a given ℓ  

are: - ℓ, (- ℓ + 1), (- ℓ + 2),…,0,1,2,( ℓ - 1), ℓ [4]. 

The wavefunction mnλΨ  represents an atomic orbital, and any atomic orbitals 

belonging to a given value of n define a shell and those associated with a given value of ℓ 

represent a subshell [4].  Atomic orbitals corresponding to ℓ = 0, 1, 2, 3, 4… are called s, 

p, d, f, g orbitals respectively.  A fourth quantum number, s, was derived from the 

Schrödinger equation, and is called the spin quantum number.  The spin quantum number 

is related to the magnetic moment of the electron and can only have two values, which 

include +1/2 and -1/2.  Thus, the four quantum numbers describe the electronic 

configurations of atoms with many electrons. 
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The zero energy is defined for the electron and proton at rest at infinite separation, 

and therefore, is arbitrary.  The energy corresponding to the principal quantum number n 

is –RH/n2 where RH is the Rydberg constant for hydrogen [4].  The ground state energy of 

hydrogen atom is - RH  (109678 cm-1) corresponding to n = 1.  The lowest state of energy 

is n = 1, also known as the ground state.  Lines in the spectrum of hydrogen are related to 

the Rydberg formula 
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The separation between consecutive energy states decreases as n increases, until it 

approaches the ionization limit.  This corresponds to the complete removal of the 

electron, and the energy difference between i and j (the ground state and ionization limit), 

is the ionization energy of the atom [2, 4].  Once ionized, the states of positive energy 

correspond to the sum of the proton, electron and kinetic energies.  This energy is no 

longer quantized, and there exists a continuum of states as seen in Figure 2.1.  The 

transition of atom between a pair of discrete states is possible under certain conditions 

resulting in a spectral line.  Transitions between the continuum and a discrete state are 

known as free- bound transitions (recombination radiation) and free-free transitions 

(Bremsstrahlung emission).  Figure 2.2 refers to the typical transitions in an atom or ion.  

Eg refers to the ground state, E1 and E2 are excited state; the ionization limit is also noted.   
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Figure 2.2 Typical transitions seen in an atom or ion which gives rise to optical emission.  
Adapted from Cremers, 2006 [5]. 
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2.3 Multi-Electronic Atoms 

The hydrogen diagram can also represent the energy of the electron or that of the 

atom as a whole.  However, in a multiple-electron system, there are repulsions between 

each pair of electrons, and the hydrogenic orbitals do not account for this interaction.  

Due to the interactions between electrons, the resulting stationary states are characteristic 

of the whole atom instead of the excited electron.  The resulting energy level diagram of 

a many-electron atom will be more complex than the hydrogen atom seen in Figure 2.1.  

The more readily excitable electrons are those found in the outer shell, and are loosely 

bound.  However, it is possible to excite and remove a tightly bound electron or even two 

electrons at the same time.  This would result in the atom would be in the ion state 

instead of the neutral (ground) state [2].  In addition to electronic states in the case of 

atomic emissions, molecules also have quantized vibrational states that are due to the 

energy of interatomic vibration, and quantized rotational states that arise from the 

rotation of molecules around their mass center.  Thus, the total energy of the molecule 

(E) is not given exclusively by the electron energy (Ee), but by the vibrational energy (Ev) 

and the rotational energy (Er) also contribute [53].  The total energy is given by the 

equation 

 

E = Ee + Ev + Er      Equation 2.2  
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During the excitation of the molecule, the vibrational and rotational energies also change 

along with the electronic energy.  Therefore, the change in total energy is given by the 

equation 

 

∆E = ∆Ee + ∆Ev + ∆Er       Equation 2.3  

 
 
According to quantum theory, the electronic, vibrational and rotational energies are 

bound by quantum mechanics in addition to atomic energy states [53]. 

Energy levels of atoms or molecules and observed spectra can be used to infer 

information about the environment of the atom or molecule.  The observed intensity of a 

line depends on the distribution of population among the various excited states as well as 

on the intrinsic transition probabilities.   

 

2.4 Radiation of Atomic and Molecular Species 

In 1900, the quantum theory was proposed by Max Planck in order to explain the 

properties of emission radiation of heated bodies [54, 55].  This theory was later extended 

to rationalize other types of emission and absorption processes.  Two important 

postulates of quantum theory include: 

(1) Atoms, ions and molecules can exist only in certain discrete stable states, 

and that these allowed states possess specific, quantized, energies.  When 

a species changes its state, it absorbs or emits an amount of energy that is 

equal to the energy differences between the states. 
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(2) The absorption or emission of these species produces radiation when 

making the transition from one energy state to another.  The frequency (υ) 

or the wavelength (λ) of the radiation is related to the energy difference 

between the states by the equation 

 

E2 – E1 = hυ12 = hc/λ      Equation 2.4  

 

where E2 is the energy of the higher state and E1 is the energy of the lower state.  The 

terms c (3.00 x 108 m sec-1) and h (6.62 x 10-34 J sec) are the speed of light and the Planck 

constant, respectively [1, 56, 57].   

 

2.5 The Shapes of Emission Spectral Features 

Radiation from an excited source can be characterized by means of an emission 

spectrum, which usually takes the form of a plot of the relative intensity of the emitted 

radiation as a function of wavelength or frequency.  Two types of spectra can be seen in 

an emission plot, and include line and band emissions. The following two sections briefly 

discuss the characteristics of both line and band emission. 

 

2.5.1 Line Spectra 

The line spectrum is made up of a series of sharp, well-defined peaks caused by 

the excitation of individual atoms [1].  As previously discussed, the resonance equation 

2.1 corresponds to the electronic transitions between two energy levels.  Only absorption 

and emission spectra from atoms are considered sharp lines [56].  When dealing with 
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atoms, the sharpness of an atomic spectrum occurs because the energies (E1 and E2) of 

electronic states of atoms can be accurately described by specifying the electronic 

energies of the electronic orbitals.  At low pressures in the gas phase for an atom there are 

no vibrations, rotations, or collisions that broaden the values of E1 and E2.  Therefore, hυ 

has a precisely defined magnitude since E1 and E2 are sharply defined.  Thus, at low 

pressure in the gas phase, both atomic absorption and emission spectra show very sharp 

lines.  For example, both the absorption and emission spectra of the gaseous H atom in 

the visible region of the spectrum consists of four lines at 410, 434, 486 and 656 nm, 

respectively.  There is nearly an exact correspondence between positions of the 

absorption and emission, because the energy of orbitals involved in the ground and 

excited states in the transitions do not change significantly for an atom [56].  The 

promotion of an electron and emission of a photon for line spectrum occur on the order of 

10-8 s.  Figure 2.3 illustrates an energy level diagram of atomic emission (A), which 

indicate two Ca (II) emission lines at 315 nm and 373 nm.  In addition, Figure 2.3 

illustrates an energy level diagram of molecular emission, which is described in section 

2.5.2.  Figure 2.4 is an example that represents an atomic emission spectrum of C (I), Si 

(I) and Fe (I) found in soil in the spectral window of 245 nm to 260 nm.  It is important to 

point out some spectroscopic terminology of ionic and neutral atoms.  The spectrum of a 

neutral atom is designated I, while the spectrum of a singly ionized atom II, and a doubly 

ionized atom III.  For example, Si (I) is the designation for a neutral atom while Mg (II) 

and Fe (II) are the designation of a singly ionized atom [2]. 
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Figure 2.3  Energy level diagram of (A) atomic emission lines of Ca II atom, and (B) an 
example of a molecular emission profile.  Adapted from Skoog, 2007 [1]. 

 

 
 
Figure 2.4 Sample spectrum of atomic emission lines including C (I), Si (I) and Fe (I). 
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2.5.2 Band Spectra and Diatomic Molecules 

Although the majority of material discussed in this dissertation deals with atomic 

emissions, portions of the research include the study of molecular emissions such as CN 

(B2
Σ

+− X2
Σ

+), OH (A2
Σ

+− X2
Πi) and N2

+ (B2
Σu

+ − X2
Σg

+).  Therefore, it is important to 

give a brief background on this.  The term symbols used with CN, OH and N2
+ are the 

values for distinguishing the electronic transitions of the molecular features.  B, A, and X 

define the transitions between electronic states.  By convention, the upper state is always 

written first.  The term X describes the ground state, followed by A and B (in increasing 

energy).  The terms Σ and Π define the vibrational and rotational perturbations 

corresponding to the specific energy level [58].  The superscripts (2Σ+ and 2Πi, for 

example), refer to the singlet or doublet transitions, in which a superscript of 1 refers to 

the singlet transition and a 2 refers to the doublet transition [58].  Thus, this terminology 

illustrates which vibrational bands are observed in the spectral data.  Figure 2.3 illustrates 

the difference between atomic and molecular emission, and a sample spectra of molecular 

emissions can be seen (B). 

A potential energy curve of the observed states of the CN molecular feature can 

be seen in Figure 2.5.  In addition to line spectra, molecules, even in the gas phase at low 

pressures, do not have pure electronic transitions.  With small dispersion, these consist 

not of single, sharp lines as seen with atomic emission, but of less broad wavelength 

regions knows as bands [58].  Band spectra are often encountered in spectral sources 

where gaseous radicals or small molecules are present, and arise from the numerous 
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quantized vibrational levels that are superimposed on the ground-state electronic energy 

level of a molecule [1]. 

Often in emission spectroscopy, bands and lines occur mixed together.  In 

general, bands usually have a sharp edge at one end; this is called a band head.  At the 

band head, the intensity falls sharply to zero, while on the other side the intensity 

gradually decreases.  Unlike line spectra, molecular spectra have vibronic transitions that 

possess a range of energies.  This is due to coupling between the electrons and vibrations.  

In order to describe the electronic states of a molecule, one must consider not only the 

motions of the electrons, but also the motions of nuclei relative to one another and the 

vibrations and rotations of the molecule as a whole.  Thus, a molecular electronic 

transition between the energy states does not correspond to a well-defined single quantum 

of energy.  As a result, the absorption and emission spectra of a molecule may involve 

many vibrational transitions over a range of energies.  Instead of sharp lines, molecular 

absorption is replaced by a set of closely spaced lines.  Usually these closely spaced lines 

cannot be resolved and are termed an absorption or emission band [56].   
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Figure 2.5 Potential energy curve of the observed electronic states of the CN molecule 
adapted from Herzberg, 1950 [58].   
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2.6 Spectral Intensities of Lines 

The observed spectral intensities, which originate from radiative transitions, 

depend on two different factors.  The first factor is the intrinsic probability, or transition 

probability, of the atom.  This is also referred to as the line strength, and is known as the 

f-value [4].  The intensity of a spectral line depends on the atomic population of the 

initial level and also on the transition probability to the final level.  Only transitions 

which are allowed will produce spectral lines, provided that the frequency of the 

oscillating field obeys the relation hυ = |E2 – E1|.  The transition probability refers to both 

absorption and emission, in which they are proportional to each other.  The second factor 

is the interaction between the atom and the radiation source.  In order for an electron to 

be excited, the electron temperature must be higher than the temperature defined by the 

kinetic energy of atoms or ions [4]. 

 

2.6.1 Continuum Emission 

As noted early in this chapter, there exists a free-free, free-bound or bound-bound 

state of an electron-ion system in which the energy is positive.  Continuum emission is 

when a transition between a free state and a stationary state (Eij) of the atom occurs.  The 

following equation gives rise to continuum emission whose frequencies are 

 

2

2
1 mvEh j +−= ξυ      Equation 2.5  
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where 2

2
1 mv  is the kinetic energy of the free electron and ξ is the ionization energy of 

the atom.  Radiative recombination is another term for this emission process, and occurs 

when an ion captures an electron and makes a transition to the bound energy state jE  [4].  

Continuum emission occurs shortly after, in the case of LIBS, the laser plasma formation.  

Similarly, continuum emission found in SIBS is expected near the time of the spark.  The 

continuum is dominated by electron deceleration as they pass close to ions [59].  Since 

this emission occurs within the first few microseconds after plasma initiation, it can be 

eliminated from measurements.  Chapter 3 will discuss in detail how continuum emission 

can be avoided and eliminated from measurements. 

 

2.7 Spectral Line Broadening 

Line widths are related to the electron density and temperature of the plasma.  The 

environment of the atom and sample of interest impacts the intensities of spectral lines 

and molecular bands.  In an ideal setting, the intensity of a line will have a frequency 

dependency described by a Lorentzian profile having the form 

 

���� � ���� 4	⁄ ��/
�� � ��� � �� 4	⁄ ���   Equation 2.6  

      

where 0I the intensity at the center of the line profile 0υ , and γ  is the radiation damping 

constant [4].  The full width half maximum (FWHM) is the natural broadening 






π
γ

2 of 

the spectral line.  However, the ideal condition in which a spectral line solely contains 
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natural broadening only occurs under conditions with low atomic densities.  In non-ideal 

conditions, natural broadening is accompanied by Doppler broadening which results in a 

Gaussian profile instead of a Lorentzian profile.  Doppler broadening causes linewidths 

of atomic transitions, which is due to the random thermal movements of atoms [60].  

Doppler and natural broadening can be neglected in most cases due to the fact that these 

broadening features contribute only a small portion of the overall line broadening seen in 

spectroscopy. However, the dominant line-broadening occurs between atoms and charged 

particles through electric fields, and is known as Stark broadening [4]. 

 

2.7.1 Stark Line Broadening 

Collisions with ions and electrons result in the Stark effect, which produces Stark 

broadening.  This broadening of emission lines is proportional to the electron density of 

the plasma; the higher the electron density, the greater the Stark broadening.  The Stark 

effect also produces a shift of the emission line central wavelength, which can be used to 

determine the plasma electron density [61].   

The broadening and shift of emission lines due to the Stark effect arises from the 

perturbation of emitting species by nearby charged particles [62].  In the presence of an 

external electric field, energy levels for a given transition are split into separate 

degenerate sub-levels.  These sublevels are identified by the quantum number mJ (the z 

component of the total angular momentum J).  In most cases, the transitions between the 

sublevels are not symmetric, which results in an asymmetric shift line [2, 5].  On the 

other hand, if the splitting of the sublevels is not too large, then a symmetric-broadened 
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line will result.  Regardless, the splitting causes broadening and a wavelength shift in the 

emission line of that transition.  In the case of SIBS and LIBS, the electric field 

experiments come from the collisions of electrons, ions and the charged nature of the 

plasma.  Stark broadening is the main broadening mechanism seen in plasmas resulting 

from both SIBS and LIBS analysis [4, 5, 63, 64]. 

 

2.7.2 Self-Absorption 

Spectral lines that arise through the combinations between the ground level and 

the lowest excited levels are called resonance lines.  When these lines are absorbed and 

excited, the emission transition is to the ground state, and often, resonance lines are very 

strong [65, 66].  Therefore, resonance lines are confined to states combining with the 

ground state.  If the electrons in a particular atom only come from the ground state, the 

electron can only absorb those photons capable of inducing a transition from this same 

ground state.  This is why there are so few resonance lines in relation to all the spectral 

lines of the atom [60].  The mention of resonance lines is important due to the fact that 

these lines have a very large probability of re-absorption before leaving the plasma 

discharge.  This is known as self-absorption, which tends to broaden the profile of the 

spectral line.  In extreme cases of self-absorption, the peak of the spectral line will appear 

to be flattened.  Self-reversal is another issue that occurs when the excitation temperature 

drops around the outer regions of the discharge region and the passage of the light 

through these colder gas layers.  When self-reversal occurs, the line not only broadens but 

also shows an intensity dip at the resonance frequency [66].  This phenomenon can be 
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easily mistaken for doublets.  Broadening due to resonance lines that give rise to self-

absorption and self-reversal can cause problems when analyzing data.  A false line width 

will appear to artificially elevate electron density, which in some calculations, correlates 

to the overall concentration of the element within a sample.  Self-absorption also leads to 

saturation of signal intensity.  Thus, at high elemental concentrations within a sample, the 

peak intensities begin to decrease.  As a consequence, attempting to simply correlate 

signal intensity to concentration of an element becomes invalid when self-absorption of 

spectral lines is observed. 
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Chapter 3 : Plasma Physics 

In chapter 2, the theory of atomic emission was discussed in detail.  In this 

chapter, the physics of plasma both in LIBS and SIBS is explained.  Since SIBS is similar 

to LIBS, the same physical aspects may be applied to the understanding of plasma 

characteristics created from various samples.  The use of a high intensity laser beams to 

produce plasmas has been an active research topic for several years.  A laser beam has 

the capability to dissociate, excite and ionize the constituent atomic species in the sample 

being studied.  In addition, SIBS also has the capability to dissociate, excite and ionize a 

sample of interest through the use of a highly energized electrical spark.  Both of these 

methods produce a plasma, which expands either in the vacuum or in the ambient gas 

depending on experimental conditions.  When laser-matter interaction occurs, various 

processes may occur such as ablation of material, high energy particle emission, and 

emission of radiation ranging from the visible to hard X-rays depending on the intensity 

of the laser [4].  Although there are many applications to these various processes, the 

research presented in this dissertation focuses on the study of optical emission from 

plasma.  This chapter outlines the basic physics of plasma relevant to LIBS and SIBS.  

Some calculations mentioned in this chapter were not performed during these analyses.  

However, these calculations were discussed in general terms throughout this dissertation.  

Thus, a brief description is necessary for the understanding of these terms and 

calculations. 
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3.1 An Introduction to Laser-Matter Interactions 

Several authors over the years have reviewed material on laser-matter interactions 

[67-69].  When a focused, high-powered laser beam or a high voltage spark (in the case 

of SIBS) interacts with a target material (solid, liquid, gas, or aerosol), the sample is 

exposed to extreme local heat and evaporation.  Once this occurs, the reaction is followed 

by plasma formation.  A plasma is a local assembly of atoms, ions, and free electrons, 

overall electrically neutral, in which the charged species often act collectively [5].  In 

general, plasmas are characterized by many parameters, the most basic being the degree 

of ionization.  Plasmas can either be weakly ionized or highly ionized.  Weakly ionized 

plasmas are where the ratio of electrons to other species is less than 10%, where highly 

ionized plasmas may have atoms stripped of many of their electrons.  This results in very 

high electron to atom/ion ratios [5].  It is known that LIBS plasmas usually fall into the 

category of weakly ionized plasmas. 

The interaction between the laser beam or spark with a solid material is very 

complex.  In LIBS, this ablation process is based on many variables which include the 

power of the laser, the laser pulse width, and spatial and temporal fluctuations of the 

laster.  SIBS also has variables such as spark power and repetition rate, as well as the 

spatial and temporal fluctuations associated with the spark.  In addition, the target 

material itself plays an important role in laser or spark-induced ablation.  The chemical 

and physical properties of the target material, whether it be a solid, liquid, or gas, affects 

the outcome of the laser-matter interactions.   
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3.2 Plasma Fundamentals 

Plasmas are considered to be a distinct phase of matter, and their properties are 

different than liquids, solids and gases.  In fact, plasmas have often been described as a 

fourth state of matter [70].  Plasmas have a high electrical conductivity due to the 

presence of charged particles within them.  Plasmas have free moving electrons and ions, 

whereas in a gas, they are bound to the atom.  In order to create a plasma, energy is 

required to separate the electrons from the atoms and/or molecules.  In the case of both 

LIBS and SIBS, plasma creation results from intense heat as the source of energy, which 

allows for vaporization, excitation and ionization of the sample and the surrounding 

atmosphere.  These plasmas are typically very hot, and in the early formation, consist of 

ions and electrons.  Atoms and molecules are present as the plasma cools over time.  

Plasmas also interact with their surrounding environment, which is an important factor in 

supporting the propagation or quenching of the plasma [71].   

The hot expanding plasma interacts with the surrounding gas mainly by two 

mechanisms: 

(1)  The expansion of high pressure plasma compresses the surrounding gas and 

drives a shock wave, and 

(2) During this expansion, energy is transferred to ambient gas by the 

combination of thermal conduction, radiative transfer and heating by shock 

wave [4, 71].   
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Figure 3.1 illustrates how the hot vapor plasma interacts with the surrounding ambient 

atmosphere.  Understanding how the plasma interacts with its environment is imperative 

to interpreting the results from the plasma creation.  In addition, the evolution of the 

plasma depends on the intensity of the laser, its wavelength, size of focal spot, target 

vapor composition, ambient gas composition and pressure [71].  It has also been found 

that the plasma parameters such as radiative transfer, surface pressure, plasma velocity, 

and plasma temperature are strongly influenced by the nature of the plasma [4].  At early 

times of the plasma, the degree of ionization and vaporization is high (Figure 3.1).  Over 

time, electron-ion recombination occurs, followed by neutral atoms and then molecules 

form.  The outer region of the plasma consists of the shock wave that is in front of the 

region containing the line emission.  At low irradiance, the vapor plasma is too thin to 

produce energy efficiently by radiation.  This results in a lack of plasma formation, and 

the inability to produce ionization in the sample and sample atmosphere.  On the other 

hand, if high irradiation exists, then shock heat dominates, and produces a large shock 

wave front [71].   

 

3.3 Plasma Shielding 

During laser ablation, there are three primary processes and mechanisms that 

occur.  These include: plasma ignition, plasma expansion and cooling, and the ejection of 

particles from the sample surface and condensation.  Each of these processes depends of 

the laser irradiance and pulse duration and therefore on the formation and subsequent 

evolution of the plasma [72].  The vapor produced by the laser interacts with the latter 
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time of the laser pulse, which can be absorbed by the laser induced plasma.  This is 

known as plasma shielding and it influences how much of the laser energy reaches the 

sample surface to initiate ablation [73].  As a result, plasma shielding influences how 

much of the solid mass is converted into vapor [4].  For example, Shaikh et al. performed 

electron density and temperature measurements of ND:YAG-induced zinc plasmas.  The 

laser was operated at 1064, 532, and 355 nm, while maintaining the same laser power 

density (4 x 1010 Wcm-2) for each wavelength [74].  Results indicated that the plasma 

electron excitation temperature increased at longer laser wavelengths.  This was 

attributed to a more efficient laser-plasma interaction and energy transfer.  The plasma 

electron density also decreased with longer wavelengths due to the increased amount of 

target material ablated (at shorter wavelengths).  This led to reduced plasma shielding.  A 

discussion of plasma shielding as it relates to pressure is discussed in Chapter 7 of this 

dissertation.   
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Figure 3.1 Schematic diagram of expanding laser produced plasma in ambient gas.  The 
plasma plume has several zones, all of which are labeled.  The plasma temperature cools 
with increased distance from point of impact.  Adapted from Singh and Thakur, 2007 [4]. 
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3.4 Plasma Models 

Plasmas are generally separated into two main classifications: Local 

Thermodynamic Equilibrium (LTE) plasmas and Coronal Equilibrium (CE) plasmas [2].  

LTE plasmas are characterized by a single temperature (order of 104 K), and usually have 

electron densities greater than ~1015 cm-3.  CE plasmas on the other hand, are 

characterized by higher temperatures (order of 106 K) than LTE plasmas but low electron 

densities (~108 cm-3) [2, 62].  There is a third plasma model known as the Collisional 

Radiative Steady State (CRSS), but it is less commonly seen.  This model describes 

plasmas that fall between the LTE and CE plasmas [70].  Generally, plasmas produced by 

LIBS and SIBS are treated as though they fall into the regime of LTE [5]. Therefore, the 

CE and CRSS plasmas are not encountered during this work and will not be described. 

 

3.4.1 Plasmas Having Local Thermodynamic Equilibrium  

It is important to briefly discuss LTE plasmas traditionally found in LIBS 

research.  In the case of LTE plasma, it is treated as having a single temperature.  This 

means the free electrons, ions and neutral species making up the plasma are assumed to 

all be at the same temperature (Tion = Telectron = T).  In the LTE model, both atomic and 

ionic states must be populated and de-populated by collision processes rather than 

radiative processes [75].  For the LTE model to be valid in a plasma, the collisions with 

electrons have to dominate over the radiative processes, which requires a sufficiently 

large electron density [76].  McWhirter proposed a criterion that was based on the 

existence of a critical electron density for which collisional rates are at least ten times the 
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radiative rates [77].  In order to maintain a high collision rate, the electron density must 

be sufficiently rich so that following criterion is satisfied by the plasma to be in LTE  

 

2/1312106.1 ee TExN ∆≥      Equation 3.1 

 
 
where E∆ (eV) is the energy difference between the upper and lower states, eT (K) is the 

excitation temperature.  In the expanding plasma, LTE is only possible locally, and for a 

specific time segment during the plasma evolution.  It typically takes approximately 1 µs 

for full LTE conditions to stabilize in a static plasma at T ~ 10,000 K and eN  ~ 1016 cm-3 

[2].  However, LTE conditions will never exist for the entire lifetime of the plasma.  

Some researchers contend that the assumption of LTE within typical LIBS plasmas is 

questionable, with spectroscopic analysis yielding different electron and ion temperatures 

for a given plasma.  Although the use of LTE may not be a mutually agreed upon model 

that describes the plasma formation condition for qualitative analysis, this model points 

out the fact that time delay is crucial for obtaining the best operating conditions in the 

SIBS and LIBS plasma [4].  The relationship between LTE and plasma temperature is 

further discussed in section 3.5.4. 

 

3.5 Plasma Spectral Emission 

Chapter 2 discussed spectral emission as it relates to atomic emission.  However, 

it is important to discuss spectral emission properties as they relate to the plasma.  In 
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addition, an in depth review of continuum emission, temporal and spatial resolution and 

plasma temperature and pressure will be in this chapter.  

 

3.5.1 Continuum Emission 

As discussed in chapter 2, the continuum is primarily due to free-free 

(Bremsstrahlung emission) and free-bound (recombination) events.  Shortly after plasma 

initiation, the emitted light is dominated by Bremsstrahlung radiation, derived from the 

recombination of free electrons and ions which has little intensity variation as a function 

of wavelength [78].  In the Bremsstrahlung process, photons are emitted by electrons 

accelerated or decelerated in collisions with positively charged ions, and is characterized 

by a high intensity of “white light” [5].  However, Bremsstrahlung radiation decays rather 

quickly, and therefore, the weaker atomic radiation produced by both ions, neutral 

species and molecules can be detected as sharp emission lines or bands.  By delaying the 

light collection after plasma generation and Bremsstrahlung radiation, atomic and 

molecular features of interest can be detected with high signal to background ratios [78-

80].  The time delay necessary is contingent on the energy used to make the plasma and 

the conditions under which it expands.  This delay allows for radiation transition (free-

bound) to be observed.  In radiation transition, a free electron is captured into an ionic or 

atomic energy level, and transfers its excess kinetic energy in the form of a photon [4].  

Figure 3.2  is a schematic overview of the temporal profile of a single laser pulse from a 

LIBS plasma.  This figure illustrates that at early times, the plasma is dominated by the 

continuum radiation produced by the laser pulse.  The temporal difference between the 
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laser irradiation and the beginning of the observation window is called the delay time (td).  

After a designated delay time, the gate width, or collection window occurs.  This is 

known as tb, and is the region in which the signal is collected.  Clearly, the plasma 

characteristics change over time, and therefore it is important to determine the ideal 

delay.  The ideal collection conditions vary depending on the power and wavelength of 

the laser.  This is also true for SIBS in that as the power of the spark changes, differences 

will be seen in the length and intensity of the continuum emission. 
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Figure 3.2 A schematic overview of the temporal profile of a LIBS plasma derived from a 
single laser pulse.  Adapted from Cremers, 2006 [5]. 
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One example, performed by Hohreiter (2004), studied the LIBS plasma 

continuum emission at three different wavelengths (270 nm, 400 nm and 530 nm) against 

time (ns) [81].  The continuum emission of all three bands peak between 20 and 40 ns 

were collected following the peak of the plasma initiating laser pulse.  For all three 

spectral bands, the continuum emission was observed to decay by one order of magnitude 

during the first 200 ns.  This represents a decrease in the temperature of approximately 

70% based on emissive power per the Planck distribution.  The 70% decrease in 

temperature is consistent with other reported temperature measurements [81].  Even 

though the background continuum decays faster than spectral lines, information is still 

available from the data.  Therefore, by using time resolution of the plasma light, one can 

discriminate between the regions where the signals of interest predominate.  Thus, 

recording line emission for the purpose of elemental analysis depends on choosing the 

proper delay time, when the ratio of line emission to background continuum emission has 

been optimized.   

Another example by Camacho et al. (2010) studied the time-resolved evolution 

from laser-induced air plasma [82].  They showed that during the initial stages after the 

laser pulse, the continuum emission dominates the spectrum.  As time evolves, N+, O+, 

and O2+ emissions dominate the spectrum.  These ionic lines quickly decrease for higher 

delay times, and the emission lines become progressively and spectrally narrower as a 

consequence of the electron number density and variation. This indicates that the electron 

density and excitation temperature decrease during the plasma expansion [82].   
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A study conducted by Ciucci et al. examined trace pollutants in soil by time-

resolved laser-induced breakdown spectroscopy [83].  Certified soil samples 

(Geochemical Exploration Reference (GXR-2) silicate) from the United States 

Geological Survey (USGS) were obtained.  Figure 3.3 is a result from the use of GXR-2 

at 1064 nm.  This figure shows that the plasma continuum emission dominates the spectra 

in the early stages of plasma development.  Conversely, the line emission, which is 

characteristic of the trace elements present in the soil sample, becomes evident at longer 

time delays [83].  

 

 

 

 

 

 

 

 



 

Figure 3.3 Dynamics of the emission from the GRX
at 1064 nm as a function of the delay from the laser pulse.  The gate width is fixed at 1 
µs.  Reprinted with permission from Springer Publishing Company
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Dynamics of the emission from the GRX-2 sample measured upon excitation 
at 1064 nm as a function of the delay from the laser pulse.  The gate width is fixed at 1 

ith permission from Springer Publishing Company [83]. 

 

2 sample measured upon excitation 
at 1064 nm as a function of the delay from the laser pulse.  The gate width is fixed at 1 
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Based on the examples given, it is evident that for each experiment, one must 

determine the optimal delay and collection conditions.  It is important to note that there 

are differences between SIBS and LIBS in the plasma production, volume, and delay 

timing.  These differences will be discussed in later chapters. 

 

3.5.2 Electron Density 

The electron density of a plasma is essentially the number of electrons present in 

the plasma per unit volume.  Knowledge of the temperature and electron density is vital 

to the understanding of the dissociation, atomization, ionization and excitation processes 

occurring in the plasma [84].  Line widths are related to the electron density in the 

plasma, and therefore, proportional to Stark Broadening.  One can determine electron 

density of discharge plasma from the measurement of Stark broadening of spectral lines.  

The following expressions relate line width and shift to electron and ion densities [5, 61] 

 

( )][ ( )wnrAw etotal
1610/75.0175.11~ −+    Equation 3.2  

 
[ ( )]( )dnrAd etotal

1610/75.0100.21~ −±    Equation 3.3  

 
 
where totalw  is the measured half-width at half maximum (HFHM), A is a parameter 

giving the ion contribution, r is the ratio of the mean distance between ions to the Debye 

radius and w is the HWHM Stark width caused by the electron density.  If A is 0, then the 

electron density is 1016/cm3 [5].  Although studying the electron density of any given 

plasma is important, specific measurements were not conducted in any of the SIBS or 
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LIBS experiments reported here.  However, generalized discussions of electron density as 

it relates to specific experiments are discussed throughout this dissertation.   

  

3.5.3 Plasma Opacity 

Plasma opacity in another important aspect to plasma physics, and can be used as 

a diagnostic tool.  There are two categories of plasma opacity, and they include optically 

thick and thin plasmas.  A plasma is considered optically thin when the emitted radiation 

escapes along the length of the plasma without significant absorption or scattering.  The 

intensity of radiation emitted from a plasma is given by 

 

( ) ( )[ ( )] ( )[{ ]}LI λαλαλελ −−= exp1/     Equation 3.4  

 

where ( )λε is the emissivity and ( )λα is the absorption coefficient [5].  When α is small, 

the plasma is considered optically thin.  In addition, the ideal condition is for the plasma 

to be optically thin, which results in a reduction of lines that are not re-absorbed.  Thus, a 

plasma that is optically thin is not associated with the lines involving the ground state 

[66].  On the other hand, when optically thick plasmas are present (high plasma density), 

the plasma itself absorbs its own emission and results in spectral line re-absorption and in 

extreme cases, signal saturation.  As mentioned in section 2.7.2, self absorption poses a 

problem when measuring the peak area, and results in the inability to convert peak area to 

concentrations.  An emission line that is not self-absorbed will best fit a Lorentzian 

profile, where a self-absorbed line will fit a Gaussian profile [85, 86].   
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3.5.4 Plasma Temperature  

Plasma temperatures are another important aspect to understanding the complex 

spectroscopic sources as well as improve their applications [87].  The temperature can be 

determined through spectroscopy from the measurement of ratios of the intensities of ion 

to neutral lines and neutral to neutral lines from the same element [4].  If a 

thermodynamic equilibrium is achieved, then a single plasma temperature (Tion = Telectron 

= T) can be defined.  However, in the expanding plasma, a complete thermodynamic 

equilibrium is never achieved, and instead, the approximation of LTE is used.  This 

approximation assumes that within a particular region, the equilibrium does not vary.  

However, the equilibrium may still vary from region to region.  In order for this 

approximation to be applicable, a sufficient number of collisions must occur to 

thermalize the plasma.  In other words, energy must be spread in the plasma across 

volume and species.  It should be noted that LTE may not be achieved for all species at 

the same time.  Heavier species (atoms and ions) do not equilibrate as fast as light species 

(electrons) due to the fact that particles of similar masses tend to share energy more 

equally with the colliding particles.  The more the particles interact within a plasma, the 

longer it takes to reach equilibrium [5, 71]. 

The method for determining the temperature in an LTE plasma is based on the 

theory that the number densities in various excited states follow the Boltzmann 

distribution [4].  From this, a Boltzmann temperature may be calculated, and typically 

involves  the intensity of multiple emission lines from a wide variety of upper states.  The 

most widely method used to determine temperature is through a Boltzmann plot, which 
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provides the excitation temperature from the measurement of the line emissions from a 

single species.  The simplest Boltzmann plot (temperature) may be obtained from two 

emission lines, having enough difference on their upper energy levels [88-90].   
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Chapter 4 : Development of Early Soil Carbon Analysis by SIBS 

In this chapter, the experimental details, instrument design and the study of soil 

carbon experiments are described using SIBS.  Theoretical discussions related to these 

methods and instruments are found in Chapters 2 and 3.   

 

4.1 Rationale of Soil Carbon Analysis by SIBS 

In recent years, soil carbon sequestration has become an important topic in the 

broader discussion and study of the influence of atmospheric CO2 on climate change.  

Soil carbon sequestration is the process of fixing CO2 from the atmosphere into the soil 

through crop residues and other organic solids, and in a form that is not immediately 

reemitted.  Agriculture soils are responsible for a portion of greenhouse gas emissions 

over the last several hundred years, through the conversion from forest and rangelands to 

crops, intensification in cropping patterns and land management practices, and 

combustion of fossil fuels for agricultural use [91, 92].  The conversion of land to 

agricultural use disrupts and depletes soil carbon, and invariably results in a net loss of 

soil C [93].  For example, estimates on a global basis suggest that current agricultural 

practices and land use modification account for approximately one-fifth towards the 

radiative contribution towards global warming.  Because these agricultural soils are now 

relatively C depleted, they represent a potential CO2 sink if a portion of the lost carbon 

can be regained [94].  CO2 can be stored in the soil through no-till planting, restoring 
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wetlands, converting cropland to permanent grass or trees, planting conservation buffers 

or using cover crops [95]. 

Encouraging efficient soil CO2 sequestering is significant because it helps to off-

set emissions from fossil fuel combustion and other carbon-emitting activities while 

enhancing soil quality and long-term agronomic productivity.  Several studies in the 

1990’s were started to assess the C sequestration potential on agricultural soils in 

industrialized countries [92, 96, 97].  For example, Lee and Phillips studied the effects of 

no-till practices in concurrence with planting winter wheat as a cover crop in the US corn 

belt [96].  For this study, an erosion productivity impact calculator (EPIC) model was 

used.  The researchers selected statistically representative sample at 100 sites in the US 

corn belt, and ran a 100 year simulation at each site.  The results suggested a change from 

current tillage practices to widespread use of no-till plus winter cover could conserve and 

sequester a total of 3.3 x 106 tons of carbon per year ( t-C yr-1) in the soil for the next 100 

years [96].  Thus, researchers suggest that soil carbon sequestration can be accomplished 

by reducing soil disturbance through no-till crops or the replacement of annual crops with 

perennial vegetation, for example [21].  Therefore, the development of new 

instrumentation to monitor carbon content of soils is critical in reducing the time spent 

determining the long-term viability of soil carbon sequestration. 

Determining changes in soil C is difficult due to the small, inter-annual changes in 

the total carbon stored in soils [22].  Due to the fact that small changes in C must be 

measured to accurately determine and verify soil C, real-time measurement of the C in 

soils is important to assessing the efficiency of this process.  LIBS has recently been used 
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to quantify carbon in soils.  da Silva et al. measured total carbon in whole tropical soil 

using a portable LIBS system from StellarNet (model PORTA-LIBS-2000) [98].  Six soil 

samples (0.3 to 0.7 %C) from the Brazilian Cerrado region were submitted to quantitative 

measurements of carbon.  These authors noted that tropical soils are rich in iron oxides; 

and due to strong spectral interference of iron with the C 247.86 nm line, the C 193.09 

nm line was used instead.  Using this emission line, they reported correlation coefficients 

of 0.91, indicating the potential of using a portable LIBS systems for quantitative carbon 

measurements on tropical soils [98].  This is just one example of many (see Chapter 1) 

where LIBS has been applied to the measurement of carbon in soils.  However, LIBS is 

still a relatively new analytical technique, and there are several disadvantages.  For 

example, LIBS plasmas are quite small.  The typical LIBS plasma have dimensions of 

approximately 3.0x10-4 cm3 produced from a 100 mJ Nd:YAG laser [71].  For 

comparison, the spark formed in SIBS has a visible volume on the order of 7.0x10-2 cm3 

[6].  Although the size of the plasma is dependent on the energy output of the laser, the 

small excitation volume contributes to the very large spark-to-spark variations in 

emission intensities and high detection limits [6].  In addition to reduced sensitivity, the 

LIBS technique has the additional disadvantages of fragility and large laser power 

supply.  Both of these liabilities limit the sensitivity and ability for LIBS to be a robust, 

portable instrument.   In comparison to LIBS, SIBS systems typically have large plasma 

volumes and are substantially more rugged in design; thus the development of soil carbon 

analysis by SIBS was explored. 
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This chapter focuses on the application of SIBS to the measurement of carbon in 

soil to enable monitoring of soil quality and relative sequestration permanence.  Early 

applications of SIBS to monitor metals in soil involved the production of sparks near the 

soil surface [12].  This previous work was based on a relatively uncontrolled presentation 

of the soil to the spark (described in Chapter 1).  Thus, direct spark formation on soil 

presented some challenges.  Because of the motion induced in the sample by the blast 

wave from the spark breakdown itself, smaller soil particles are actually removed from 

the spark gap, and the larger, heavier particles remain near the electrodes.  In this way, 

the sample is progressively distilled until only the large particles are being sampled.  

Also, the early application of SIBS to soils did not include the quantification of carbon 

but instead, only studied metals in soil.  This chapter reports the development and 

evaluation of a new sample delivery mechanism to the spark gap, and the prediction of 

carbon in soil.   

 

4.2 Preliminary Soil Carbon Analysis  

As previously mentioned, SIBS has been applied to the analysis of heavy metals 

in soils [16].  This early work provided the basis for the development of a field-portable 

SIBS instrument to measure and monitor carbon in soils.  To assess the potential for SIBS 

to measure soil carbon, a small set of soil samples were collected and evaluated.  The 

following sections present the soil processing, characterization, instrumentation, design 

and modeling needs for the analysis of the initial soil carbon studies. 
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4.2.1 Soil Processing and Characterization  

A total of eight soil samples were collected from the Denver, CO metro area and 

New Mexico (B).  One sample (G) was collected on the University of Denver campus.  

Three samples (C, E and F) were collected from crop fields around Parker, CO, which is 

approximately 45 kilometers (km) southeast from Denver.  Another sample (A) was 

collected approximately 16 km miles southeast of Parker, CO.  The last samples (D and 

H) were collected from pine forests in Elizabeth, CO, which is approximately 60 km 

southeast of Denver.  The soil location and description of the 8 soils used for this initial 

study are summarized in Table 4.1.  The soil description is listed to illustrate the types of 

soils analyzed during this research.  The majority of soils originated in Colorado, and the 

soils are either clay or sand loams.  It is important to note that no data could be found on 

the Web Soil Survey (WSS) concerning the University of Denver soil.   
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Table 4.1 Soil location, description and rating of 8 soil samples.  *Information obtained 
from the USDA Web Soil Survey [99]. 

 
 
 
 
 
Table 4.2 Total carbon and nitrogen values for 8 soils.  Standard deviations reported were 
determined by three trials for each sample.  *Indicates samples that were not further used 
in analysis due to high standard deviation. ** Indicates standard deviation values were 
not available. 

 
 
 
 
 
 
 
 
 
 
 

Soil ID Location Soil Description*
A 39°29'07.60"N, 104°36'26.46"W Bresser Sandy Loam:  Sandy loam, Sandy clay loam

B 33° 12' 23"N, 105° 52' 23"W Gravelly fine sandy loam

C 39°27'54.97"N, 104°41'26.57"W Fondis Clay Loam:  Clay loam, Clay

D 39°21'44.93"N, 104°35'04.82"W Elbeth Sandy Loam:  Sandy loam

E 39°25'30.32"N, 104°36'22.02"W Bresser Sandy Loam:  Sandy loam and Sandy clay loam

F 39°29'04.22"N, 104°36'27.16"W Bresser Sandy Loam:  Sandy loam and Sandy clay loam

G 34°40'26.16"N,  104°57'42.85"W No Data from WSS (University of Denver)

H 39°21'23.03"N,  104° 34'12.39"W Elbeth Sandy Loam:  Sandy loam

Soil ID C (%) ± N (%) ±

A* 1.74 0.55 0.11 0.010
B* 4.61 0.54 0.11 0.005
C 1.35 0.14 0.10 0.004
D 1.94 0.25 0.10 0.010
E 2.23 0.25 0.20 0.009
F 0.71 0.12 0.08 0.009
G 2.38 ** 0.34 **
H* 3.64 1.76 0.19 0.065



 

68 

In preparation for SIBS analysis in the DU laboratories, the samples were dried by 

placing all samples in an oven at 80 °F for 1 hour.  Most researchers either air dry or 

oven dry soils, and routine oven drying of all soil samples is not required [100].  In 

addition, the soil analysis handbook of reference methods states that an oven can be used 

to dry soil samples [101].  But, temperatures should not exceed 38°C (100°F), as 

significant changes in the physio-chemical properties of the soil can occur at elevated 

drying temperatures [101].   

After the samples were dried in the oven for one hour, the samples were removed 

from the oven to finish air drying overnight.  Once samples were dry, any large twigs, 

rocks or roots were removed prior to grinding with mortar and pestle.  Then, each soil 

was sieved to remove particles larger than 1mm in diameter (18 mesh size).  All soils 

were placed in air tight, sealed bags at room temperature until further analysis was 

performed.  Each sample was placed in a Cianflone ball grinder for 1 minute to 

homogenize the soil before the CHN analysis of the soils. This extra step was necessary 

because of the very small sample sizes used in the CHN analysis (15-17 mg).  The soils 

were then analyzed for carbon with the CHN analyzer at the University of Denver (DU) 

with an EA 1108 Carlo Erba CHN analyzer. The CHN analysis results from DU are 

found in Table 4.2.  Three (denoted by *) of the samples were not included in the data set 

used in the regression analysis.  This was due to highly variable combustion carbon data 

(large standard deviation), indicating sample inhomogeneity.  Sample G did not have a 

reported standard deviation for both carbon and nitrogen values from CHN analysis 

(Table 4.2). 
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4.2.2 Instrumentation and Soil Delivery  

An aliquot of each soil, approximately 4 grams, was placed in a modified plastic 

syringe with the tip of the syringe cut off.  The syringe was then placed in a Cole Parmer 

syringe pump set at 18.3 mL/hr.  The syringe pump and syringe were both placed at an 

angle above a funnel to the electrode spark gap so that the soil would fall through the gap 

at a gradual rate.  This set-up was positioned below the syringe filled with soil, and 

provided for gradual flow of soil through the spark gap during analysis.  As the soil fell 

through the spark gap, the power supply (VTech Engineering Corporation, Andover, 

MA) was set so that sparks occurred at 1 Hz.  The power supply was set at 700 mJ, and 

the electrodes were positioned approximately 4 mm apart.  The spark is a two-step 

phenomenon in which an initial arc event (high voltage and low current) occurs to reduce 

the electrical resistance of the air in the electrode gap before a capacitor bank discharges 

across the spark gap.  Full discharge of the spark circuitry has a time constant of 

approximately 8–10 µs, during which time the plasma is formed and the sample ablated.  

The electrode material used throughout this research is proprietary, and will not be 

discussed in this dissertation.  The collection fiber optic consisted of fiber optics made by 

CeramOptec Industries, Inc. (East Longmeadow, MA) mounted to a lens tube that 

collected emissions from the sparks.  The fiber optics was coupled to a 1/4 m 

spectrometer with a 1200 lines/mm grating and an Andor iStar intensified charged-

coupled device (ICCD, South Windsor, CT, USA) with 1024 pixels.  Figure 4.1 is a 

schematic diagram of the SIBS instrument for the analysis of soils.  The spectrometer has 

an approximate 40 nm collection window.  As the soil particles were processed by the 
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spark, light from both atomic and molecular emission was focused into the optical fiber 

and transmitted to the spectrometer and then to the ICCD.  Both the 193 nm and 248 nm 

wavelength regions were investigated to establish the optimal carbon feature for this 

research.  In addition, the 363 nm wavelength region was investigated for optimization of 

the CN (B-X) molecular features. These regions are discussed in the following sections. 

 

4.2.2.1 Intensified Charged-Couple Device (ICCD) 

Charged-coupled devices (CCDs) are types of multichannel detectors in which 

movement of electrical charge can be converted into a digital output.  This is 

accomplished through a photoactive region (transducer) made up of a silicon layer, and a 

transmission region which allows for the movement of the accumulated charges to the 

detection area [1].  An image is projected onto the capacitor array, causing each capacitor 

to accumulate an electric charge proportional to the light intensity at that location.  Once 

the array has been exposed to the charge, a control circuit causes each capacitor to 

transfer its contents to its neighbor (known as the shift register). The charge at the last 

capacitor is transferred into a charge amplifier, where the charge is converted into a 

voltage that is proportional to the radiant intensity.  After amplification, the signal is 

converted from analog to digital, and to a computer that controls the readout [102].  An 

ICCD is a CCD that is connected to an image intensifier mounted in front of the CCD.  

The microchannel plate (MCP), is the image intensifier in the ICCD and used to 

amplifying light.  It works by converting the incoming photons to electrons on the 

detector side by photoemission.  The electrons are then amplified, and the electrons 
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released from the MCP then strike the fluorescent screen and cause it to emit far more 

light than was incident on the photocathode [103].  The amount of incident light can be 

controlled, and is known as the MCP gain.  The higher the MCP number, the brighter the 

output signal will be.  The MCP allows for the ICCD to be gated, where one can control 

the time at which light (data) is collected as well as the observation window (length of 

data collection).  The ability to gate this device is the one major advance the ICCD has 

over the CCD.  A gate width is the time frame in which data is collected, whereas the 

delay time is the time at which the start of data collection occurs.  These values are 

referred to in the following sections of this dissertation. 
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Figure 4.1  Schematic diagram of SIBS design for soil analysis.  Soil falls from the 
syringe into the funnel and through the spark gap.   
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4.2.3 Establishment of the Optimal Spectral Region for Analysis 

The first objective of this project was to establish the optimal carbon line for the 

analysis of total carbon in soil.  The research group focused on two neutral atomic carbon 

(C I) lines at 193.09 nm and 247.86 nm.  At each spectral region, a sample of activated 

charcoal was introduced into the spark gap.  Activated charcoal was initially chosen due 

to the high carbon content and relatively simple matrix.  Use of this sample matrix 

facilitated the identification of the C (I) line, and minimized (if not eliminated) 

interference from other elements with the carbon lines of interest.  The collection 

conditions included a 10 µs gate width, MCP 150 and the delay times varied from 10 µs 

to 40 µs.  At each delay time, data was summed for 50 sparks at a rate of 1 Hz.  Figure 

4.2 is a sample spectrum of activated charcoal in the 248 nm region.   

Once both carbon lines at 193.09 nm and 247.86 nm were established, a more 

complicated matrix was used to determine if there were any interfering lines with carbon.  

For this, two LECO (LECO Corporation, St. Joseph, MI) synthetic carbon standards were 

used.  One standard had a carbon concentration of 0.14% (Part no. 502-632) and the other 

0.53% (Part no. 502-630).  There were two primary reasons for using these samples.  

First, the group wanted to establish that the instrumentation could detect the carbon line 

at low concentrations, and second to test the ability of the instrument to detect C in a 

complex matrix.  Figure 4.3 is a sample spectrum of the 0.53% carbon LECO standard in 

the 193 nm region.  Figure 4.4 is a sample spectrum of the 0.53% carbon LECO standard 

in the 248 nm region.  The carbon line can be detected, and is noted.  In addition, the 

instrument was also able to detect the carbon line in the lower, 0.14% carbon LECO 
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standard in the 248 nm region.  Due to the highly ionized N and O lines surrounding the 

C (I) line in the 193 nm region, no further analysis was collected in this region. 

Finally, soil sample A was used to verify the findings from the activated charcoal 

and LECO standards.  Figure 4.5 is a sample spectrum of soil A in the 248 nm region.  

The neutral carbon line of interest is detected, and the soil matrix is more complex than 

both the activated charcoal and LECO standards.  Based on this information, the C (I) in 

the 248 nm region was determined to be the optimal line of interest.  This conclusion was 

reached because, while the line at 193.09 nm was observed, it was not observed to be as 

intense as the lower energy (247.86 nm) feature (Figure 4.3).  This may well be because 

of the limitations of the fiber optic materials selected to transmit the light to the detection 

system, and/or the potential influence by bright nearby ionized nitrogen and oxygen 

features which prevented the increase of the gain on the ICCD used to acquire the data.  

In the 248 nm region, it was further demonstrated that electrode material for SIBS 

produced no interference lines in relation to the C line.   
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Figure 4.2 A sample spectrum of activated charcoal in the wavelength region of 248 nm, 
with a 20 µs delay time.  The C (I) line is labeled. 

 
 

 
 
Figure 4.3 A sample spectrum of LECO synthetic carbon standard (0.53 %) in the 
wavelength region of 193 n, with a 20 µs delay time.  The C (I) line is labeled, as well as 
the nearby O and N features. 
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Figure 4.4 A sample spectrum of LECO synthetic carbon standard (0.53%) in the 
wavelength region of 248 nm, with a 20 µs delay time.  The C (I) line is labeled. 

 
 

 
 
Figure 4.5 A sample spectrum of soil A in the 248 nm wavelength region, with a 20 µs 
delay time.  The C (I) line is labeled. 
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4.2.3.1 Investigation of the 363 nm Wavelength Region 

In addition to atomic lines in the 248 nm region, molecular features associated 

with C in the 300 nm to 400 nm wavelength region were studied.  Specifically, research 

focused on identifying the CN (B-X) vibrational band at 358 nm and 388 nm.  These 

spectral features are of interest since they might provide information that may make 

differentiation of organic and inorganic carbon fractions possible.  It has been reported 

that the CN (B-X) feature is related to organic molecules, and therefore, it might be 

possible to use information in this region to distinguish between organic and inorganic 

carbon fractions [104-106].  Figure 4.6 is a sample spectrum of soil A in the 355-395 nm 

region, and the CN molecular features are labeled.  This preliminary data confirmed the 

observation of the CN feature, and the following section will provide details on the 

optimization of both atomic and molecular features of interest. 
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Figure 4.6 A sample spectrum of soil A in the 355 to 395 nm region, with a 20 µs delay 
time.  The CN vibrational features of interest are labeled. 
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4.2.4 Collection Conditions 

In order to establish the optimal collection conditions in both the 248 nm and 363 

nm region, data acquired at several delay times were evaluated.  A single soil was used in 

this analysis in both spectral regions.  First, the 248 nm region signal was studied, with 

the goal of optimizing the intensity of the neutral carbon line.  A data series was collected 

with a delay range of 1-40 µs and a gate width of 1-300 µs.  It was established that the 

optimal collection conditions consisted of an 11 µs delay, a 60 µs gate width and a MCP 

of 50.  The spectrometer was then centered at the 363 nm region, and the same process 

was performed to optimize the CN (B-X) molecular feature.  The optimal collection 

conditions for the CN (B-X) intensity included a 20 µs delay, a 21 µs gate width and a 

MCP of 10. 

Three to six trials were taken with each soil sample in both the 248 and 363 nm 

wavelength regions.  The specific collection conditions used in the two regions were the 

optimized conditions described above.  During each trial, data was summed for 50 sparks 

at a rate of 1 Hz.  Using these conditions, 3 to 6 averaged spectra were acquired in each 

wavelength region for each soil sample.   These spectra were compared to the CHN 

values (Table 4.2), and evaluated by multivariate analysis, and are described in section 

4.3. 

 

4.3 Regression Analysis 

Spectral data acquired with the modified syringe/pump arrangement were 

evaluated by both univariate and multivariate analysis techniques.  Five different soil 
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samples were analyzed.  Three samples were not included because combustion carbon 

data was quite variable, indicating material inhomogeneity that would not be beneficial to 

include in the model (Table 4.2).  Three of the samples were analyzed in triplicate with 

the SIBS instrument, with the other two samples being analyzed six times.  Using the C 

emission peak at 247.86 nm, the data were first evaluated by ordinary least-squares 

(OLS) regression using peak intensity (after baseline correction).  

The same data were then evaluated by multiple linear regression (MLR).  MLR is 

an extension of linear regression techniques where more than one response is considered 

during the regression [107].  In this case, the spectral data over a five nm window (245 

nm to 250 nm) were used in the regression.  A commercial software package, Solo 

(Eigenvector Research Inc., Wenatchee, WA), was used to evaluate the data.  Data were 

pre-processed by mean-centering both the spectral intensities and carbon (%C) values. 

The data were also evaluated using principal component regression (PCR) and 

partial least squares (PLS) analyses.  These techniques rely on developing models based 

on a calibration set of data projecting data of higher order onto lower dimensional space.  

In both regression techniques, matrix algebra is used to reduce the complexity of the data. 

In the case of PCR, the data are projected into clusters of data that are then given a new 

coordinate system.  This new coordinate system is described with principal components 

(PCs), with PC 1 describing the dimension in which the data cluster has the highest 

variability.  Each subsequent PC (ie, PC2, PC3, etc.) is orthogonal to all previous PCs 

and contains less information than the previous PC.  In the case of PCR, only the 

variability (error) in the x-block data (spectral data) is considered.  Thus, like OLS, error 
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in the values of the y-block data (soil %C) is neglected.  PLS models, however, have the 

ability to account for variability in both the x- and y-block data.  Therefore, the 

coordinate system to describe the clusters of data in PLS are described by latent variables 

(LV), with LV1 describing the most dimension of highest variability, followed with 

higher LVs that describe (or capture) less and less of the variability in the data cluster 

[107, 108]. 

 

4.4 Regression Analysis Results 

A representative plot of the PLS model is shown in Figure 4.7.  The figure 

represents the results of using 5 LVs to fit the data.  A better correlation (r=0.973, n=21) 

was observed when compared to the OLS, MLR and PCR regressions.  In Figure 4.7, the 

green line represents the perfect 1:1 correlation between measured and predicted values; 

the red line represents the best-fit line for the data.   

The data were all used to create the calibration model.  In PCR and PLS models, a 

step can be added to perform a validation of the model as the model is being developed, 

and is termed cross-validation [109].  In calibration models generated here, cross-

validation model of random splits was used.   In this technique samples are randomly 

removed from the calibration set and used as test samples on a model that is generated 

with the remaining samples.  This is an iterative process, and is continued until the error 

of the calibration model is minimized [110]. 

A summary of the different regression techniques used to evaluate the data are 

provided in Table 4.3.  In addition to correlation coefficients, the root mean square error 
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of calibration (RMSEC), root mean square error of calibration-validation (RMSECV), 

limit of detection (LOD) and limit of quantitation (LOQ) are provided for comparison of 

the techniques.  The units of RMSEC and RMSECV represent error in percent since the 

regression plot is measured vs. predicted % carbon.  For example, a value of 0.13 

represents a prediction error of a value of 0.13%.  Meaning, if one is trying to predict a 

soil sample that has 2% carbon, then the error is ± 0.13 %.  For LOD and LOQ 

calculations, the standard deviation, s, of the predicted concentration of the sample with 

the lowest %C was determined.  Using this value, the LOD was calculated for each 

regression such that LOD = 3s/slope (of the regression).  LOQ was calculated in a similar 

fashion; LOQ = 10s/slope.  Although this initial study consisted of a small data set, the 

results were promising.  The data in Table 4.3 indicate that SIBS followed by a partial 

least squares analysis is capable of predicted total carbon in soils.   
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Figure 4.7 Measured vs. predicted carbon % levels from PLS analysis using 5 LVs. 

 
 
 
 
Table 4.3 A summary table of the different regressions that were used to evaluate the 
data. 

 

 

OLS 0.808 - - 0.42 1.40
MLR 0.937 - 0.214 0.91 3.03
PCR (3 PC) 0.835 0.314 - 0.27 0.89
PLS (3 LV) 0.943 0.190 0.270 0.29 0.96
PLS (4 LV) 0.966 0.148 0.270 0.22 0.74
PLS (5 LV) 0.973 0.131 0.232 0.20 0.68

LOQ (%C)

Summary Table of Regression Analysis
Regression 

Method
r RMSEC RMSECV LOD (%C)
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4.5 Chapter Conclusions 

The initial experiments described in this section resulted in the development of 

sample delivery hardware to the spark gap of the SIBS instrument, and some preliminary 

data analysis that demonstrated the possibility of the application of SIBS to a portable 

soil carbon monitor.  During this phase, a successful spectral location was established 

where carbon emission lines are present and easily excited with the electrodes.  Several 

local soil samples were collected and carefully characterized for total carbon.  Subsets of 

the SIBS spectra of these characterized soils were subjected to a variety of univariate and 

multivariate data analyses.  Using SIBS and partial least squares fitting with 3-5 latent 

variables, an estimate of total carbon in soil over a range of 0.71 – 3.64 % with a 

detection limit of between 0.2-0.3 % by dry weight was achieved.  Although a small 

sample set was used for this experiment, reasonable results were found.  The 350 nm to 

400 nm spectral region was also studied to locate the CN (B-X) molecular feature.  

Results indicated that the SIBS instrument could detect this feature.  Since the soil 

samples were only analyzed for total carbon and nitrogen percentages, the fraction of the 

inorganic and organic carbon was not known.  Thus, the CN (B-X) feature was not 

included in any regression analysis.  This study was useful in moving forward to the next 

phase of research, which was to develop a robust and fieldable SIBS soil carbon monitor. 
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Chapter 5 : The Development of a SIBS Portable Soil Carbon Analyzer 

This chapter describes the experimental details, instrumentation and results for the 

initial development and miniaturization of a SIBS portable soil carbon analyzer.  This 

research builds on the results found in Chapter 4.  The objective of this phase of research 

was to analyze both soils and surrogate soils to provide key insights for the development 

of a robust predictive model.  In addition, an evaluation of the first generation 

miniaturized SIBS analyzer for the quantitation of carbon in soil was performed.  This 

chapter discusses each of these processes, and presents preliminary results of the SIBS 

instrumentation.  The majority of the research in this chapter was peer reviewed and 

published in 20121. 

  

5.1 Introduction 

During this phase of research, several experiments were conducted in order to 

build upon and improve the SIBS instrumentation for the analysis of carbon in soils.  In 

addition to analyzing soil samples, clay-based surrogate soils were analyzed in order to 

better understand the carbon spectral response.  The analysis of both types of medium  

(soils and surrogate soils) was proposed to provide spectral data over a variety of carbon 

sources over varying concentrations, so that the most appropriate calibration technique 

                                                 
1 Schmidt, M.S., et al., Spark-induced breakdown spectroscopy and multivariate analysis applied to the 
measurement of total carbon in soil. Applied Optics, 2012. 51(7): p. B176-82 
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for the instrument could be selected.  Thus, the analysis of signal response of three 

different carbon sources (elemental, organic and inorganic) was evaluated.  In addition, a 

quantitative evaluation of the effect of spectral near-neighbors, such as Fe and Si, was 

performed.  In particular, it is not clear how C, in the form of carbonate, contributes to 

the C intensity at 247.85 nm when contrasted with organic carbon (OC) in the sample.  

Although these surrogate soils are simplified and do not represent the complexity of the 

true composition of soils, they still provide insight on the fundamental emission line 

properties. 

The signal response of Fe clay surrogates were also used to aid in the 

development of a robust predictive model.  The rationale for studying the signal response 

is due to the fact that there are several Fe lines that either underlie the C (I) feature or are 

found nearby.  Since these Fe lines dominate the 248 nm spectral region, a fundamental 

understanding of the emission intensity, including the impacts on the C feature from both 

the varying analyte concentrations and matrix effects, will aid in the development of a 

robust predictive model.  By using known concentration of Fe in clays, the possible 

signal effects on C emission lines due to the presence of Fe can be monitored. 

The study of the molecular feature, CN (B-X), to correlate the organic portion of 

total carbon was discussed in Chapter 4.  In addition to accurately predicting TC using 

the portable SIBS analyzer, another goal of this research was to also try to predict 

separately OC and inorganic carbon (IC).  Currently, the quantitation of C is a multistep 

process that must be performed in a laboratory setting.  If a robust model can be built to 

predict all three fractions of C (TC, IC and OC), then it has the potential to produce a 



 

87 

rapid method for quantification of carbon in soils.  Thus, this chapter also describes the 

use of the CN (B-X) region as part of the multivariate model in order to predict OC.  The 

current approach is to use the TC and OC values determined through an independent 

laboratory in the model, along with the spectral regions around 248 nm (C (I) line) and 

360 nm (CN (B-X)).  Predictions of both TC and OC are determined from a model 

including these signals, and the IC fraction is determined by difference.  This chapter 

describes the various approaches in the development of a multivariate model to predict 

carbon in soil through the use of a portable SIBS analyzer. 

 

5.2 Experimental Design 

 

5.2.1 Soil Processing and Characterization 

To develop data analysis methods for optimizing the SIBS instrument, a total of 

nine soil samples were collected from Colorado, New Mexico, and Oklahoma (Table 

5.1).  The latitude and longitude coordinates were recorded for each soil sample, and soil 

classifications were determined from the  USDA WSS [99].  Soil samples 1-6 were also 

used during the initial data analysis found in Chapter 4.  Soil samples 7-9 were collected 

specifically for this research in order to diversify the soil types previously analyzed.  

Therefore, samples 1-6 were preserved from the previous research, and were refrigerated 

(5°C) during this portion of research.  After samples 7-9 were collected, they were 

processed just as samples 1-6 were, and this information can be found in Chapter 4.  All 



 

88 

soil samples were then stored in a refrigerator (5°C) until needed for further processing 

and analysis [100, 111].   
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Table 5.1 Soil location and description of 9 soil samples.  *Information obtained from the 
USDA Web Soil Survey [99]. ** Denotes sample that was not used in regression 
analysis. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Soil ID Location Soil Description*
1 39°29'07.60"N, 104°36'26.46"W Bresser Sandy Loam:  Sandy loam, Sandy clay loam
2 33° 12' 23"N, 105° 52' 23"W Gravelly fine sandy loam
3 39°27'54.97"N, 104°41'26.57"W Fondis Clay Loam:  Clay loam, Clay
4 39°21'44.93"N, 104°35'04.82"W Elbeth Sandy Loam:  Sandy loam
5 39°25'30.32"N, 104°36'22.02"W Bresser Sandy Loam:  Sandy loam and Sandy clay loam
6 39°29'04.22"N, 104°36'27.16"W Bresser Sandy Loam:  Sandy loam and Sandy clay loam

7** 34°26'57.34"N, 98°57'47.59"W Tillman-Hinkle complex
8 34°26'56.35"N,  98°56'8.72"W Vernon clay
9 34°26'49.02"N,  99° 0'38.48"W Tillman silt loam
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In addition to the initial processing of soils found in Chapter 4, further steps were 

added during the soil processing of the soils for this phase of research.  CHN analysis is 

the standard for carbon analysis in soils.  Thus, the research focused on preparing each 

sample as if the samples were going to be subjected to CHN analysis.  Research literature 

recommends the soil must pass through a minimum of a 100 mesh (150 µm) sieve prior 

to CHN analysis.  This is a critical step in sample preparation in order to obtain 

reproducible samples by reducing sample inhomogeneity [100, 112].  During the first 

phase of research, the soils were not homogenized to a minimum of 100 mesh prior to 

analysis (Chapter 4).  However, the bulk soil for each sample was saved, and soil subsets 

were further processed using the following procedure. 

Soils were sieved sequentially through various mesh sizes (4, 10, 20, and 40 

mesh), and then placed in a ball mill grinder for 4 minutes to homogenize the soil.   Each 

soil sample was then sieved to obtain a 200 mesh (75 µm) particle size.  After 

homogenization and sieving, soil samples were refrigerated (5°C) until SIBS analysis 

was performed [100, 111].  Each mesh size fraction was saved and refrigerated in order 

to study the effect of soil particle size on signal intensity.  Samples 1-6 were reanalyzed 

for carbon, and all nine soils were submitted to the Colorado State University (CSU) Soil, 

Water, and Plant Test Laboratory (Fort Collins, CO) to determine total carbon (TC) by a 

dry combustion CHN analyzer.  In addition, the OC and IC (calculated from CaCO3) 

fractions for each soil were determined.  Elemental analysis was performed to determine 

Fe and Si content of all nine soils through HF acid digest followed by inductively 

coupled plasma optical emission spectroscopy (ICP-OES).  Table 5.2 lists the results of 



 

91 

TC, IC, OC, Fe and Si for each of the nine soil samples.  As noted in Table 5.2, soil 

sample 7 has an OC fraction higher than TC.  These results make no sense; thus was not 

used in the regression analysis.  
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Table 5.2 Percent of TC determined by CHN analysis. Percent IC and OC determined by 
difference.  Elemental results of Fe and Si determined through HF digest followed by 
ICP-OES.  ** Denotes sample that was not used in regression analysis. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Soil ID TC (%) OC (%) IC (%) Fe (%) Si (%)
1 1.62 1.54 0.08 1.56 38.30
2 4.31 3.02 1.29 1.53 35.30
3 1.39 1.25 0.14 1.80 39.70
4 2.50 2.38 0.12 0.52 39.30
5 2.22 2.15 0.07 1.63 39.70
6 0.64 0.58 0.06 1.66 41.70

7** 4.06 4.22 0.04 1.25 41.60
8 0.84 0.82 0.03 1.44 41.80
9 0.90 0.84 0.06 1.17 42.80
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5.2.2 Surrogate Soil Analysis 

One primarily goal of this portion of the research was to obtain curves of growth 

(COG) for C and Fe.  Additions of C and Fe sources were added to clay gravimetrically 

to produce surrogate clays with similar concentrations found in soil.  This was done to 

study the SIBS response of C and Fe in the spectroscopic regions of 248 nm and 363 nm.  

KGa-1b (IN 47907-2054) from the Clay Minerals Society Source Clays Repository 

(Washington County, Georgia) was used as a base for the surrogate soils. KGa-1b was 

chosen due to it being a well-characterized and relatively inert matrix, and the negligible 

Fe and C concentrations.  Table 5.3 provides a summary of the composition KGa-1b of 

the relevant elements for this research.  
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Table 5.3 Composition and relative percentages of the major components found in KGa-
1b. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

%
44.2

39.7

1.39

0.13

0.08

Chemical Composition
SiO2 

Al2O3 

TiO2 

Fe2O3 

FeO



 

95 

5.2.3 Construction of Samples for Curves of Growth (COG) Experiments 

Carbon was added to the clay substrate and analyzed in three forms: elemental 

(coal, NIST SRM 2683b), organic (potassium hydrogen phthalate (KHP), Sigma Aldrich) 

and inorganic sources (K2CO3, Sigma Aldrich) over a range of 0-10%.  The surrogate soil 

samples were made gravimetrically, with the difference in mass made up of clay 

(Kaolin).  To simulate iron levels, iron oxide (Fe2O3) was added to the clay over the 

range of 0-10%.  The source of the Fe2O3 was from a certified Fe sample (Thorn Smith).  

Table 5.4, Table 5.5, Table 5.6 and Table 5.7 illustrate the composition of the surrogate 

soils analyzed, as well as the range of carbon or iron found in the surrogate soils. 
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Table 5.4 Table of organic carbon in the form of KHP added to KGa-1b in the range of 0-
10.8 % C. 

 
 
 
Table 5.5 Table of inorganic carbon in the form of K2CO3 added to KGa-1b in the range 
of 0-8.69 % C. 

 
 
 
Table 5.6  Table of elemental carbon in the form of coal added to KGa-1b in the range of 
0-9.46 % C. 

 
 
 
 
 
 
 
 
 
 

Clay (g) KHP (g) Mix (% Carbon)

3.00 0.00 0.00
3.00 0.10 1.58
3.04 0.20 2.95
3.02 0.31 4.34
3.01 0.51 6.81
3.06 0.71 8.82
3.03 0.90 10.80

Clay (g) K2CO3 (g) Mix (% Carbon)
3.00 0.00 0.00
3.14 0.51 1.21
3.04 1.01 2.16
2.00 2.00 4.35
1.01 3.05 6.53
0.00 4.00 8.69

Clay (g) Coal (g) Mix (% Carbon)
3.00 0.00 0.00
3.11 0.05 1.08
3.03 0.11 2.23
3.02 0.20 4.15
3.08 0.30 5.96
3.09 0.41 7.73
3.02 0.50 9.46
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Table 5.7 Iron in the form of iron oxide (Fe2O3) added to KGA-1b in the range of 0-10.04 
%  Fe. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Clay (g) Iron (g) Mix (% Iron)
3.00 0.00 0.00
3.10 0.05 0.84
3.10 0.11 1.81
3.01 0.25 4.11
3.03 0.41 6.36
3.19 0.55 7.87
3.11 0.72 10.04
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Each sample set was analyzed by the SIBS instrument, and the known concentrations 

were plotted as a function of either the baseline corrected neutral C (247.86 nm) or Fe 

(248.32 nm) peak intensity in the 248 nm region.  All samples were analyzed in both the 

248 nm and 363 nm regions.  However, only the Fe lines in the 363 nm region were 

compared with the known concentrations of the surrogate soils, and the molecular feature 

of CN (B-X) was not analyzed during this portion of research.  Initially, a univariate 

calibration approach was applied to the surrogate soils as well as the preliminary data 

from the nine soils collected at PSI.  This method consisted of relating two single 

variables (peak intensity vs. concentration, for example) to each other, and is one of the 

simplest methods to perform [113].  This approach is called classical least squares (CLS).  

In this research, the concentration of a single element was compared to the measured 

peak intensity.  This preliminary study was done to determine if a linear correlation 

existed between both measured C and Fe and the signal intensity obtained from the SIBS 

instrument.  Results of the analysis of surrogate soils are reported in section 5.6.1. 

 
 
5.3 Sample Delivery – Impact of Particle Size 

The impact of soil sample size using the screw-feed delivery technique was 

investigated to evaluate the reproducibility of the mass of soil delivered to the spark.  The 

purpose of these sample delivery experiments is to understand how the particle size 

impacts signal reproducibility within in an individual sample set as well as determine the 

optimal soil preparation required for SIBS analysis.   
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Sample delivery response was studied with three soils (4, 7 and 8) in this 

investigation.  The three particles sizes were generated: 20, 100, and 200 mesh, which 

correspond to 850 µm, 150 µm and 75 µm maximum diameter, respectively.  The three 

mesh sizes were determined in the following manner.  Any particles that passed through 

the 20 mesh and not the 40 mesh sieve, was considered a 20 mesh sample.  Any particles 

that passed through the 100 mesh and not the 200 mesh were considered 100 mesh 

sample.  The 200 mesh sieve was the smallest used, so therefore, all soil particles that 

passed through the 200 mesh were kept as a 200 mesh sample. 

Each of the three soil samples at each mesh size were analyzed in the 248 nm 

region.  Specifically, the signal of the carbon line (247.86 nm) was evaluated to 

determine the differences in both peak intensity and shot-to-shot variability between each 

of the three mesh sizes. 

 

5.4 Instrumentation of Soil Analysis 

The following sections discuss the evolution of the SIBS analyzer 

instrumentation.  The SIBS instrumentation was designed by PSI.  During the initial 

phase of this research, a screw-feed design was implemented and used as a new technique 

to deliver soil to the spark gap.  In addition, higher resolution was achieved through the 

use of a different spectrometer.  The first data were collected at PSI.  Midway through 

this project, the first portable SIBS analyzer for carbon was built by PSI and was 

delivered to DU for data analysis.  These changes and new instrumentation are 

documented in section 5.4.2.   
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5.4.1 Initial SIBS Screw-Feed Instrumentation 

The SIBS instrumentation consists of a soil sample delivery system, spark gap, 

collection optics, spectrometer, an ICCD and a pulsed current power supply.  A 

schematic of the system is shown in Figure 5.1.  The soil was placed in the hopper with a 

constant voltage (10V) applied to the gear motor; this voltage was maintained throughout 

all data collection.  Soil samples were delivered from the hopper to the spark gap using a 

screw-feed mechanism.  This method delivered soil via a feed screw, driven by a 

variable-speed DC gear motor, to the sample chamber where it falls in a thin stream 

through the spark gap.  The use of a motorized screw-feed allowed for an automated 

delivery of soil to the spark gap.  In theory, this method also provides a constant flow of 

soil through the spark gap, to minimize shot-to-shot variability due to inconsistencies in 

soil delivery. 

As the particles passed through the spark gap and were ablated by the plasma, 

atomic emissions were focused into an optical fiber bundle and transmitted to a 1/3 m 

spectrometer with a 2400 lines/mm grating coupled to an Andor iStar ICCD (Andor 

Technology, South Windsor, CT).  400 mJ sparks were delivered at 1 Hz to the gap from 

an Arc-2 pulsed current power supply (VTech Engineering Corporation, Andover, MA).  

The power supply dimensions measure 3” x 4” x 9” (H x W x L) and weighs 

approximately 7.5 pounds.  This generation of the power supply is considerably smaller 

and lighter than the previous power supply (5” x 20” x 22”, 15 pounds) used to collect 

data during the initial phase of research found in Chapter 4 (section 4.2.2).  The Arc-2 
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power supply delivers controlled energy pulses through the spark gap formed by the 

electrodes in order to produce a plasma. 

The collected range of the spectrum is ±10 nm around the center wavelength of 

248 nm.  The data acquisition conditions were 7 µs delay from the plasma pulse and a 50 

µs gate width.  Signals from each soil were collected for 2 minutes at 1 Hz, giving a total 

of 120 replicate spectra within each sample file.  These conditions were held constant for 

all soil and surrogate soil acquisitions.  In addition, these conditions were held constant 

during data collection in the 363 nm region. Initially, a univariate analysis was applied to 

the C (I) line as performed on the surrogate soils.  This first data evaluation compared the 

OC and TC concentrations to the baseline corrected peak intensities of the soils.  These 

results are reported in section 5.6.3.  The procedure for the PLS regression analysis 

performed on this data is presented in section 5.5.1, and the results of these analyses are 

reported in section 5.6.4.  Results reported in this section were from data collected at PSI 

prior to the development of the portable SIBS analyzer. 
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Figure 5.1 Schematic diagram of the SIBS instrumentation [18]. 
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5.4.2 Miniaturization of SIBS Instrumentation 

Over the course of this phase of research, PSI designed and built a portable SIBS 

analyzer.  This second system, seen in Figure 5.2 is a schematic diagram of the first 

portable SIBS prototype for the analysis of soils.  In order to miniaturize this instrument, 

several changes were made to the previous design.  The same hopper and screw-feed 

design was used, however the spark chamber was made smaller.  The spark chamber was 

coupled to collection optics and fiber optic bundle.  The fiber optics were split, and fed 

into two Avantes, Inc. (Broomfield, CO) miniature spectrometers.  The first spectrometer 

covered the 240 nm to 300 nm wavelength region, while the second spectrometer covered 

the 300 nm to 400 nm wavelength region.  Each spectrometer was equipped with a 2048 

pixel CCD detector.  The lower wavelength spectrometer had a 3600 lines/mm grating 

installed, which produced a resolution of 0.06 (FWHM).  The higher wavelength 

spectrometer had a 2400 lines/mm grating installed, which produced a resolution of 0.09 

nm (FWHM).  Each spectrometer had an entrance slit width of 10 µm.   In addition, the 

more compact power supply described in section 5.4.1 was added as part of the portable 

SIBS analyzer. 

A SIBS control module software was developed specifically for this instrument in 

order to control the power supply and data collection.  The laptop runs the software, 

which has a main graphical user interface (GUI) that controls the following: the power 

output of the power supply, synchronization pulse to the Avantes spectrometers module, 

and acquisition of the spectra from the Avantes module.  Thus, the operator can control 
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all the SIBS data acquisition parameters through a single user interface.  Figure 5.3 

includes photographs of the portable SIBS instrumentation. 

 

5.4.2.1 Data Acquisition Conditions Using the Portable SIBS Analyzer 

After the portable SIBS soil analyzer was delivered to DU, all nine soils were 

reanalyzed on this instrument.  This was to verify all components of the instrument were 

functional, as well as to make sure that the spectral results on the new instrument were in 

agreement with those previously found.  A 1-Hz collection rate was maintained, and 

sample replicates were collected over a 2 minute period.  In general, two replicates were 

collected for each soil sample; thus, a total of 240 shots were collected sequentially and 

simultaneously in both the 248 nm and 363 nm region for each soil sample.  The delay 

time was set to 22 µs, while the gate width of the spectrometers was 1 ms.  The 1 ms gate 

width is the minimal width for this instrument.  Therefore, no control or optimization of 

the gate width was performed during these experiments.  Sections 5.5.2, 5.6.5 and 5.6.6 

include discussions and results from the use of the portable SIBS analyzer. 
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Figure 5.2 Schematic diagram of the first SIBS portable soil analyzer.   

 

 
 
Figure 5.3 Prototype of the portable SIBS soil instrumentation. A)  External casing which 
houses the SIBS instrumentation.  B) Side view of the hopper, screw-feeder and spark 
chamber, as well as the power supply. 

A

B
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5.5 Data Processing and Statistical Model Development 

The following section describes the introduction and development of a 

multivariate model to predict carbon in soils.  The inclusion of additional elements (Fe 

and Si) was used in the model in order to determine their effects on the prediction of C in 

soil.  The following section outlines the preliminary multivariate development. 

 

5.5.1 Initial Regression Analysis  

Data processing and modeling was performed on the nine soils analyzed at PSI 

prior to the miniaturization of the instrumentation.  The 120 replicates for each sample (8 

total due to the elimination of an outlier, Table 5.2) were first analyzed by principal 

component analysis (PCA) using multivariate software (PLS Toolbox, Eigenvector 

Research, Inc. Wenatchee, WA) to identify and remove outliers.  As stated in section 5.2, 

each sample was homogenized and filtered through a 200 mesh sieve to ensure 

homogeneous samples in soil composition and density.  Consistent sample density is 

important in delivery to minimize variations in plasma temperature that may give a 

change in signal.  Changes in signal intensity from variations in sample density may 

create outliers that PCA analysis will remove.  The criteria for identifying outliers were 

based on screening each set of data with the Hotelling’s T2 (the multivariate analogue to 

Student’s t) and residual values of the spectra.  The use of the T2 in control chart 

applications has been reported as a technique to identify outliers where multiple 

components are varying [114].  In this work, those spectral acquisitions that were outside 

of a 95% confidence interval were considered outliers.  Following outlier removal, each 
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removed spectrum was inspected, comparing the spectral response to the average spectral 

data to determine if PCA correctly identified the outliers.  All outliers identified by the 

PCA approach had Si and/or Fe peaks that were statistically different (3 standard 

deviations) from the average of all 120 acquisitions.  At most, the PCA analysis removed 

12 replicate spectra from the 120 spectral sets.  Because of the careful soil preparation, 

these outliers were attributed to inconsistent soil delivery or data collection without a soil 

sample.  Spectra that failed to meet the criteria were discarded from all subsequent 

calculations.    

After outlier removal, ten replicate acquisitions were summed for each of the soils 

samples creating a total of 10 subsamples for each of the 8 soils.  These acquisitions were 

selected randomly so that individual acquisitions would not be summed in multiple 

samples.  In this manner, 10 replicate samples for each of the soils were created.  These 

data where then used to create a spectral data matrix for the regression analysis by PLS. 

PLS is a regression technique that has widespread use in chemical, environmental and 

engineering applications, and indeed has become one of the standard tools in the field of 

chemometrics [110, 114-116].  In PLS, numerous X-block variables can be modeled with 

several response variables (Y-block) [110, 115].  For this work, the spectral region (X-

block) was truncated to 243 nm to 253 nm including the spectral region of the dominant 

C, Fe and Si spectral lines.  A concentration matrix (Y-block) was created from C, Fe, 

and Si concentration values of the 8 soil samples obtained from ICP-OES and CHN 

analysis.   
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In order to determine the precision and accuracy of the CHN analyzer, three 

calibration block soils (3 samples with 5 replicates each) and two certified C standards 

were reanalyzed by CSU for total C (TC) by CHN analysis to ensure accuracy of the 

calibration.  In the case of the soil samples, the maximum reported difference in 

measured TC was 0.01%; both reported TC from CHN agreed to within 0.01% of the 

stated TC from the certified standards.  Therefore, the results from the CHN analyses are 

sufficient in both precision and accuracy for building a PLS model.   

 Prior to building the PLS model, the data block was aligned to the C emission line 

at 247.85 nm to remove hysteresis from the adjustable monochromator grating (two 

spectral regions were studied, necessitating changes in the grating position that caused 

hysteresis).  After alignment, the data matrix was preprocessed using standard normal 

variate scaling, (SNV), and was baseline corrected with weighted least squares.  SNV 

was chosen due to the fact that it is a scatter correction method often used when variation 

in samples is present, or when granular and/or powder samples are not delivered 

reproducibly [117].  SNV preprocessing is an appropriate technique in process analytical 

chemistry when data are collected continuously, because each spectrum in SNV is treated 

individually [113].  The data block and calibration block were then mean centered.  

Cross-validation of the model was performed using the “Venetian Blinds” approach with 

9 data splits (blinds).  When using venetian blinds, the total number of data points is 

randomized into 9 blinds or separate runs.  In each run, a different block of data is left out 

and used to test the model produced [118].  This is an iterative process until all 9 data 

splits are tested in the model.  Cross-validation is an effective way to test the predictive 
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power of the model, helping to ensure the model does not fit the data with degenerate 

components that will result in poor model predictions and accuracy [110].  

 

5.5.2 Initial Regression Analysis on Portable SIBS Instrument 

As mentioned previously, once the portable SIBS unit was delivered to DU, all 

nine soils were reanalyzed using SIBS.  Then, each soil was used to create a spectral data 

matrix for the regression analysis by partial least squares regression (PLS).  Instead of 

evaluating 10 subsamples and 10 replicates for each of the 8 soils, sums of 50 replicates 

and 7 points per soil sample, with a spectral region of 243 to 253 nm, were used.  The 

purpose of this exercise was to ensure that the data collected with the new SIBS analyzer 

prototype was as good, or better than the previous data taken at PSI.    

 

5.5.3 Incorporation of the CN (B-X) to the Development of a Multivariate Model 

The inclusion of the CN (B-X) feature in the 360 nm region was also used in the 

PLS model.  In addition, the spectral region (X-block) was truncated to the 245 to 250 nm 

region, and the 352 to 366 nm region, which included the spectral regions of the 

dominant C, Fe, and CN (B-X).  A concentration matrix (Y-block) was created from TC 

and OC concentration values of the 8 soil samples obtained from ICP-OES and CHN 

analysis.  Prior to building the PLS model, the data matrix was preprocessed as seen in 

section 5.5.1.  Cross-validation of the model was performed using the “Venetian Blinds” 

approach with 9 data splits.  The resultant model predicted both TC and OC, and IC was 

determined by the difference (TC-OC = IC) of the TC and OC prediction. 
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5.6 Results  

 

5.6.1 Surrogate Soil Response Curve Results 

Sections 5.6.1.1 and 5.6.1.2 report the results for the univariate analysis of C and 

Fe in surrogate soils prior to a more robust PLS regression analysis. In this approach, a 

direct correlation was determined between baseline corrected peak intensity and C and Fe 

concentrations.   

 

5.6.1.1 Spectral Analysis of the 248 nm Region 

Figure 5.4 includes sample spectra of Fe in clay at varying concentrations.  Figure 

5.5 is the response curve of iron (248.32 nm).  Figure 5.6 includes sample spectra of 

organic, inorganic and elemental carbon at the 248 nm region.  Figure 5.7 includes 

response curves of organic, inorganic and elemental carbon at the 248 nm region. 
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Figure 5.4 Sample spectra of iron oxide in clay from 0-10% iron.  The Fe (I) 248.32 nm 
was used to create response curves of iron concentration vs. peak intensity.  Spectral 
outliers were removed prior to averaging each data set. 

 

 
 
Figure 5.5 Response curve of Fe (248.32 nm) baseline corrected peak intensity; R2 = 
0.89. 
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Figure 5.6 A comparison of organic, inorganic and elemental carbon at approximately 
4.3% relative carbon.  In each case, outliers from each sample were removed prior to 
averaging the spectral data.   

 

 
 
Figure 5.7 A comparison of response curves of the three forms of carbon in clay.   
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Results shown in Figure 5.5 show that there is a calculated correlation (R2 = 0.89) 

between Fe concentration and peak intensity, in the 248 nm region.  However, the 

response of the Fe line in this graph indicates that at higher concentrations, saturation of 

Fe occurs.  Thus, a deviation at high concentrations from linearity is seen.  Figure 5.7 

shows that there is not a linear correlation between the three types of C and peak 

intensity.  There are several proposed reasons for these observations.  First, the current 

screw-feed design is not optimal for the type and density of the fine clay particles.  

Electrostatic interactions between the clay particles and the screw-feed system, and 

overall screw-feed design were not optimal for the clay samples.  In addition, the density 

for the clay particles was approximately half of that for the soil samples, and the screw-

feed delivery was optimized for the soil samples.  This resulted in inconsistent flow rate 

and high peak intensity variability.  Another reason for nonlinearity of both carbon and 

iron in the 248 nm region is due to self-absorption.  Self-absorption occurs in the case of 

strongly emitting atomic lines, such as neutral iron or some calcium in soils.  In the case 

of very high plasma density conditions, the plasma itself absorbs its own emission.  This 

is mainly true for the resonance lines connected to the ground state, but other lines may 

also be affected [4].  In fact, the Fe (I) at 248.32 nm is a resonance line connected to the 

ground state, and has a high probability of self-absorption (Figure 5.5).   As a 

consequence, attempting to simply correlate signal intensity to a broad range of 

concentration of an element becomes invalid.   
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5.6.1.2 Spectral Analysis of the 363 nm Region 

Each of the surrogate soils was also analyzed in the 363 nm region.  Figure 5.8 are 

sample spectra of iron in clay in this region.  Response curves of iron peak intensity of 

four Fe (I) lines are plotted Figure 5.9, and include Fe (I) 360.88 nm, 361.87 nm, 363.14 

nm and 364.78 nm. 
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Figure 5.8 Sample spectrum of Fe in clay in the 363 nm region with Fe concentrations 
ranging from 0.8 to 10 %. 

 

 

Figure 5.9 Response curves of Fe baseline corrected peak intensity for Fe (I) lines; 
R2=0.97 for each of the four curves. 
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Inspection of the iron emission intensity curves in the 363 nm region, shown in 

Figure 5.9, indicate a linear response (R2 = 0.97).  This is expected due to the fact that 

each of the iron lines observed in this region are not resonance lines connected to the 

ground state.  Therefore, their probability of self-absorption is low, and our results 

support the lack of self-absorption.  

 

5.6.1.3 Surrogate Soil Conclusions 

While the results from the surrogate soil testing have provided insight on the 

impact of soil composition (in the form of bulk density impacting signal intensity) and 

the emission response of Fe and C in both regions, the selection of the clay substrate is 

not a representative matrix for this work.  The clay-based surrogate soils did not produce 

the expected linear results in the C samples.  However, these results may reveal a 

limitation of the screw-feed design.  The screw-feed configuration used during this 

research had been optimized for delivery of a more coarse, soil composition.  Therefore, 

the various surrogates did not flow at a constant rate.  In addition, signal nonlinearity as a 

function of concentration was observed with Fe lines connected to the ground state.  This 

nonlinearity is caused by of both the inconsistent sample delivery of the clays as well as 

the expected saturation due to self-absorption at high concentrations.  This preliminary 

research provided insight as to what linear range of concentrations can be quantified 

using SIBS for the analysis of soil.  Because of the limitations seen in this research, 

future work would include an alternative series of matrices indentified and evaluated as 
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suitable matrices to study signal responses as it relates to C and Fe as well as the 

optimization of the soil delivery system for clays.   

 

5.6.2 Results of Particle Size 

Three soil samples (4, 7 and 8) were prepared for the study of the relationship 

between soil particle size and the variability of signal intensity through SIBS analysis.  

The intensity of the neutral carbon line at 247.86 nm was used to compare each of the 

three soils.  Figure 5.10 is a sample spectrum of soil 4 with three different mesh sizes in 

the 248 nm region.  Figure 5.11 (A-C) illustrate the base-line corrected carbon peak 

variability seen within a particular soil sample at the three different particle sizes studied.  

Figure 5.12 illustrates soil 4 with a particle size of 850 µm (20 mesh) with outliers 

removed prior to analysis.  Similar results were seen with the two other soils. Outlier 

removal was accomplished using PCA. 
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Figure 5.10 Raw (no outliers removed) averaged data of soil 4 in the 248 nm region.  
This graph illustrates the differences of signal intensity between the three mesh sizes.   
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Figure 5.11 A.) 200 mesh soil 4 B.) 100 mesh soil 4 C.) 20 mesh soil 4.  A-C represents 
total cumulative data points, with no outliers removed.  As the particle size increases, the 
carbon peak variability decreases.  The carbon peaks are base-line corrected. 
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Figure 5.12 Carbon peak variability of soil 4 20 mesh with outliers removed from the 
data set.   
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Results show as the particle size decreases, the signal variability within a sample 

increases.  Although the homogeneity of the soil samples of larger particle size decreases, 

there is a reduction of variability of the carbon peak intensity.  One possible outcome of 

these results is that, in its final form, the SIBS analyzer may require less soil processing 

prior to analysis than a standard CHN analyzer.  This also indicates a limitation of the 

current screw-feed design since it is evident that it does not deliver a consistent 

reproducible amount of soil to the spark gap within an individual soil sample.  During 

data collection, it was observed the larger particles were delivered out of the screw-feeder 

into the spark gap at a more consistent rate than the smaller particles.  This could be due 

in part by electrostatic interactions that occur between the soils and the various materials 

that make up the screw-feed and SIBS delivery system.  The smaller particles are more 

susceptible to agglomeration because of the electrostatic interactions than the larger 

particles.  Therefore, the 20 mesh samples do not interact with the screw-feed or sample 

delivery system as much as the smaller particles.  Another possible explanation for the 

variation of carbon peak intensity within an individual soil sample is due to the ability of 

the screw to carry the soil through the screw-feed.  The larger particles were picked up 

more easily and delivered to the spark gap.  The smaller particles on the other hand, 

clogged the screw-feed chamber, which prevented a consistent flow of soil to the spark 

gap.  Table 5.8 summarizes the raw average carbon peak intensity at 247.86 nm, standard 

deviation (STD) of the peak intensity and the relative standard deviation (RSD) for all 

samples.  Since the 20 mesh samples had the lowest error in carbon intensity, removal of 

outliers from these data sets was performed in order to achieve the lowest RSD possible.  
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Table 5.9 indicates that by the removal of extreme outliers within a data set, RSD values 

of 8-16% were achieved for soils processed to 20 mesh.   
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Table 5.8 A comparison of the average carbon signal results of three soils with three 
different mesh sizes.  Raw averaged data was used to determine average peak intensity, 
standard deviation and relative standard deviation.  As the particle size increases in each 
sample, the relative standard deviation decreases. 

 

 

 
Table 5.9 A comparison of the three soils of a 20 mesh particle size.  Prior to averaging, 
all outliers were removed from the data set using PCA with a commercial software 
package (PLS Toolbox, Eigenvector).  By removing outliers, the RSD is further 
decreased within each data set. 

 
 
 
 
 
 
 

Raw Averaged Data

Soil ID
Average C Peak 
Intensity (a.u.)

Standard Deviation
Relative Standard 

Deviation
7, 200 mesh 6500.25 1847.78 0.28
7, 100 mesh 9370.01 1963.72 0.21
7, 20 mesh 8962.28 1560.36 0.17

8, 200 mesh 7663.25 1932.79 0.25
8, 100 mesh 9957.58 1524.53 0.15
8, 20 mesh 7777.92 1037.26 0.13

4, 200 mesh 13047.13 3706.78 0.28
4, 100 mesh 15238.76 2356.53 0.15
4, 20 mesh 13901.93 1490.09 0.11

Outliers Removed

Soil
Average C Peak 
Intensity (a.u.)

Standard Deviation
Relative Standard 

Deviation

7, 20 mesh 8890.76 1381.00 0.16

8, 20 mesh 7879.43 823.13 0.10

4, 20 mesh 13949.68 1104.03 0.08
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5.6.3 Univariate Results of Soil Carbon Analysis 

As previously mentioned, all 9 soils samples were analyzed at CSU in order to 

determine TC, IC and OC (Table 5.2).  Initially, data was collected and analyzed based 

on CLS prior to regression analysis.  This was done, in part, to understand the simplest 

relationship between carbon peak intensity and measured % C.  Preliminary evaluation of 

the normalized spectral data was conducted using only the peak intensity of the carbon 

line.  Both the OC and TC values were compared to the calculated carbon peak intensity 

at 247.86 nm.  Figure 5.13 shows the response curve of TC compared to the baseline 

corrected peak intensities of the 9 soil samples.  The total organic carbon values were 

also compared to signal intensity of the 9 soils (Figure 5.14).  These results were from 

soil samples analyzed at PSI.   
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Figure 5.13 Total carbon of 9 soils compared to signal intensity.   
 

 
 
Figure 5.14 Total organic carbon of 9 soils. 
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In each case, the observed trend is very promising.  However, in both graphs, one 

soil is an extreme outlier (soil 7).  Based on the analytical data from CSU, it was 

observed that the OC value for soil 7 was higher than the TC value.  In addition, close 

inspection of all the soil samples indicated that the overall signal intensity was 

significantly lower than the other eight samples, indicating a possible inconsistency in the 

sample delivery.  Therefore, soil 7 was removed from the sample set and the data were 

re-evaluated.  The plots of the remaining eight samples in provided in Figure 5.15 and 

Figure 5.16. 
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Figure 5.15 Total carbon of 8 soils, R2=0.94. 

 

 
 
Figure 5.16 Total organic carbon of 8 soils, R2= 0.97. 
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After removing the soil 7 outlier from the comparison of total carbon and total 

organic carbon, both exhibit signs of a linear correlation over the range analyzed.  

However, on close inspection, Figure 5.15 indicates that the C intensity begins to saturate 

at approximately 4.5 % TC.  This saturation is not evident when changing the x axis to 

reflect OC peak intensity as seen in Figure 5.16.  This is due to the fact that the highest 

OC concentration is approximately 3%.  Regardless, our first approximation of peak 

intensity as a function of concentration indicates good linearity.  Thus, further research 

was conducted on the development of a robust PLS model for the prediction of C in soil. 

 

5.6.4 Initial Multivariate Regression Analysis Results 

SIBS spectra were collected on various types of soils, and a comparison was made 

between the measured total carbon from CHN and SIBS spectra of eight samples.  Figure 

5.17 shows a representative spectrum collected on soil 4 under the collection conditions 

specified in the 248 nm wavelength region.  The intensity of the C (I) line at 247.86 nm 

can be clearly identified in the spectrum.  Additionally, emission lines attributable to Si 

and Fe in the spectral region of interest are detectable in the SIBS spectra.  Due to the 

spectral dominance of these three elements in this region, measured Fe and Si 

concentrations were included in the model and compared with the SIBS spectra in each of 

the 8 soils as potential predictors of elemental content.  Figure 5.17 also indicates 

underlying Fe line at 247.978 nm by the shoulder on the C (I) line.  However, our results 

indicate good correlation between measured and predicted total carbon despite the slight 

overlap between the C (I) and Fe lines [35].  
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Figure 5.17 SIBS spectrum of soil 4 from 245 to 256 nm.  Principal emission features in 
this region are C I (247.86 nm), Fe I (248 to 249 nm) and Si I (250 to 253 nm).  These 
lines were used to evaluate the prediction models [18]. 
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PLS was performed on the wavelength region of 243 nm to 253 nm.  Figure 5.18 

shows the resulting loadings plot from the first latent variable (LV1).  Note that the most 

weighted wavelength in the spectrum corresponds to the neutral C line at 247.86 nm.  

Table 5.10 summarizes the results for the regression analysis for all 8 soils.  Initially, 

only the TC values for the soils were used to build the PLS model.  The resulting model 

with 2 latent variables (LVs) had an R2 value of 0.945, with a root mean square error of 

cross-validation (RMSECV) of 0.264.  Subsequent models were built using 3 LVs, which 

resulted in an improvement of the R2 value (0.972) and RMSECV (0.189).  Based on the 

initial spectral window selected, Fe and Si were dominant features in the region.  

Therefore, additional models were constructed to include either Fe and C, or Si and C to 

evaluate the impact of these additional elements on the predictive power for TC.   
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Figure 5.18 Loadings plot from the first latent variable (LV1) from SIBS, capturing 
50.14% of the variance.  A comparison is made between the LV1 regression coefficient 
and the spectral data in the 248 nm region.  The most weighted wavelength in the 
spectrum corresponds to the neutral C line at 247.86 nm [18]. 

 
 
Table 5.10 Summary table of regression model which includes elements in the model, C 
prediction error, RMSECV when using 2 and 3 LVs.  The RMSECV is reported as 
percent (%).  Data includes the summation of 10 shots and 10 data points per soil sample 
[18]. 
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There was no improvement to the R2 of the RMSECV values when C and Fe were 

used in the model.  Similarly, there was also no improvement to the R2 or RMSECV 

values when C and Si were used in the model, or when all three elements were included 

in the model (Table 5.10).  A variance captured plot (Figure 5.19) shows the root mean 

square of error (RMSEC) and RMSECV against the number of latent variables.  This plot 

was constructed using carbon values only, with a summation of 10 shots and 10 data 

points per soil sample.  The variance captured plot is useful for determining the optimal 

number of latent variables to retain in a model that is built using the full data set.  In 

principle, the RMSEC must always decrease as the number of latent variables retained in 

the model increases. However, because the RMSECV is determined from the cross-

validation experiment, in which the test samples were not used to build the model that 

was used to test them, this value can actually increase when too many latent variables are 

added to the model.  The optimal number of latent variables is typically the number at 

which the addition of another latent variable does not greatly improve the performance of 

the model and where there is less than a 10% difference between the RMSEC and 

RMSECV values [15, 119-121].  Based on this plot, a total of 5 LVs may be used without 

overfitting.  However, a more conservative number of LVs (2 and 3) was used to predict 

carbon.  This conservative approach was performed in response to the nature of the data 

used in the PLS model.  Since random summed data was used to create 10 subsets of soil 

for each of the 8 soils, the use of latent variables that were consistent in other soil carbon 

analysis studies in order to avoid overfitting [15].  Figure 5.20 is a plot of the measured 
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vs. predicted carbon using the 8 soil samples.  The resulting plot had an R2 = 0.97, 

indicating good correlation between the predicted and measured carbon concentrations.    
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Figure 5.19 Plot of calibration error (RMSEC) and cross-validation error (RMSECV) as a 
function of the number of latent variables retained in the PLS model for carbon.  The data 
set included a summation of 10 shots with 10 data points per soil sample [18]. 

 

 
 
Figure 5.20 Plot of measured vs. predicted total carbon from 8 samples using SIBS.  Use 
of Carbon only with 3 LVs, with a summation of 10 shots and 10 data points per soil 
sample [18]. 
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The correlation indicates that SIBS might be a viable method to quantify carbon 

in soils.  Eight soil samples were collected from a various locations throughout Colorado, 

Oklahoma and New Mexico, and gave a good representation of several different types of 

soils, as well as the range of TC (0.64 to 4.31%).  Using a calculation of (|[C] (PLS 

prediction)- [C]CHN|/[C]CHN)*100, we find that our accuracy ranges from 1-17% and our % 

RSD (calculated for each of the 8 samples) range from 1.7 to 3.5%.  As noted earlier, 

sequestration studies have observed an increase in soil carbon that is of this same 

magnitude.  Thus, this early work shows that SIBS will be a viable technique for 

monitoring sequestration.  LODs are a less important metric, because the carbon content 

of agricultural soil is by definition high.  However, we find our preliminary LOD using a 

PLS model created from these eight soils to be 0.08%.  While this value is higher than 

those reported for LIBS, it is well below the value needed to quantify soil C in 

agricultural soils for carbon sequestration applications. 

 

5.6.5 Replication of Regression Analysis on the Portable SIBS Instrument 

One of the first objectives was to replicate the regression analysis as seen in 

section 5.6.4 on the portable SIBS instrument.  Thus, SIBS spectra were collected on the 

8 soils, and a comparison was made between the measured TC, Fe and Si from CHN and 

ICP-OES.  Figure 5.21 shows a representative spectrum collected on soil 4.   The 

intensity of the C (I) line can be clearly identified in the spectrum.  Additionally, the Fe 

and Si emission lines in the spectral region of interest are detectable in the SIBS spectra.  

In this case, due to the increase in resolution, a better separation of the underlying Fe 
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lines to the C (I) line can be seen.  Table 5.11 compares the results using 2 and 3 LVs 

from section 5.7.4 with the regression analysis from the portable SIBS analyzer.  

Although the number of summed data points per sample changed (from 10 to 7), the 

results are promising.  The R2 and RMSECV for each model improved.  However, just as 

seen in the initial regression analysis model, the inclusion of Fe and Si did not improve 

the R2 or RMSECV.  This could be due, in part, to the fact that although Fe and Si do 

dominate the spectral region of interest, there is no correlation between the amount of C 

in the soil and the amount of Fe or Si.  Also, self-absorption of the Fe emission lines near 

the C (I) line was observed in the surrogate Fe soils.  Therefore, a linear correlation of Fe 

is potentially hindered due to the self-absorption, which in turn, might negatively impact 

the use of Fe in the model to predict carbon.  Thus, including these elements in the model 

will not improve the overall prediction of C.  In addition, the results show good linearity 

which further illustrates that there is no interference of the Fe lines with the C (I) line of 

interest.  Finally, the overall improvement of the resolution improved our predictions. 
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Figure 5.21  SIBS spectrum of soil 4 from 245 to 256 nm.  Principal emission features in 
this region are C (I), Fe (I) and Si (I).   

 
 

Table 5.11  A comparison of the two different SIBS instrumentation and the prediction. 
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5.6.6 The Inclusion of TC, IC and OC 

SIBS spectra were collected on the 8 soils, and a comparison was made between 

the measured TC, OC and IC from CSU and SIBS spectra of 8 samples.  Figure 5.22 

shows a representative spectrum collected on soil 4 in the 350 to 370 nm wavelength 

region.  This figure identifies the 358 to 359 nm wavelength region used to evaluate the 

prediction models, and Table 5.12 illustrates the CN vibrational bands found in the UV 

wavelength region.  Recall that Figure 5.21 represents a sample spectrum of soil 4 in the 

248 nm spectral region collected from the portable SIBS analyzer.  PLS was performed 

on the 245 to 250 nm region and the 352 to 366 nm region.  As described in 5.6.4, the 

results indicated good correlation between measured carbon and predicted carbon despite 

the slight overlap between the C (I) and the Fe lines.  In addition, the resolution is 

significantly improved due to the new spectrometers and separation of signals in the 248 

nm region, which also may be a reason for the good correlation.  Table 5.13 summarizes 

the results for the regression analysis for all 8 soils for the prediction of TC, IC and OC.  

Table 5.14 illustrates the resulting model with both 3 LVs and 4 LVs.  Using 3 LVs, the 

resulting model had an R2 value of approximately 0.97 for TC and OC, a RMSECV of 

0.126 (OC) and 0.163 (TC), with a RMSECV of 0.128 (OC) and 0.165 (TC).  Using 4 

LVs, the resulting model had an R2 value of approximately 0.99 for TC and OC, a 

RMSEC of 0.081 (OC) and 0.102 (TC), with a RMSECV of 0.083 (OC) and 0.104 (TC).  

Due to the fact that no improvement was seen when Fe and Si were included in the 

previous models, they were excluded from any further regression analysis.  It is important 

to note that Table 5.13 also includes the relative error for each prediction.  Although in 
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some cases, the difference between the actual and predicted values was small, the relative 

error is still rather large.  This information gives good insight on how small changes in 

the prediction correlate to rather large relative error.  For example, the samples with low 

C concentration have the largest relative error.  This provides a preliminary sense of the 

detection limits of the instrumentation.  In addition, the relative error for most of the IC 

predictions is high, indicating that the current method of determining IC by difference 

may not be the best approach. 
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Figure 5.22 SIBS spectrum of soil 4 from 350 to 370 nm.  The principal emission feature 
in this region is the CN (B-X) in the 358 to 359 nm region.  The region of 352 to 366 nm 
was used to evaluate the prediction models. 

 
 
 
Table 5.12 Peak wavelengths of the molecular bands of the CN emission lines found in 
the UV spectral region.  The (1-0), (2-1) and (3-2) vibrational bands were used to 
evaluate the prediction models [122]. 

 
 

 

0

2000

4000

6000

8000

10000

12000

350 352 354 356 358 360 362 364 366 368 370

In
te

ns
ity

 (a
.u

.)

Wavelength (nm)

CN (B-X)

Molecular Species Vibrational Band Wavelength (nm)
Excitation 

Energy(eV)
Electronic Transition

(0-0) 388.34
(1-1) 387.14
(2-2) 386.19
(3-3) 385.47
(4-4) 385.09
(1-0) 359.04
(2-1) 358.59
(3-2) 358.39

CN System 3.2 B2
Σ+→X2

Σ
+



 

141 

Table 5.13 Prediction results using 3LVs of TC, OC and IC.  IC was determined by the 
difference between the prediction of TC and OC.   

 
 
 
 

Table 5.14 TC and OC RMSEC and RMSECV values for both 3 and 4LVs.  The R2 
values are also listed.  The error is associated with each PLS model. 

 

 

 

 

 

 

 

3 LVs
Sample ---------%--------- Prediction Relative Error

ID OC TC IC OC TC IC OC TC IC
1 1.54 1.62 0.08 1.48 1.56 0.07 3.74 3.89 6.73
2 3.02 4.31 1.29 2.99 4.26 1.27 1.11 1.09 1.04
3 1.25 1.39 0.14 1.40 1.61 0.20 12.35 15.61 44.56
4 2.38 2.50 0.12 2.38 2.50 0.13 0.29 0.02 6.13
5 2.15 2.22 0.07 2.06 2.09 0.03 4.31 6.13 60.25
6 0.58 0.64 0.06 0.36 0.36 0.00 37.49 43.96 102.96
8 0.82 0.85 0.03 0.96 1.02 0.06 16.97 20.29 120.28
9 0.84 0.90 0.06 0.96 1.04 0.09 13.73 15.53 39.49

RMSEC RMSECV R^2 RMSEC RMSECV R^2
0.126 0.128 0.975 0.081 0.084 0.989

RMSEC RMSECV R^2 RMSEC RMSECV R^2
0.163 0.165 0.979 0.102 0.104 0.991

3LVs 4LVs

TC Prediction
3LVs 4LVs

OC Prediction
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5.7 Chapter Conclusions and Future Work 

To accurately determine small changes in soil C and consequently monitor soil 

carbon sequestration, an accurate, robust, and portable instrument must be developed.  

SIBS is a promising and potentially field-deployable instrument for the measurement of 

C in soil.  During this phase, several surrogate soils were developed in order to study 

signal response of C (organic, inorganic and elemental) and Fe as a function of 

concentration.  These results provided information on the limitations of the current 

screw-feed design, as well as the linear range of C and Fe.  In addition, several soils were 

collected and characterized for TC, OC and IC.  Three soils were used to study the effects 

of particle size on signal reproducibility.  It was determined that the particle size does 

play a role in the shot-to-shot variability and reproducibility.  During this phase, PLS 

analysis of a limited data set results in producing a good correlation between the 

predicted and measured carbon concentrations (R2 = 0.93) without the inclusion of Fe and 

Si in the model.   

A portable SIBS analyzer was built at PSI, and tested using a small sample set of 

soils.  This limited data set resulted in producing a good correlation between the 

predicted and measured carbon concentrations (R2 = 0.98).  There was an overall 

improvement in the predictions seen in the portable analyzer when compared to the initial 

data collected at PSI.  Furthermore, the 350 nm to 400 nm spectral region containing the 

CN (B-X) molecular feature was included to predict the fraction of organic carbon.  As a 

result, the fraction of inorganic carbon was also predicted in a model.  This preliminary 
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model of TC, IC and OC demonstrate that it may be possible to predict these fractions of 

soil using SIBS instrumentation. 

 Future work will include testing a large soil data set in order to expand and 

validate the current preliminary model.  These soils will have a broad range of TC in 

order to better characterize the values of the accuracy, precision, LOD and LOQ of the 

instrument.  In total, 100 well-characterized soil samples will be tested to validate an 

improved SIBS instrument prototype.  The continuation of the evaluation of spectral 

windows to discriminate signals related to the presence of organic carbon from inorganic 

carbon will be performed.  In doing so, a more robust model to predict carbon in soil 

samples will be constructed.  Furthermore, the validation of the model will be performed 

using a portable SIBS soil analyzer prototype.  
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Chapter 6 : Preliminary Correlations of Feature Strength in SIBS of Bioaerosols 

This chapter outlines the preliminary studies using SIBS as a possible future 

detection method for bioaerosols.  The majority of research and text in this chapter was 

peer reviewed and published in 20102.  

 

6.1 Introduction  

Bacterial identification has long been an interest for many fields of science 

including microbiology, medicine, health care and military and civilian governmental 

organizations.  For example, rapid detection and identification of harmful aerosols such 

as Bacillus anthracis (anthrax) are critical objectives of both military and civilian entities 

[123].  The use of Sarin gas in the 1995 Tokyo subway attack and the distribution of 

Anthrax spores through the U.S. Postal Service in 2001 are two examples that 

demonstrate the need for chemical and biological warfare agent sensors [124].  However, 

rapidly detecting and distinguishing between hazardous and nonhazardous bacteria is no 

easy task.  Several optical systems have been developed in recent years in order to 

identify bacteria in the aerosol form.  Most of these systems rely on fluorescence to 

distinguish between bioaerosols from non-bioaerosols [125-127].  In general, these 

instruments can run continuously and in real time to trigger and provide a warning for the 

                                                 
2 Schmidt, M.S. and A.J.R. Bauer, Preliminary correlations of feature strength in spark-induced 
breakdown spectroscopy of bioaerosols with concentrations measured in laboratory analyses. Applied 
Optics, 2010. 49(13): p. C101-C109 
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existence of potentially life threatening bioaerosol particles.  One limitation in using 

fluorescence as a detection method is the fact that there are frequent false alarms.  The 

UV-visible fluorescence systems are incapable of distinguishing or identifying between 

types of harmful or harmless micro-organisms.  In addition, this type of system cannot 

determine the difference between molecules with similar fluorescence peaks, such as 

polycyclic aromatic hydrocarbons or  [123]. 

Current biochemical techniques such as polymerase chain reaction (PCR) can be 

used to identify the genus and species of bacteria [128-130].  However, PCR and DNA 

sequencing methods require time.  Although these methods are very specific, they do not 

provide real-time measurements required for fast action.  In recent years, there has been 

several research efforts focused primarily on laser-based detection and identification of 

bacteria.  Specifically, LIBS has been applied as a spectroscopic method of determining 

hazardous bioaerosols in air.  A number of groups have demonstrated the ability of LIBS 

for chemical and biological detection as simulants and bioaerosols [10, 40, 131, 132].  

The use of both nanosecond and femtosecond pulse width lasers have been used to 

produce the LIBS plasma [46, 133].  However, the use of LIBS as a detection method of 

bioaerosols is still a relatively immature technique, and the instrumentation is expensive. 

This chapter focuses on the first fundamental studies conducted to compare the 

signal output of bioaerosols with SIBS with the optical collection placement.  This 

chapter also focuses on both elemental and molecular features acquired in SIBS analysis, 

and the preliminary results of SIBS signals compared to laboratory elemental analysis 
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with proton-induced x-ray emission (PIXE) and combustion analysis for carbon, 

hydrogen and nitrogen (2400 Perkin-Elmer CHN Analyzer).   

 

6.2 Bioaerosol Generation and Instrument Design 

Aqueous droplets containing bacteria and spores were generated by feeding a 

suspension of sample material through a polydisperse atomizer nozzle (Sono-tek, Milton, 

NY).  The operating principles of the nozzles employ high frequency waves.  Disc-

shaped ceramic piezoelectric transducers convert electrical energy into mechanical 

energy.  The signal is amplified at the atomizing surface by two titanium cylinders.  The 

nozzles are configured so that the excitation of the piezoelectric crystals creates a 

transverse standing wave along the length of the nozzle [134].  This frequency vibration 

is coupled into the fluid, which generates polydisperse aerosols.  The size of the droplet is 

a function of the frequency and fluid flow rate through the nozzle orifice 
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where Q is the fluid flow and f is the frequency.  In the case of the Sono-tek unit, it 

generates droplets with an average output particle diameter of 18 µm.  Aerosols generated 

in this way have been previously characterized with a TSI Aerodynamic Particle Sizer 

prior to spark analysis [16].   

The droplet generator was situated at the top of a Plexiglas tube in a downward-

directed orientation toward the drying column.  During this process, these droplets were 
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entrained in air, and fall through a heated column (Figure 6.1).  The air in the column was 

heated to 110°C to remove water from the particle droplets.  The particles dry during the 

traverse and are delivered to the spark gap through a pumping system.  The spark gap 

occurs between two rod-shaped electrodes that are placed approximately 3.5 mm apart 

and are placed at the centerline of the collection optics.  Once the particles fall through 

the spark gap, they are collected on the bottom of a Plexiglas extension under the drying 

column that houses the spark gap.  This filter prevents particles from exiting the 

generator and contaminating the air pump.  These analyses demonstrated that under low 

density conditions described here, dry aerosol is formed of individual particles and that 

very few are presented in agglomerated form. 
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Figure 6.1  Drawing of spark gap and lens tube section interfaced to an aerosol generator 
that produces the sample described in the text. Air is pumped through the porous cylinder 
that forms the generator and dries and delivers the particles produced by the nebulizer to 
the spark gap [17]. 
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The electrodes were mounted within the sampling assembly house, which also 

had a quartz window to pass the spark emission to optical fibers.  This window was 

sealed to prevent any escape of the bioaerosols while allowing for the collection of the 

spark emission.  As the particles were presented to the spark gap, the power supply was 

energized and 700 mJ sparks were generated at a rate of 1 Hz, while the aerosolized 

samples continued to flow through the gap at atmospheric pressure.  The sparks produced 

at this power were cylindrical, and each spark typically processed many particles.  The 

spark is a two-step phenomenon in which an initial arc event (high voltage and low 

current) occurs to reduce the electrical resistance of the air in the electrode gap before a 

capacitor bank discharges across the spark gap.  Full discharge of the spark circuitry has a 

time constant of about 8–10 µs, during which time the plasma is formed and the sample 

ablated.  As the particles were processed by the spark, light from both atomic and 

molecular emission was focused into an optical fiber and transmitted to a 1/4 m 

spectrometer with a 1200 lines/mm grating and then to an Andor iStar ICCD.  This 

instrumentation describes the general design for the SIBS bioaerosol analyzer.  Further 

details will be described in the next section that deals with the focused optical position in 

relation to the electrodes.  
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6.3 Preliminary Electrode Position Correlations 

The purposes of early experiments were to better characterize aspects of the 

plasma by varying the electrode placement relative to the optical collection in the 

apparatus in the presence of various sample types.  This is necessary because the plasma 

is not homogenous.  Therefore, temperature and ablative processing rates differ by 

location within the spark gap.  Another purpose of these experiments was to identify and 

optimize atomic emission lines such as calcium, and molecular features such as CN (B-

X) signals associated with Bacillus thuringiensis (Bt).  Plasma shape changes as a 

function of time, and there are large temperature differences within the plasma which can 

be observed by changing the electrode position.  A single bacteria sample, Bt, was used 

to correlate spectral intensity with respect to the electrode position.  Bt aerosols were 

studied in the spectral regions around 279 nm and 380 nm.  Specifically, calcium lines 

were studied to determine differences in signal behavior at the various electrode 

positions.  Aerosolized DI water and electrode material alone were also studied as 

background.  The electrodes were originally placed so that the focus of the optics covered 

the energized side (hot electrode) of the gap.  The gap was then translated to allow optical 

probing of the center of the plasma.  Finally, the gap was moved further until the 

emission at the ground side of the gap was in view of the collection optics.  Figure 6.2 

illustrates the SIBS design that houses the electrodes.  During this experiment, the 

electrode position was translated in order to capture the spark emission at different focal 

points.   
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Figure 6.2  Photographs of the SIBS design.  A). Close-up of the electrodes and the 
optical translation. B). Photograph the collection optics. C). The ¼ m monochromator 
coupled with the ICCD detector.   
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6.4 SIBS of Bioaerosol Samples 

The following sections describe the three biological samples used to correlate 

feature strengths of SIBS with laboratory determined elemental composition.  These 

samples were used as simulants for hazardous bioaerosols.  In addition, specific details 

for this experiment are described in the appropriate sections. 

 

6.4.1 Biological Simulants  

Three biological samples were used as simulants for hazardous bioaerosols: 

Bacillus thuringiensis (Bt), Ragweed pollen (Rw), and Johnson grass smut (smut).  Bt 

was obtained from Certis USA, (Javelin WG Tech Grade).  Well-characterized ragweed 

and smut powdered samples were purchased from Thermo Scientific Particle Products.  

Bt particles have an average aerodynamic diameter of about 1.5 µm [36].  With an input 

suspension of 77mg in 100 mL of water, there are 4.6 × 105 particles/cm3 of air in the 

sample stream delivered to the analytical region.  The spark gap is 3.5 mm wide, and the 

sparks appear to be about 1 mm in thickness.  Given these dimensions, there are about 

400 particles of Bt present in the spark gap at the time of each analytical spark.  Johnson 

grass smut particles have an aerodynamic diameter of 8 µm [37].  Given the same 

concentration of aqueous suspension, there are about 3 particles of smut fungus in the gap 

for each analysis.  Lastly, ragweed pollen has a reported aerodynamic diameter of about 

20 µm, which statistically yields 1 particle per 6 sparks [37].  All samples are assumed to 

have the same mass present in the spark gap, 0.7 µg of particles, for each spark analysis. 



 

153 

In this system, the electrode tips are not protected from sample particle impact.  

Particles tend to settle on the electrodes, and it is likely that at the low repetition rate of 

the current work (1 Hz) there is a signal contribution from the sample material that 

accumulates between pulses on the electrodes.  This will affect an actual system for the 

monitoring of hazardous bioaerosols more than the experiment described here, as the 

delivered mass per time is held steady and material buildup on the electrodes remains 

consistent for all three sample types. 

 

6.4.2 Data Acquisition of Three Bioaerosols 

Spectra of the three biological aerosols were collected in windows about 40 nm 

wide.  The data acquisition delay times of the collected spectra were varied from 1 µs to 

30 µs, with a gate width of 1 µs.  Data for 50 sparks were acquired at each delay time.  

Spectra were acquired in two principal wavelength windows to observe both atomic and 

molecular features of interest.  Spectral windows were acquired of all samples with the 

central wavelength of the spectrometer system held at 300 nm and 366 nm. The 

biological samples were compared to background spectra of a filtered air flow containing 

relative humidity matched to that of the sample flow containing the bioaerosol.  

 

6.5 Results 

The following sections outline the results found from both the electrode position 

study as well as the spectral correlation between elemental compositions of the three 

biological samples as measured by combustion and PIXE analysis. 
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6.5.1 Electrode Position Results 

The purpose of the electrode experiments was to better characterize aspects of the 

plasma by varying the electrode placement relative to the location of the probed volume 

in the apparatus in the presence of Bt.  Plasma shape changes as a function of time and 

focal point.  There are large temperature differences within the plasma, which can be 

observed by changing the electrode position.  The electrode placement experiment 

indicated that by focusing the optics on the hot electrode, the full time profile of the peak 

intensity of the sample can be observed.  Figure 6.3 shows the time profile of calcium II 

at the hot electrode compared to signals related to electrodes only and water.  By 

observing the full time profile of calcium II, it appears that the maximum peak intensity 

occurs at 4µs.  Figure 6.4 shows the time profile of calcium II at the ground electrode, 

which does not give a full time profile of the peak intensity.  This experiment also 

confirmed spectral differences between the hot and ground electrode position.  Figure 6.5 

illustrates high-resolution data collected with optimized instrumentation configuration.  

Figure 6.5 shows spectral data in the 365 nm to 405 nm region, which depicts Ca II, N II, 

O II and CH (A-X) atomic and molecular features.  This spectrum is representative of Bt 

with 81mg/100mL aerosol sample with the optics focused on the hot electrode.  In 

addition, by focusing the data collections on the hot electrode, molecular features are 

observed where as these features were not observed while focusing on the ground 

electrode.  Thus, all data were collected in the following sections while focusing on the 

hot electrode. 
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Figure 6.3 Time profile of calcium II (393.36 nm) focused at hot electrode. 

 

 

Figure 6.4 Time profile of calcium II (393.36 nm) focused at ground electrode. 
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Figure 6.5 Bt 81 mg/100mL from 365-405 nm.  Focused on hot electrode, and the Ca line 
at 393.36 nm is highlighted. 
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6.5.2 Elemental Composition Results 

The major elements present in the three powdered biological samples are 

presented in Figure 6.6.  Carbon, nitrogen, and hydrogen amounts were acquired with 

combustion analyses.  Minor elements were acquired with PIXE and are shown in Figure 

6.7.  Concentration of oxygen was calculated in a mass balance from the other results.  

This information was used to create response curves.  The carbon, nitrogen, and hydrogen 

concentrations of the samples vary widely, as do the trace elements.  These preliminary 

data indicate that elemental composition may be useful in the classification of bioaerosol 

material, even though the sample set is not large enough to be statistically significant. 
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Figure 6.6 Elemental analysis of Bacillus thuringiensis (Bt), ragweed pollen, and Johnson 
grass smut. Major elements were measured with a Perkin-Elmer CHN analyzer by 
Elemental Analysis Inc., Lexington, Kentucky, USA [17]. 

 
 

 
 
Figure 6.7  Elemental analysis of Bacillus thuringiensis (Bt), ragweed pollen, and 
Johnson grass smut. Minor elements were measured with proton-induced x-ray emission 
(PIXE) by Elemental Analysis Inc., Lexington, Kentucky, USA [17]. 
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6.5.3 SIBS Atomic and Molecular Features 

Understanding the relationship between the concentration of various elemental 

species and the SIBS signals is a key goal of this work.  Besides the electrode lines, the 

atomic features most prominent in the wavelength regions under study are Ca, Fe, and Si. 

There are also ionized N lines present.  Molecular emission features of CN (B2Σ+− X2
Σ

+), 

OH (A2
Σ

+− X2
Πi), and N2

+ (B2
Σu

+ − X2
Σg

+) are all known to be present in the region 

between 350 and 400nm [12].  The 0–0 band head of CN (B to X) is located at 388.3 nm, 

and the vibrational manifold extends to the blue (1–1 band head at 387.1 and 2–2 band 

head at 386.1 nm).  These CN features are clearly apparent in all samples, particularly at 

times early in the plasma evolution.  The OH features in this region coexist with N2
+ 

features from 345nm to nearly 360nm.  Because of the degree of overlap of these two 

species and their diffuse spectra, even though they are clearly visible in the spectroscopy, 

their relative abundances are difficult to assess.  These are the chief emission features of 

interest to this study and are tabulated in Table 6.1.  The molecular features were only 

evident by focusing the signal collection optics on the hot electrode. 
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Table 6.1  Principal lines observed in the SIBS analysis of bioaerosols [17]. 
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6.5.4 Spectral Results 

Representative spectral data in two wavelength regions are shown in Figure 6.8 

and Figure 6.9. Both figures show only emission spectra for the three samples at one 

delay time (1 µs for the 300nm region, 2 µs for the 366nm region) for simplicity.  Major 

features are labeled in the captions and are also found in Table 6.1.  The elements from 

the bioaerosol samples are intermixed with lines from the electrode material, which is 

ablated each time the spark is fired.  These electrode lines are well characterized, and 

their presence helps not only to calibrate wavelength, but to understand the temperature 

evolution of the spark. 
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Figure 6.8  SIBS spectra of Bacillus thuringiensis (Bt), ragweed pollen (RW), and 
Johnson grass smut (smut) from 350 to 390nm. Principal emission features in this region 
are Ca (370.60 and 373.69 nm), CN (B to X, 387.1 and 388.2 nm), N2

+ (between 350 and 
360 nm) and Si (390.55 nm) [17]. 

 

 

Figure 6.9  SIBS spectra of Bacillus thuringiensis (Bt), ragweed pollen (RW), and 
Johnson grass smut (smut) from 285 to 320nm. Principal emission features in this region 
are Ca (315.89, 317.93, and 318.13 nm) and Si (299.5 nm). The bright feature at 288.8 
nm is an electrode line [17] 
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This spectral information was processed in a variety of ways.  Time profiles of 

each important emission feature were created with background corrected peak height.  

Temporal evolution of CN signals from all the samples are shown in Figure 6.10.  There 

is a small amount of CN generated in the sample-free plasma, produced from N and C in 

the plasma from N2 and CO2 in the air. Using laser-induced fluorescence database and 

spectral simulation software (LIFBASE) and National Institute of Standards and 

Technology (NIST) atomic line databases [122, 135], we have created a model spectrum 

at 6000 K that roughly reproduces the spectral data (alkalis and alkali metal elements, 

known to be present in many biological materials, are not included in the model for 

simplicity), and demonstrates the aforementioned molecular complexity in the 350–

360nm region.  This modeled spectrum is shown in Figure 6.11.  

The temporal profile in Figure 6.10 shows the CN time profile associated with all 

three biological samples and a background with matched relative humidity.  The profile 

in this figure seems to indicate the presence of two sources of CN emission, the first 

being from the sample as it is being processed by the spark, and a second as CN appears 

to also be generated in the plasma from the recombination of N2 from the air with carbon 

in the sample.  Error bars in Figure 6.10 indicate uncertainty by percentage (Bt 7%, 

ragweed 10% and 15% for both humid air and smut sample), which is correlated to the 

amount of uncertainty typically seen in electrode- only sparks at these signal levels.  The 

background correction was performed by using one-point correction.  Through this 

method, any remaining Bremstrahlung and continuum emission is removed.  As 
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previously mentioned, a small amount of CN is formed and can be detected when 

comparing the background signal to the signals produced by the three samples of interest. 
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Figure 6.10  Background corrected CN temporal profile at 388.2nm (0 to 0 vibrational 
band) for Bt, RW, Johnson grass smut smut, and air with matched relative humidity as a 
background [17]. 

 

 

Figure 6.11  Modeled molecular spectra convolved with electrode lines. This synthetic 
spectrum models the same spectral region seen in Figure 6.8.  Molecular features (CN 
and N2

+) were modeled at 6000 K [17]. 
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There are interesting differences in the time profiles of each of the samples.  These data 

clearly appear different than CN spectra excited with both nanosecond and femtosecond 

lasers.  Baudelet et al. reported that in the case of femtosecond LIBS, CN can be 

observed from bacterial samples and identified as originating from ablation of protein 

structures within the cells [46, 133].  They also performed the analysis on graphite 

samples, which show markedly different behavior, supporting a recombination CN 

production channel.  In the case of the current SIBS data, the growth portion of the time 

profile actually takes place during the excitation spark, which complicates the analysis of 

the results.  The time profile of Ca II at 373.69 nm is shown in Figure 6.12, and is 

background corrected through a one-point correction as performed on the CN feature in 

Figure 6.10.  The time profile of ionized Ca is representative of the behavior of most 

elements in the post spark environment, in that it has a peak during the excitation pulse 

followed by emission decay.  As expected, the decay of emission features is faster for 

ionized species than neutral ones.  This graph is shown as a comparison to the time 

profile of the CN (Figure 6.10), which shows a period of signal growth before the decay 

begins, rather than the exponential decay expected in the case of most atomic features.  
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Figure 6.12  Background corrected Ca II temporal profiles (373.69 nm) for Bt, RW, and 
smut [17]. 
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The temporal profiles are important for the signal optimization of the species of 

interest.  While peak height and peak area measurements in direct plasma ablation 

spectroscopic techniques are only rarely related in a meaningful way to concentration, 

total emission over the duration of the feature is often related [16].  Therefore, the 

emission characteristic used to create the response curves is the sum of the signal in the 

time profile.  In cases where the emission line is relatively free of interference from 

emissions of other species, the relationship between this signal summation and elemental 

analysis appears to be nearly linear.  This type of relationship is shown in Figure 6.13 and 

Figure 6.14.  Figure 6.13 shows integrated background subtracted signals of the CN 

vibrational features at 387.07nm (dashed line).  Especially noteworthy in this preliminary 

data is the correlation between the measured concentration of nitrogen in the sample and 

the integrated signal of the CN spectral data.  The correlation between these two values 

appears to be reasonable, at least in these three cases, in spite of the fact that there is 

about 2.5 µg of air in the spark gap and about 0.7 µg of sample.  Background CN signal 

from excitation of humidified air is also present, from plasma excitation of N2 and CO2 in 

ambient air.  A linear fit of these data has an R2 of 0.934.  

Similarly, we observed good correlations in the case of signals from Fe, Ca, and 

Al with elemental analysis in this wavelength region.  The integrated Ca II (373.69 nm) 

data are plotted against PIXE Ca data in Figure 6.14.  A linear fit of these data has an R2 

of 0.995.  The silicon lines at 288.16 and 390.55 nm do not have linear relationships with 

the elemental composition data.  There are electrode lines and other atomic lines 

underlying each of these features, complicating the interpretation of the emission strength 
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in these regions.  Given a clear line, however, these preliminary data demonstrate good 

agreement between the summed atomic and molecular emissions and the independently 

measured elemental composition.  However, these results are preliminary and do not yet 

indicate that SIBS can be used to classify biological aerosols.  There are several 

challenges which make the ability to distinguish between biological species difficult.  For 

example, it is not be probable to pre-test every possible type of bacteria to put into a 

database.  Thus, while our research indicates linear correlation between measured 

elemental composition and signal emission, the preliminary data presented in this chapter 

does not show that SIBS can be used to distinguish and classify bioaerosols at this point. 
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Figure 6.13  Plot of integrated background corrected peak height of CN (387.1nm) 
feature versus % N by weight as analyzed by combustion in the laboratory. R2 of line 
drawn through these data is 0.934 [17]. 

 

 
 
Figure 6.14  Plot of integrated background corrected peak height of Ca II (373.69 nm) 
versus % Ca by weight as analyzed by PIXE. R2 of a line through these data is 0.995 
[17]. 
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6.6 Chapter Conclusions 

First, the early electrode position study was important to the overall fundamental 

understanding of SIBS technology.  As previously mentioned, SIBS is a relatively new 

analytical tool to quantify the elemental composition of samples.  Therefore, the basic 

understanding of how the spectral signals behaved at different focused regions of the 

plasma is crucial for the optimization of SIBS.  The data presented in this chapter 

indicated that by focusing on the hot electrode, a full intensity profile of calcium could be 

obtained.  This is important when determining the optimal data acquisition profile for the 

elements of interest.  In addition, it was observed that by focusing only on the hot 

electrode, molecular features were observed.  The different time profiles achieved while 

focusing at different probed volume of the plasma indicates that the plasma is not 

homogenous.  This is also evident in the fact that no molecular features were observed 

when focused on the ground electrodes in the preliminary data.  Thus, all the data 

presented was collected while focusing on the hot electrode.     

Second, the preliminary work lends credence to previous claims that the 

integrated emission strength has a relationship with independently established elemental 

composition measurements.  In four out of five emission features, there appears to be a 

linear dependence between the temporally integrated feature strength and the 

concentration of the associated element.  In the case of Si, the emission features in these 

wavelength regions are not free of interference from other elements.  Additionally, it has 

been observed in this small and preliminary data set that the CN (B–X) emission has a 

linear relationship with the nitrogen content of the sample as determined with combustion 
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analysis.  In addition, these data demonstrate varying decay kinetics from sample to 

sample.  These results present preliminary data correlating atomic and molecular 

emission strengths with elemental analysis.  However, further research must be 

performed in order to determine if SIBS is a viable application to classify biological 

aerosols.   
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Chapter 7 : LIBS Spectroscopic Studies of Hematite in Simulated Martian 

Atmosphere 

 

7.1 Introduction 

In recent years, the use of LIBS for planetary exploration has been proposed.  In 

fact, NASA’s Mars Science Laboratory (MSL) rover, named Curiosity, contains the first 

LIBS instrument (ChemCam) for the exploration of Mars [28].  The primary goal of 

ChemCam is to investigate and analyze the diversity of the Martian geochemistry [136].  

Mars has an atmosphere which is comprised of approximately 95.3% carbon dioxide, 

2.7% nitrogen and 1.6% argon, with an average atmospheric pressure of about 7 T (varies 

from 1 to 9 T), depending upon altitude and meteorological conditions.  Earth, on the 

other hand, has an atmosphere which is comprised of approximately 78% nitrogen, 21% 

oxygen, 1% argon and trace amounts of carbon dioxide [29].  Thus, the atmospheric 

composition and pressure on Mars produces different physical properties of the plasma 

compared to Earth [28]. 

Several studies have been conducted to understand the effect of pressure on the 

LIBS spectra [5, 20, 137-140].  Yalçin et al. found that when using a femtosecond laser at 

low pressures, the emission peaks are better defined and background emission is reduced 

[138].  They also observed an increase in peak intensity at low pressures similar to the 
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Martian atmosphere (1 to 4 T).  However, a simulated Mars atmosphere was not used 

during this study.  Sallé et al. studied the influence of the ambient pressure, 7 Torr of 

CO2, on the calibration curves prepared from soil and clay pellets [137].  Results 

indicated that useful calibration curves could be obtained at reduced pressure, and these 

curves from clays and soils showed that matrix effects appear less important at low 

pressures.  Conversely, an atmosphere comprised of pure CO2 was used to simulate the 

Martian atmosphere, when the Mars atmosphere is approximately 95% CO2.  Thus, the 

calibration curves produced under pure CO2 could be inaccurate when applied to data 

from Mars.  In fact, some researchers often use only CO2 to represent the Martian 

atmosphere in laboratory simulations and calibration efforts [139, 140].  Many variables 

can affect LIBS signal such as, temperature, laser power, gating delay and width, sample 

surface conditions and the composition of the atmosphere.  Further studies will improve 

the ability to optimize the use of LIBS in harsh environments such as Mars. 

The objective of this study was to evaluate how different pressures and 

atmospheric compositions altered LIBS spectra of a simulant of a Martian mineral. 

Initially, this research focused on understanding how the changes in atmospheric 

composition would impact spectral linewidths.  The hypothesis was that the LIBS spectra 

under a CO2 atmosphere will behave differently than LIBS spectra under a more carefully 

simulated Martian atmosphere.  Our research group hypothesized that the small amounts 

of N2 and Ar under low pressure might significantly alter the behavior of the plasma 

formation, and therefore, the apparent atom emissions.  This is due to the fact that a pure 

CO2 atmosphere has a higher thermal conductivity than a Martian atmosphere.  A high 
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thermal conductivity means that the heat transfer occurs faster than a low thermal 

conductivity.  Thus, the Mars-simulated atmosphere would provide a plasma that 

transfers heat at a slower rate, which would result in a longer plasma lifetime.  In 

addition, Ar has a high ionization potential which means it does not readily give up 

electrons.  Thus, Ar easily ionizes elements within a sample compared to CO2.  

Furthermore, the high ionization potential of Ar might increase the potential for plasma 

shielding, which would result in smaller plasmas compared to a CO2 atmosphere [141].  

These differences should influence plasma formation, and these differences should be 

observed in the linewidths, intensities, and plasma size as a function of atmospheric 

composition and pressure. 

Comparisons between linewidths and pressures as well as plasma size verses 

pressure was studied to observe differences, if any, between the two different 

atmospheres.  Another purpose of this research was to illustrate that the signal intensity is 

influenced not only by the concentration of the element in the sample, but also by the 

properties of the plasma itself [142].  

 

7.2 Experimental Design 

The following sections outline the different experimental details between the 

various studies.  First, early LIBS work included building a vacuum chamber in order to  

study the LIBS spectra from hematite.  An atmosphere comprised of CO2 was analyzed at 

three different delay times.  The goal of this study was to show the spectral behaviors as a 

function of delay time in a CO2 atmosphere.   
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Second, later LIBS work included the use of a motorized XY stage while 

maintaining a similar vacuum chamber setup.  This research also involved the use of a 

more accurate Martian-simulated atmosphere comprised of not only CO2, but Ar and N2.  

The purpose of this was to determine whether there are spectral differences based on the 

atmospheric make-up.   

 

7.2.1 Establishment of Early LIBS Experiments 

A large portion of this research included the design and building of a proper setup 

that would allow the study of hematite under varying pressures.  Hematite was used as a 

Mars simulated surface due to iron rich nature of Martian soil [143].  An INNOV-X 

portable x-ray fluorescence device (PXRF, Olympus, Woburn, MA) was used to 

determine the elemental concentrations in the rock used during analysis.  Table 7.1 

includes the composition of the predominant elements found in the hematite.  Figure 7.1 

illustrates the design for this experiment.  LIBS experiments were carried out using Q-

switched Nd: YAG laser (Quantel, Bozeman, MT) that had an output wavelength of 1064 

nm.  The beam energy was 110 mJ per pulse, and the laser pulse width was 10.3 ns with a 

repetition rate of 20 Hz.  The plasma that is created from the ablative pulse emits light 

that is collected by a fiber optic bundle situated at a 45° to the direction of the laser input 

focused onto sample surface.  This information was delivered to a ¼ m spectrometer with 

a 1200 l/mm grating interfaced to an Andor iStar ICCD (Andor Technology, South 

Windsor, CT).  For these initial experiments, an unpolished oolitic sample (containing 

hematite) was attached to a stationary platform.  This platform was used to position the 
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hematite directly under the collection optics at a 45° angle.  Thus, the sample was 

stationary during data collection, and was only moved periodically after several data 

points were collected.  This was done primarily so that the vacuum was not broken during 

sampling.  Three delay times were collected for this work (0.5, 1.0, 1.5 µs), with a gate 

width of 1 µs.  20 laser shots were taken at each pressure and averaged.  The range of the 

collected spectrum is approximately 40 nm, and the center wavelength was set to 380 nm.  

The glass container was connected to a CO2 cylinder through a flowmeter, as well as a 

capacitance manometer to measure the pressure inside the chamber. 

A pure CO2 atmosphere under reduced pressure was used to determine the effect 

of atmosphere on the spectra produced by the plasmas.  A CO2 atmosphere was measured 

from 0.1 to 600 Torr (T).  To test this, a CO2 cylinder was opened and allowed to fill the 

vessel. The pump was then turned on to create the vacuum at 0.1 T, which purged the 

chamber of Earth atmosphere.  A continuous flow of CO2 was regulated to maintain a 

constant pressure at each measurement.  Each time the desired pressure was achieved, the 

laser was turned on and data collected.   Data were collected approximately every 1 T 

from 0.1 to 15 T and then every 10 T after that up to 100 T.  Subsequently, readings were 

only taken every 50 T, up to 600 T.  This was repeated for each of the three delay times. 

The spectra created by each of these pressures in each of the atmospheres were 

then fit to Gaussian profiles using WaveMetrics (Igor) software to determine the 

linewidths of the elements of interest.  Ca II at 396.85 nm was the principal peak 

analyzed.  The plasmas created by the pulses were also imaged by a digital camera 

(‘night’ setting in a dark room) to correlate the size of the plasma to the pressure at which 
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it was taken.  These images were processed with Adobe Photoshop to determine the 

number of pixels in the plasma-illuminated region.  These data were collected as a 

function of CO2 pressures from 0.1 to 590 T.   
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Figure 7.1 A schematic diagram of the early experimental LIBS setup for analyzing 
oolitic hematite sample under a CO2 atmosphere.  A digital camera mounted on a stand 
was used to collect plasma images. 

 
 
 
Table 7.1  Elemental composition determined by XRF of the hematite used during data 
analysis.   

 
 
 

 

Element % Composition ±
S 3.68 0.27
K 1.76 0.04
Ca 6.06 0.11
Ti 0.61 0.02
Ba 0.05 0.005
Cr 0.01 0.002
Mn 0.14 0.004
Fe >10%
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7.2.2 Experimental Design Comparing Earth, CO2 and Mars Atmospheres 

During these experiments, the laser and vacuum chamber design were maintained 

from the previous section.  However, there were changes to the sampling platform and 

surface.  First, a cut and polished hematite sample was used in order to maintain a 

constant focal distance between the focal lens and sampling surface, and therefore, reduce 

shot-to-shot variability during sampling.  The hematite sample was also attached to a 

motorized XY stage, which was placed inside the evacuated glass chamber (Figure 7.2).  

The stage was motorized so that the position of the rock was controlled without breaking 

the vacuum inside the chamber.  The primary reason for translating the hematite sample 

during analysis was to avoid repeated ablation at the same location which creates a crater 

and changes the focal distance between focusing lens and sample surface [144].  In 

addition, it is important to sample many areas of the hematite sample to account for 

inhomogeneity [145].  Averaging the spectra over different locations on the hematite 

sample gives a more accurate correlation with the bulk composition of the sample.  The 

motorized XY stage was engineered in the lab.  Two identical miniature dovetail manual 

translation stages were purchased from ThorLabs (Newton, NJ).  These were attached 

together in such a way that one would move left and right (X plane) and the other would 

move up and down (Y plane).  To motorize the manual stages, an RC controller with 

servo motors and gear wheels were purchased.  The gear wheels were each attached to 

each of the stage translational knobs.  Each stage had its own servo to control the 

movement in either the X or Y direction.  The servos were secured to the stage inside the 

vacuum chamber, and a rubber band was used to connect the wheels on the servo motor 
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to the wheel on the stage.  The motors were adapted so that they could turn 360° instead 

of 180°, and therefore be used for continuous operation.  Continuous operation, allows 

for motion control of the stage in both the X and Y stage simultaneously.  This method 

made it possible to reduce the number of shots in the same place while keeping the 

vacuum sealed during the experiment. 

All the measurements were obtained using a 20-Hz repetition rate, with a delay 

time between plasma formation and data acquisition of 1.5 µs and an acquisition gate 

width of 1 µs.  Spectra from 40 laser shots were taken at each pressure and averaged.  

The range of the collected spectrum is approximately 40 nm, and the center wavelength 

was set to 380 nm.  The glass container was connected to three different cylinders (CO2, 

Ar, and N2) through flowmeters, as well as a capacitance manometer to measure the 

pressure inside the chamber.  Therefore, the flow rates of the three gases were maintained 

to deliver the correct gas ratios for a simulated Martian atmosphere.  While collecting 

data under a pure CO2 environment, the Ar and N2 values were closed, and only CO2 was 

allowed to enter the chamber. 

When using pure CO2, a continuous flow of CO2 is added to the vacuum chamber 

until the desired pressure is achieved.  However, when using a gas mixture from three 

different cylinders, one will only know the total pressure, not the fractions from each 

cylinder.  In order to achieve the specific atmosphere needed to simulate a Martian 

atmosphere, the flow rate of the three tanks had to be calibrated.  Each flowmeter was 

calibrated using a soap film bubble flowmeter.  The cylinder and flowmeter was attached 

to the bottom of a volumetric glass tube containing a small amount of liquid soap.  As the 
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cylinder valve pushed air through the tube, a flat soap bubble is interposed in the flow 

path.  While the air flow causes the soap film to move from one volume mark to another, 

the travel time is measured with a stopwatch.  The flow rate can then be directly 

calculated using the travel time and the known tube volume.  The rate at which the 

bubbles traveled corresponded to a certain reading on the flowmeter at each pressure 

output from the cylinder valve.  This procedure was repeated at several different valve 

settings for each gas cylinder, and a linear regression was performed for each. By using 

the information obtained from this calibration curve, it was possible to know the exact 

valve settings at which CO2 accounted for 95% of the total gas flow, N2 accounted for 

3%, and Ar accounted for 2%. 

Two main experiments were done to determine the effect of atmosphere on the 

spectra produced by the plasmas.  First, a pure CO2 atmosphere was measured from 0.1 to 

200 T. To test this, the CO2 cylinder was opened and allowed to fill the vessel. The pump 

was then turned on to create the vacuum at 0.1 T.  CO2 was used to slowly pressurize the 

chamber to get the remaining measurements.  Each time the desired pressure was 

achieved, the laser was turned on and data collected.  Data were collected approximately 

every 1 T from 0.1 to 15 T and then every 10 T after that until 100 T.  Subsequently, 

readings were only taken every 25 T.  Next, a more accurate Mars simulated atmosphere 

was tested, with 95% CO2, 3% N2, and 2% Ar.  This was achieved by allowing the CO2, 

N2, and Ar valves connected to the flowmeters to be opened in proportional amounts to 

the representative percentages.  The same procedure was used to evaluate from 0.1 to 200 

T.  In addition, spectral data was collected under Earth atmosphere from 0.1 to 600 T.  
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The objective of this was to observe differences in the spectral line widths and intensities 

between Earth ambient atmosphere compared to those of CO2 and Mars. 

The spectra created by each of these pressures in each of the atmospheres were 

then fit to Gaussian profiles and analyzed using WaveMetrics (Igor) software to 

determine the linewidths of the elements of interest.  Ca II, Al I, and Fe I were the 

principal peaks analyzed.  The plasmas created by the pulses were also imaged by a 

Phantom v7.3 high speed camera (Vision Research, Wayne, NJ) to correlate the size of 

the plasma to the pressure at which it was taken.  These images were processed with 

Adobe Photoshop to determine the number of pixels in the plasma-illuminated region.  

These data were collected as a function of CO2 and Martian-simulated atmospheres using 

pressures from 0.1 to 200 T. 
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Figure 7.2 A schematic diagram of the LIBS setup for analyzing hematite sample under a 
CO2 and Martian atmosphere.  Each cylinder was attached to a valve and flowmeter.  A 
mixing valve was in place prior to the glass chamber in order to allow proper gas ratios 
into the chamber.   
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7.3 Results 

The following sections present results for both preliminary studies of pressures 

under a CO2 atmosphere and a Mars-simulated atmosphere.  The main purpose of this 

research was to observe differences, if any, between a pure CO2 and a Mars-like 

atmosphere.  Earth atmosphere was also analyzed under 0.1 to 600 T in order to make 

general observations of the differences between spectral line widths and intensities.  

Section 7.3.1 includes CO2 data only using an unpolished, stationary hematite sample. 

Section 7.3.2 includes CO2, Earth and Mars atmospheres using a polished hematite 

sample attached to a motorized stage for data collection.   

 

7.3.1 Results of a Pure CO2 Atmosphere 

LIBS spectra of hematite samples were obtained at a variety of pressures at three 

delay times including 500 ns, 1.0 µs and 1.5 µs.  Figure 7.3 shows sample spectra of the 

wavelength region of 360 nm to 400 nm under a CO2 atmosphere at four different 

pressures with a 500 ns gate delay.  The majority of lines in this region consist of Ca II, 

Al I, Si I and Fe I, and the line assignments were identified and referenced by the NIST 

Atomic Spectra Database [135].  Figure 7.4 represents sample spectra of the wavelength 

region 390 nm to 398 nm under a CO2 atmosphere at four different pressures with a 500 

ns gate delay.  This narrow wavelength region illustrates the broadening of the spectral 

lines as the pressure increases.  At extremely low pressures, the spectral line intensity is 

low.  As the pressure increases, the spectral intensities of the various lines increase until a 

pressure of approximately 11 T is reached.  At this point, the intensities remain 
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statistically constant until approximately 30 T.  At this point, the intensities begin to 

decrease, and is illustrated in Figure 7.5.   
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Figure 7.3 Sample spectra under a CO2 atmosphere at a variety of pressures from 360 nm 
to 400 nm with a 500 ns delay.  Key elemental features are labeled, and the majority of 
the lines in this region consist of Fe. 

 

 
 
Figure 7.4 Four sample spectra under a CO2 atmosphere in the 390 nm to 398 nm region.  
This narrow region illustrates the change in linewidth and intensity with an increase in 
pressure. 
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Figure 7.5  A comparison of the Ca (II) 396.85 nm baseline corrected line intensity of 
hematite under a CO2 atmosphere.  The intensity of the Ca line begins decreasing around 
30 T. 
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To determine linewidths of spectra collected under different conditions, the 

widths of the Ca II peak (396.85 nm) at varying pressures under a CO2 atmosphere were 

fit to Gaussian profiles.  Figure 7.6 compares the Ca II line between the three different 

delay times at a variety of pressures.  A comparison was made between the linewidth of 

the Ca (II) line at 396.85 nm with increasing pressures at three different gate delays of 

500 ns, 1.0 µs and 1.5 µs while maintaining a gate width of 1.0 µs.  The Ca (II) line is 

considerably narrower at low pressures (0.1 to 10 T) with the gate delays of the 1.0 µs 

and 1.5 µs delay times compared to the 500 ns time.  As the pressure increases, the width 

of the Ca (II) line increases at each delay time.  Ideally, one would evaluate several gated 

delay times in order to optimize the spectral signals of interest at pressures resembling 

Mars atmosphere.  This would include maximizing signal intensity while providing the 

best S/N enhancement at 7 T.  These preliminary results indicate that slight changes in 

the gate delay can have significant changes in linewidths.  In addition, the linewidth 

increase is not linear under a CO2 atmosphere, which is to be expected.  The main line-

broadening mechanism is the Stark effect (pressure broadening) which is related to 

electron number density.  The Ca (II) at 396.85 nm has a low energy final level 

(connected to the ground state), which is known to exhibit self-absorption.  At 7 T, self-

absorption is minimized, and an improvement of the spectral data is observed.  This is 

due to the fact that at low pressures, electron collisions are reduced, which results in 

narrow line profiles.  At high pressures, there is an increase in collisions which result in 

broadening. 
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Figure 7.6 Ca (II) 396.85 nm linewidth comparisons of three different gate width delay 
times.  As the pressure increases, the linewidth increases nonlinearly. 
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Another important aspect of this experiment is to compare the plasma size and 

pressure.  Figure 7.7 relates the area of the plasma (pixels) in the images as the pressure 

increases under pure CO2.  These preliminary data do not include errors bars since 

minimal data were collected.  However, the apparent size of the plasma drops with 

pressure, with the exception of behavior at the very low pressure region (< 1 T).  At the 

low pressure region, it is increasingly difficult to form a plasma because of the increased 

expansion due to the lack of sufficient atmosphere to provide adequate plasma 

confinement, and decreased collision excitation.  As the pressure increases, the plasma is 

confined to a small area and is expected to have a higher density.  Although preliminary, 

these results are consistent with other research.  For example, Yalçin et al. examined 2D 

plasma images of a Cu plasma at 760, 1.79, 0.85 and 0.167 Torr [138].  They found that 

the plasma becomes less ordered as the pressure decreases and expands more toward the 

laser as pressure is reduced.  These results coincide with the results found in Figure 7.7.   
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Figure 7.7 Plasma area (pixels) compared to pressure (T) under a CO2 atmosphere. 
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7.3.2 Results of LIBS Spectra under Earth, CO2 and Martian Atmospheres 

LIBS spectra of hematite samples were obtained at a variety of pressures at a 

delay of 1.5 µs and a gate width of 1.0 µs under three different atmospheres.  Figure 7.8 

and Figure 7.9 are sample spectra of the wavelength region of 360 to 400 nm under a 

Mars-simulated atmosphere.  The majority of lines in this region consist of Ca II, Si I, 

and Fe I, and the line assignments were identified and referenced by the NIST Atomic 

Spectra Database [135].  At very low pressures (0.1 T), the overall spectral intensity is 

considerably lower than in higher pressures.  Figure 7.9 illustrates the change in spectral 

linewidths and intensities with a change in pressure.  

In order to assess the effect of the varying ambient pressure, the widths of Ca II, 

Al I and Fe I peaks at varying pressures under both simulated atmospheres were fit to 

Gaussian profiles.  Figure 7.10, Figure 7.11 and Figure 7.12 compare the Al (I) 396.1 nm, 

Ca (II) 396.8 nm and  Fe (I) 362.1 nm lines, respectively, between the two different 

atmospheric (Mars and CO2) conditions from 0.1 to 10 T.  Just as seen in the preliminary 

results using CO2 only, the linewidths increase with an increase in pressure, but non-

linearly.  However, using this preliminary data, there are no statistical differences 

between linewidth and pressure between CO2 and a Mars-like atmosphere.  Table 7.2 

illustrates the linewidths of Al (II), Ca (II) and Fe (I) under three different atmospheres.  

However, for Ca (II) and Al (I), there are statistically significant differences between 

ambient Earth pressure (600 T) and the other two atmospheres at approximately 7 T.  On 

the other hand the linewidth of Fe (I) remains relatively constant between the three 

atmospheres.  These results found in Table 7.2 demonstrate self-absorption.  The line 
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broadening observed in the Ca (II) and Al (I) lines are due to the fact that these lines have 

their energy of the lower level of transition to the ground state [135].  Thus, the line 

broadening in all three atmospheres indicates these lines suffer from self-absorption as 

the pressure increases.  On the other hand, the Fe (I) line at 362.1 nm does not have its 

lower level of transition to the ground state, and its linewidth remains nearly constant 

across all atmospheres.  These results are consistent with those obtained from Sallé et al. 

and Arp et al. at high pressure: the elements that are present at concentrations of more 

than a few percent by weight (Fe and Ca, Table 7.1) in the sample, and have ground state 

transitions, are those that show strong effects of a pressure increase by broadening and 

self-absorption [137, 140].  Elements that are present in low concentrations will not 

exhibit the strong effects of broadening with pressure increase even if they are resonance 

lines.  These results also illustrate that the inclusion of Ar in the Mars-like atmosphere 

did not have an increase in plasma shielding, and therefore, a decrease in linewidths. 

Similarly, the signal intensities of Fe (I), Al (I) and Ca (II) were compared 

between the three different atmospheres as they relate to pressure increase.  Figure 7.13 is 

a comparison of the Ca (II) 396.85 nm emission line between CO2 and Mars atmospheres.  

At low pressures, the electron density and plasma shielding are minimal, which results in 

an increase in signal intensity.  In addition, ablation of the target sample increases with 

decreasing pressure.  At low pressures, plasma shielding is reduced which permits more 

of the incident laser pulse energy to reach the sample surface [5].  At low pressures (< 1 

T), there are reduced excitation and reduced collisions.  As a result, species excitation 

and the element signal decrease with these extremely low pressures.  For pressure below 
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0.001 T, ablated species are no longer confined near the target surface, and are ejected 

immediately upon laser irradiation.  In this case, the time between collisions is so great 

that further pressure reduction does not affect excitation of sample species [5].  However, 

as the pressure increases, the electron density and the plasma shielding increase, which 

result in a decrease of signal intensity [76, 146].  With an increase in plasma shielding, 

part of the laser energy is absorbed by the plasma, and therefore the laser energy 

deposited on the sample is lower, resulting in weaker signal intensities [28, 147-149].  

When the pressure around the plasma increases, the plasma cools more quickly due to the 

reduction of the plasma lifetime and the increase in collisions at higher pressures [141].   

Figure 7.13 also indicates that the Mars plasma is brighter than the CO2 plasma as 

seen by the overall more intense Ca (II) emission line at higher pressures.  Table 7.3 

compares the intensities of the Ca (II), Fe (I) and Al (I) lines in Earth, Mars and CO2 

atmospheres.  Intensities at ambient conditions (600 T) are lower than at Martian or CO2 

conditions.  This is due to the fact that the Mars atmosphere has a lower thermal 

conductivity than air, which reduces the cooling rate of the plasma and results in an 

extended plasma lifetime [5, 20, 138, 139].  A high thermal conductivity (Earth 

atmosphere) medium produces a relatively fast heat transfer which results in a fast 

cooling rate and plasma expansion [141].  This indicates that the Martian conditions are 

ideal for ablation and ionization [28].  However, statistical differences are seen between 

the Al (I) and Fe (I) lines under the Mars and CO2 atmospheres.  This, in part, could be 

attributed to data collection at different rock locations, and therefore, different 

compositional makeup.  Composition analysis was not performed on the hematite 
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samples used during these experiments.  But, this is the most likely cause for the 

differences of line intensities of Al (I) and Fe (I) since both line widths and plasma sizes 

were not statistically different.    

Differences in emission intensity may also be due to the changes in the geometry 

of the plume as a function of pressure.  As the pressure decreases, the plasma becomes 

larger and consequently, the plasma plume is impossible to fully image with the fiber 

optic at very low pressures (< 3 T) [146].  Thus, the overall percentage of light captured 

by the optics is low, which alters the emission line intensities [150].  Therefore, the 

change in emission intensities may be a result of a change in the alignment of the plasma 

light on the fiber as the pressure increases [140].  It is clear that the collection location in 

relation to the confined plasma contributes to the variation seen between experiments, 

and is a limitation under these conditions.   
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Figure 7.8 Sample spectra of five different pressures under a Mars-like atmosphere with a 
gate delay of 1.5 µs. 

 
 

 
 
Figure 7.9 Sample spectra of five different pressures with a 1.5 µs delay under a Mars-
like atmosphere.  These close-up spectra illustrate the change in line width with a change 
in pressure. 
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Figure 7.10 Comparison of an Al I line under two different atmospheres at a gate delay of 
1.5 µs from 0.1 to 10 T. 

 

 

Figure 7.11 Comparison of a Ca II line under two different atmospheres at a gate delay of 
1.5 µs from 0.1 to 10 T. 
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Figure 7.12 Comparison of a Fe I line under two different atmospheres at a gate delay of 
1.5 µs from 0.1 to 10 T. 

 
 
 
 
Table 7.2 Widths of emission lines in the 360 nm to 400 nm range under various 
conditions.  Error was determined from the line fits. 
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Figure 7.13  Signal intensity of the Ca (II) 396.85 nm line compared to the pressure.   

 
 

 

Table 7.3 Intensities of emission lines in the 360 nm to 400 nm range in Earth, Mars and 
CO2 atmospheres.  Error determined from the number of repetitions. 
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Photographs of the plasmas were taken with a fast frame rate camera in order to 

compare the plasma size with the pressure.  Figure 7.14 depicts the formation and 

degradation of the plasma under a Mars-simulated atmosphere at 5.1 T.  Measurements of 

the plasma area were completed using Adobe Photoshop, and were taken during the 

brightest frame of the plasma.  Figure 7.15 compares the plasma size and pressure for 

both atmospheric conditions.  At low pressure (< 5 T), the two plasmas are different sizes 

and behave differently.  However, at 5 T, the two plasmas are relatively similar in size.  

Additionally, although the plasma sizes are different, the overall trend of plasma size 

with increasing pressure is the same between the two atmospheres.  Although slightly 

different sizes, this difference is not enough to produce differences seen in the linewidths 

seen in Ca (II), Al (I) and Fe (I).  This could indicate that the electron densities are 

confined in a similar manner producing comparable results even though the atmospheric 

composition is slightly different.  The initial hypothesis suggested that the inclusion of Ar 

in the atmosphere would produce a higher degree of plasma shielding, which would 

decrease the apparent linewidth due to a lower electron density.  However, these results 

indicate that the slight compositional differences between the two atmospheres do not 

change the plasma confinement significantly. 

 

 

 

 

 



 

202 

    

Figure 7.14 A-D (left to right), Output of plasma formation: A.) Laser flashlamp 
illuminating hematite sample just prior to laser pulse. B). During laser pulse, creation of 
plasma. This used to determine plasma size.  C and D.  Post laser pulse, the degradation 
of the plasma.  These pictures were collected under Mars-simulated atmosphere at 5.1 T 
with 500 µs, 700 µs, 800 µs, 900 µs; frames and time from beginning of picture 
collection. 

 

 
 
Figure 7.15 Plasma area compared to pressure of the two different atmospheres. 
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7.4 Chapter Conclusions and Future Research 

It has been demonstrated that Mars-like conditions show significant effects on 

plasma.  The results from this study did not produce clear statistical differences in both 

the linewidths and/or plasma size between the CO2 and Mars atmospheres.  However, it is 

evident that analyte signals (linewidths and intensities) are strongly dependent on 

pressure.  Results from this study indicate that there is a significant change in plasma 

expansion as a function of pressure.  In addition, the compositional differences between 

Mars atmosphere and Earth atmosphere affect the plasma expansion and lifetime of 

plasma.  This is due to the thermal conductivity differences between the two 

atmospheres.  Through this research, it is evident that plasma formation and emission 

depend on several factors:  nature of the sample, timing delay and gate width, number of 

laser shots, angle at which irradiance is collected, pressure, and the nature of the 

surrounding gas to name a few.  Therefore, quantifying elemental composition in 

geological formations on Mars will be a challenge. 

Further research should be performed to ensure more data replicates, and confirm 

the preliminary findings.  However, the preliminary results did correlate with other 

researchers performing similar experiments presented in this chapter.  The change in 

plasma dynamics between 0.1 and 10 T under a Mars-simulated atmosphere in 

comparison to CO2 alone is significant for Mars exploration.  As expected, the linewidths 

did not increase linearly, and further studies should be conducted to better understand and 

identifying the nature of this relationship.  Future research should also include a 

comparison of delay times for LIBS spectral optimization as well as a comparison 
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between elemental composition and peak intensities.  These studies will aid in many 

approaches to making future analysis quantitative.  Therefore, further careful examination 

of the LIBS plasma dynamics under Martian atmospheric pressures must be studied.
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Chapter 8 : Conclusions and Future Work 

This work addressed the study of two plasma spectroscopic techniques for the 

analysis of biological and environmental matrices.  These methods included SIBS applied 

to the study of bioaerosols as well as the development of a portable SIBS analyzer for the 

measurement of carbon in soils.  In addition, LIBS was studied to compare various 

atmospheric conditions, and the effect on plasma formation and spectral analysis.  

Conclusions and future work are presented for each set of experiments in the following 

sections. 

 

8.1 The Development of a Portable SIBS Analyzer 

This study encompassed several experiments towards the development of a soil 

carbon analyzer.  The initial experiments described in Chapter 4 resulted in the 

development of sample delivery hardware to the spark gap of the SIBS instrument, and 

preliminary data analysis that demonstrated the possibility of the application of SIBS to a 

portable soil carbon monitor.  The neutral carbon line in the 248 nm spectral region was 

used throughout this research to quantify carbon in soils.  Local soil samples were 

collected and characterized for total carbon.  Subsets of the SIBS spectra of these 

characterized soils were subjected to a variety of univariate and multivariate data 

analyses.  Using SIBS and partial least squares fitting with 3-5 latent variables, an 

estimate of total carbon in soil over a range of 0.71 – 3.64 % with a detection limit of 
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between 0.2-0.3 % by dry weight was achieved.  Although a small sample set was used 

for this experiment, reasonable results were found.  

Chapter 5 included results built on the fundamental research found in Chapter 4.   

During this phase, several surrogate soils were analyzed in order to study signal response 

of C (organic, inorganic and elemental) and Fe as a function of concentration.  These 

results provided information on the limitations of the current screw-feed design, as well 

as the linear range of C and Fe.  In addition, several soils were collected and 

characterized for TC, OC and IC.  Three soils were used to study the effects of particle 

size on signal reproducibility.  It was determined that the particle size does play a role in 

the shot-to-shot variability and reproducibility.  PLS analysis was performed on a small 

sample set of soils, and produced a good correlation between the predicted and measured 

carbon concentrations (R2 = 0.927).  Metal analysis was performed (ICP-OES) on the 

soils, and the concentrations of Si and Fe were determined.   Fe and Si were included in 

the PLS model, because of their spectral dominance in the 248 nm region.  Additionally, 

these elements were modeled to better understand the spectral response on the prediction 

of carbon.  It was determined by including Fe and Si in the model in addition to C, the 

prediction of C was not improved.  Thus, Fe and Si were not included in subsequent 

models throughout this research.   

A portable SIBS analyzer was built by our collaborators at PSI, and tested using a 

small sample set of soils. Initially, a comparison was made between the early data 

collected using the SIBS instrumentation, and the first prototype.  The purpose of this 

research was to ensure that the new instrumentation functioned properly, and that the 
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portable instrument provided C predictions similar or better than in previous studies.  

This limited data set resulted in producing a good correlation between the predicted and 

measured carbon concentrations (R2 = 0.98).  There was an overall improvement in the 

predictions seen in the portable analyzer when compared to the initial data collected at 

PSI.  Furthermore, the 350 nm to 400 nm spectral region containing the CN (B-X) 

molecular feature was included to predict the fraction of organic carbon.  As a result, the 

fraction of inorganic carbon was also predicted.  This preliminary model of TC, IC and 

OC demonstrate that it may be possible to predict these fractions of soil using SIBS 

instrumentation. 

 Future work will include testing a large soil data set in order to expand and 

validate the current preliminary model using a portable SIBS soil analyzer prototype. 

These soils will have a broad range of TC in order to better characterize the values of the 

accuracy, precision, LOD and LOQ of the instrument.  In total, 100 well-characterized 

soil samples will be tested to validate an improved SIBS instrument prototype.  Once all 

100 samples are analyzed, the chosen spectral windows to predict C in soil will be re-

evaluated.  Having a large sample set will provide more data to confirm our initial 

spectral regions of interest.  The continuation of the evaluation of spectral windows will 

also allow the discrimination of signals related to the presence of organic carbon from 

inorganic carbon.  The main purpose behind this research was to quantify TC in soil in 

order to verify the use of soils as land-sinks for carbon dioxide from the atmosphere.  The 

current gold standard in quantifying total carbon in soil is through CHN.  Additional, 

labor intensive, analyses are performed in order to also quantify the fractions of OC and 
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IC in soils.  If SIBS can provide a method to determine TC, OC and IC in soils, then this 

will provide a portable, rapid technique for the determination of carbon in soils.  To 

accurately determine changes in soil C, and consequently monitor soil carbon 

sequestration, an accurate, robust, and portable instrument must be developed.  SIBS is a 

promising and potentially field-deployable instrument for the measurement of C in soil.   

 

8.2 The Use of SIBS to Study Bioaerosols 

The purpose of this research was to apply SIBS to the study of bioaerosols.  First, 

the electrode position with relation to the collection optics was studied as part of the 

overall fundamental understanding of SIBS technology as it relates to plasma formation.  

Thus, the basic understanding of how the spectral signals behaved at different focused 

regions of the plasma is crucial for the optimization of SIBS.  The data presented in 

Chapter 6 indicated that by focusing on the hot electrode (energized electrode), a full 

intensity profile of calcium could be obtained.  This is important when determining the 

optimal data acquisition profile for the elements of interest.  This research also illustrates 

the importance of how the position of the optics effects the collection of irradiation 

produced from SIBS signals.  It was observed that by focusing on the hot electrode, 

molecular features were observed.  The different time profiles achieved while focusing at 

different probed volume of the plasma indicates that the plasma is not homogenous.  This 

is also evident in the fact that no molecular features were observed when focused on the 

ground electrodes in the preliminary data.   
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Second, the preliminary work provided data that illustrated the integrated 

emission strength has a relationship with independently established elemental 

composition measurements.  For example, there was a linear dependence between the 

temporally integrated calcium feature strength compared to the concentration determined 

through an external laboratory.  Additionally, it has been observed in this small and 

preliminary data set that the CN (B–X) emission has a linear relationship with the 

nitrogen content of the sample as determined with combustion analysis.   

The SIBS instrumentation used during this research did not prevent the deposition 

of particles on the electrodes.  Preliminary research on the use of a SIBS sheath flow 

system, seen in Figure 8.1, has been investigated.  The sheath flow system is attached to 

the bottom of the heated drying column, and takes the place of the spark chamber.  The 

sheath flow system allows for a 2 to 3 mm collimated particle stream to flow through the 

electrodes through a proper flow balance of air.  First, the collimated particle stream will 

reduce the agglomeration of particles on the electrodes, which in turn, will reduce 

contamination and carry over from sample to sample.  The use of this system will allow 

the determination of particle mass at any given time in the spark gap.  In addition, no 

research has been reported on the complete vaporization of individual particles.  Thus, 

this system would be used to determine the upper size limit for the complete particle size 

vaporization.  Researchers in the LIBS community have reported the upper size limit for 

complete vaporization.  For example, Carranza and Hahn studied a range of silica 

particles which consisted of 1.0 to 5.1 µm [151].  They reported an upper size limit of 2.1 

µm diameter silica particle for a laser pulse energy of 320 mJ, as determined by the 
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deviation from a linear mass response of the silicon atomic emission signal [151].  These 

results depend on the laser pulse energy, and in turn, would also depend on the spark 

energy used during these experiments.  However, these results would provide an 

understanding on the upper particle size vaporization limit using SIBS.  

 

 

 

 

 

 

 

 

 



 

211 

 

Figure 8.1 Diagram of the sheath flow design. 
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8.3 Plasma Dynamics as a Function of Pressure and Atmospheric Composition 

The purpose of this research was to illustrate that the atmospheric conditions 

found on Mars show significant effects on plasma.  Comparisons were made in the 

spectra of hematite collected in a pure CO2 atmosphere and a Mars-simulated atmosphere 

under different pressures.  First, the preliminary studies included the modeling of the Ca 

II linewidth at 396.86 nm as a function of pressure under CO2.  Peak intensity of this line 

was also studied as a function of pressure.  Photographs of the plasma size under varying 

pressure were also analyzed through Photoshop.  Second, linewidths, intensities and 

plasma size were studied under a Mars-simulated atmosphere and compared to the results 

found under a pure CO2 atmosphere.  The results from this study did not produce clear 

statistical differences in both the line widths and or plasma size between the CO2 and 

Mars atmospheres.  However, it is evident that analyte signals (linewidths and intensities) 

are strongly dependent on pressure.  Results from this study indicate that there is a 

significant change in plasma expansion as a function of pressure.  In addition, the 

compositional differences between Mars atmosphere and Earth atmosphere affect the 

plasma expansion and lifetime of plasma due to thermal conductivity.  Thus, the plasma 

expansion affects the ability to capture the full plasma at low pressures through fiber 

optics.  This research demonstrated that that plasma formation and emission depend on 

several factors including pressure, gate width and delay, and the composition of the 

surrounding atmosphere to name a few.  Therefore, quantifying elemental composition in 

geological formations on Mars is a challenge. 
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Further research should be performed to collect more data to establish 

reproducibility and sources of variance, and confirm the preliminary findings.  In 

addition, comparisons between elemental composition and peak intensities and widths 

should be made.  This information will provide a better understanding as to how neutral 

and ionized lines behave under atmospheric conditions similar to Mars.  This information 

is pertinent in order to build calibration curves, and therefore, determine concentrations 

of geological formations on Mars.  The change in plasma dynamics between 0.1 and 10 T 

under a Mars-simulated atmosphere in comparison to CO2 alone is significant for Mars 

exploration.  As expected, the linewidths did not increase linearly, and further studies 

should be conducted to better understand and identifying the nature of this relationship.  

Future research should also include a comparison of delay times for LIBS spectral 

optimization as well as a comparison between elemental composition and peak 

intensities.  The optimization of the optical collection in relation to the plasma expansion 

should be performed.  These studies will aid in many approaches to making future 

analysis quantitative.  Therefore, further careful examination of the LIBS plasma 

dynamics under Martian atmospheric pressures must be studied.
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