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Abstract

The purpose of this research was to apply the use of direct ablation plasma
spectroscopic techniques, including spark-induced breakdown spectroscopyd&dBS)
laser-induced breakdown spectroscopy (LIBS), to a variety of environmentalasat
These were applied to two different analytical problems. SIBS instrutioenteas
adapted in order to develop a fieldable monitor for the measurement of carbon in soil.
SIBS spectra in the 200 nm to 400 nm region of several soils were collected, and the
neutral carbon line (247.85 nm) was compared to total carbon concentration determined
by standard dry combustion analysis. Additionally, Fe and Si were evaluated in a
multivariate model in order to determine their impacts on the model’s predictivex pow
for total carbon concentrations. The results indicate that SIBS is a vialbledtiet
guantify total carbon levels in soils; obtaining a good correlation between measdred
predicated carbon in soils. These results indicate that multivariateiarcayde used to
construct a calibration model for SIBS soil spectra, and SIBS is a promisihgdriet
the determination of total soil carbon.

SIBS was also applied to the study of biological warfare agent simulants.

Elemental compositions (determined independently) of bioaerosol samples were

compared to the SIBS atomic (Ca, Al, Fe and Si) and molecular (€&hdNOH)



emission signals. Results indicate a linear relationship between thertdinintegrated
emission strength and the concentration of the associated element.

Finally, LIBS signals of hematite were analyzed under low pressureseoQar
and compared with signals acquired with a mixture of,®and Ar, which is
representative of the Martian atmosphere. This research was in respongeoterthal
use of LIBS instrumentation on the Martian surface and to the challesgmsated with
these measurements. Changes in Ca, Fe and Al lineshapes observed in the LIBS spect
at different gas compositions and pressures were studied. It was observeddizat dhe
the plasma formed on the hematite changed in a non-linear way as a function of

decreasing pressure in a £@mosphere and a simulated Martian atmosphere.
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Chapter 1 : Introduction

Over the years, the use of analytical methods to identify and quantify elemental
constituents within a sample has become critical in order to meet the nebasnidal
analysis of solids, liquids, and aerosols. One large group of analytical methods, known a
spectrometric methods, is based on molecular and atomic spectroscopy. Spegiss
a general term for the science that deals with radiation-matteratibexs Historically,
radiation-matter interactions of interest consisted of electromagaeliation and matter
[1]. The majority of spectrometric methods are based on electromagnettorashahe
form of light and radiant heat. Gamma rays, X-rays, ultraviolet, microwaVeaaio-
frequency are also forms of electromagnetic radiation [1]. Howeventsm advances
in spectrometric methods have broadened the field to include interactiorebehatter
and other forms of energy. These other forms of energy include acoustic wdves a
particle beams made of ions and electrons.

Spectroscopy can be used to determine the identity, structure and the environment
of atoms and molecules by analysis of the radiation emitted or absorbed b2}hdrhe
light from a gaseous discharge, when analyzed by wavelength to form aispestr
found to consist of discrete line or band features. Each line or band is charactris
some property of a particular atom or molecule, and once the characterespatiern of
an atom is known, its appearance in the spectrum establishes the presengdechtsam
in the source. This aspect of spectroscopy is known as spectrochemical d2glysis
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Spectrochemical analysis has become a powerful instrumental technique for the
determination of the chemical elements. This technique provides the abiliglyaeaan
variety of sample types and sizes, concentrations levels and at vastlyntliéleseand
time consumption. Spectrochemical analysis also provides the possibidtetonine
monoelement and multielement species in a single sample with a broad rangeatyac
and precision using various techniques [3]. In order for advancements in sSpecticad
analysis to be made, an understanding of the basic principles of atomic and molecular
spectroscopy as well as spectrochemical analysis must be known. cResehis
discipline will enable innovative developments of new techniques to be achieved to
continuously improve the power of detection, increased accuracy and at relet&nt cos

One advancement of spectrochemical analysis for elemental analydaseras
induced breakdown spectroscopy (LIBS). The use of the acronym LIBS wassébst
by D. A. Cremers and L. J. Radziemski at Los Alamos National LaboratosyAlamos,
NM) in 1983 [4]. This method was developed approximately 20 years aftergthe fir
lasers (acronym for light amplification by stimulated emission oataih) were
developed around 1963. LIBS is a technique in which spectra of laser-produced plasmas
are used for qualitative and quantitative spectrochemical analysis of ceddars
gaseous samples with minimal sample preparation [4]. Since the developmisk of L
several advances have produced more reliable lasers, detectors and miniature
spectrographs with the capabilities to monitor spectra over a wide rangeeengths
[4]. Thus, LIBS has become an analytical method with the potential of detectidg a w
range of chemical elements in a sample with minimal preparation, mealkd¢sponses,
and of close-contact or stand-off analysis of targets [4, 5].
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A more recent technigue known as spark-induced breakdown spectroscopy
(SIBS) was developed in the late 1990’s at Physical Sciences, Inc. (Andovger Lika
traditional spark spectroscopy, the plasma is formed electrically. Hovimaitional
spark spectroscopy is generally performed upon conductive samples (metals) and is
predominantly used in alloy analysis [6]. SIBS, on the other hand, does not require a
conductive sample. SIBS is similar to LIBS, except that it uses an edspark to
create the plasma and to analyze elements of interest instead ofeal flases beam.

SIBS has been applied to a wide range of analyses, including heavy metdisrineair
particulates, bioaerosols and soils. However, SIBS is a relatively newdgeehand
additional research is still needed in order to determine its detection asutgacy and
precision and cost performance on a variety of sample matrices.

Both SIBS and LIBS have proven to be useful tools for rapid analytical
techniques for both environmental and biological applications. For example, there is an
increased need to monitor gas and particle emission originating from exlaalstfet
regulation enforcement purposes [7]. Several heavy metals, such as coppandead
chromium have been identified as particulate pollutants. An on-line measurestent sy
is ideal for the detection and monitoring of toxic metals, and therefore, the ukSof L
and SIBS has the potential to be applied to continuous air monitoring [7-9]. In addition,
both SIBS and LIBS can be used to monitor hazardous biological aerosols. Bioaerosols
include pollen, fungi, bacteria and viruses, and they are found nearly everywhere. |
some cases, their concentrations may not be high, but they can still cagge aller
reactions or diseases when inhaled [4, 10, 11]. Furthermore, LIBS and SIBS have been
used to study both metal contaminants in soils as well as carbon in soils [12-15].
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1.2 Development of SIBS and Literature Review
The following sections will present the early research and development®f SIB

as it applies to air and soil monitoring.

1.2.1 SIBS Emission Measurements of Air

SIBS was developed and tested by Husted. as a new real-time monitoring
technique for heavy metal aerosols and patrticles in air [16]. The technique is based on
temporally resolved atomic emission resulting from plasma exaritafi aerosolized
heavy metal samples. In general, SIBS requires a method of spark éornsatne type
of optical detection, a sampling scheme and a pump to allow the sample to tiawgththr
the spark gap. The spark formation is generated electrically with a papgy (<2000
V, 100 J/s) integrated with a capacitor bank [16]. After the capacitors agedhar
trigger pulse initiated the creation of an ion channel between the electioolagt a
high-voltage (40 kV), low-current pulse provided by an automotive ignition coil [16].
This channel provided a low resistance path for the discharge of the capacitor bank. This
first generation power supply had a total discharge energy range of 1 to 5 J.tibmaddi
the spark frequency had a range of 1 to 10 Hz, but was usually operated at 1 Hz. The
power supply was connected to two rod-shaped electrodes with a 4-6 mm gap, which
facilitates the formation of for the spark. This spark gap was placed antieeioe of
the sampled gas flow [16]. The electrodes are composed of a proprietargincatEsen
for high corrosion resistance, high melting temperature and low ablation progé6sity
Additionally, the electrode material does not produce any spectral netecéein the
wavelength regions of interest (200 nm to 400 nm) even though there are several
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electrode lines found in this region. After excitation, optical detection ayeleito

minimize interference from broadband plasma Bremsstrahlung (recorohinadiation.
When the plasma has cooled, atomic and molecular emissions are quantitatively
measured using a gated intensified charged coupled device (ICCD) interidted w
spectrometer. Using this type of detector, wide spectral regions caodvded with
sub-nanometer resolution in a single spark [17]. The concentration of species ef intere
in the sample is deduced from the intensity of the emission by comparisonitwatioa
curve. Since the development of SIBS, it has been used as an analytical method on a
variety of applications [8, 12, 16-18].

The first application of SIBS was for the continuous emission monitoring (CEM)
of hazardous air pollutant metals [8]. In 1997, the Environmental Protection Agency
(EPA) and Department of Energy (DOE) collaborated on a joint study to tesisar
prototypes and commercially available CEM technologies at the EPA tabora
Research Triangle Park, NC. SIBS was one of seven CEMs tested side lyasduct
following a rotary kiln incinerator simulator. Two different concentrations ntb7&
pg/dry standard cubic meter, of six metals were introduced into the incinerat@e The
metals included beryllium (Be), arsenic (As), chromium (Cr), cadmium (Eat}, (Pb)
and mercury (Hg).

Figure 1.1 is a schematic diagram of the test configuration, which allowat
seven CEMs to collect data simultaneously. Prior to running the experimemgsEdt A
test center, the instrument was calibrated in the laboratory for Cr and Plab®taory
calibrations for both Cr and Pb demonstrated detection limits of 9 parts per billion by
weight (ppbw), which corresponds to ~ 10 pg/acm (actual cubic meter). Tiratosth
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curves were linear up to the maximum concentration tested of 1 part per million by
weight (1 ppmw) [8]. This information provided calibrations for the real-time
determinations of the concentrations in the gas stream at the EPA test teatgdition
to SIBS data, reference methods (RM) were performed simultaneously atbrepain
CEM method. The SIBS data was then compared to the reference method results.

Data were collected and analyzed for Cr and Pb, the only metals from the
provided analytes targeted for testing. The average Cr results for thisreser
determined by the SIBS analyzer were 96 + 13.2 figimd the average Pb results were
22.7 + 4.3 ng/th The measured Cr average concentration by the SIBS analyzer was 38.6
+15.6 pg/m, and that for Pb was 5.2 + 4.2 pg/mHowever, the data did show
discrepancies when compared to the RM. The RM data exhibited a high degree of
variability from run-to-run and from station-to-station within a run. Thetodrnn
variability was explained by poor reproducibility of the metals into the irnaioe
system. The station-to-station variability was thought to be due from statem
difference between the stations. Due to these variabilities, it waschemthpare the
results from the different CEM s, and only averages over the entire testongrared.
Comparison of the SIBS averages against the RM averages indicated that thredneas
SIBS Cr values typically exceeded the RM Cr values by a factor of 2. &asuned
SIBS Pb averages were about a factor of three below the RM values.

Although there were discrepancies between the SIBS and RM values, this
experiment provided data for the first field test of SIBS. More importahiget data
provided the ground works for future SIBS experimentation and design modifications.
Even though these results were outside the relative accuracy goal of 20%ltse res
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indicated that SIBS can be used as a new analytical tool to measure toyicrigtals in

air through continuous emission.
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Figure 1.1 Schematic diagram of the incinerator simulator test cortfguesapted
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Another important SIBS experiment involved monitoring air above a Cr plating
tank [19]. This monitoring event took place at the Marine Corps LogisticsiBase
Albany, Ga. The SIBS monitor acquired real-time data and was used to surt@glthe
Cr concentrations above the plating bath surface over a range of ventilatsoim rate
conjunction with operation of an experimental liquid recirculation system. Thensys
was developed by the U.S. Army Construction Engineering Research Lalasatori
order to see if a newly designed liquid flow system had the potential to reduce chromium
exposure by reducing the exhaust ventilation rate. The concentrations of Cr theasure
ranged from <10 ug/fr(the lower detection limit) to >1000 pgimSIBS data were
correlated with the ventilation rate as well as the total mass of Cr edllentthe internal
filters. Seven filter samples were sent to an independent laboratory faZrtotass
analysis, and compared to the SIBS monitor data by integrating the measured
concentrations. Two of the seven filters contained high Cr concentrations and were
excluded from the correlation between SIBS spectral data and measured CForabe
five valid points, the correlation was good, and had avaiie of 0.995. In addition,
four of the five SIBS measured points were within + 20% of the filter measur@ment
Even though the sample set for this study was small, it still provided proof-ofpteinc
data that SIBS can be used to measure Cr of airborne particulate.

A third fundamental SIBS study involved the development of a Pb monitor for
deployment in an indoor firing range [16]. The indoor firing range introduced alea
behind the shooting booths. During shooting, the air flow picks up Pb and carries it away
from the shooters downrange by a ventilation system. The Pb particles were then
collected on high-efficiency particulate air (HEPA) filtersioPto testing, the SIBS
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instrument was calibrated for Pb and Cr aerosols in the laboratory over the 0 to 10000
pg/nt range.

The first test of the firing range was placed in front of active firing boofine
results indicated that the measured lead concentration was near thewldétadtof 10
ng/nt, which is well below the Occupation Safety and Health Administration (QSHA
regulated level of 50 pgfin In addition, lead-free ammunition was fired directly above
the sample inlet at two sampling locations, and no significant lead readirapteased.
A second test was done at the same range in which the SIBS monitor was placed down
range just before the HEPA filters. When active firing took place lead ctvatens as
high as 3000 pg/frvere detected in the ventilation room. This high concentration value
was considered reasonable due to the sample location, and this range is reached only in
the ventilation room. The results from these SIBS monitoring experiment iledstreat

Pb can be detected at concentrations of 10 Jidgrsitu and in real-time.

1.2.2 SIBS to Monitor Metals in Soils

Although SIBS was first developed to monitor air for heavy metals, it was late
adapted to screen soil for certain heavy metals [12]. In this study, the spatiecheas
modified so that the sparks were made on the surface of the soil by a paitrofiekec
These electrodes were angled toward the surface near the soil, and askhesqurred,
some of the soil was incorporated into the plasma. The spark chamber wasembtmec
a power supply, function generator, miniature spectrometer and a laptop personal
computer. The power supply used in this experiment has been previously described in
section 1.2.1, and the function generator was used to create acquisition delay.
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In the preliminary research, standard additions of aqueous solutions of Pb, Cr, Ba,
Hg and Cd metals were used to make spiked subsamples of soil. These samples were
dried and analyzed. Each soil subsample was analyzed by taking averages of 20
successive sparks generated at the soil surface. Between each sarefdetrtaes
were cleaned with nitric acid, deionized water and methanol to preveniwamy Once
the spectral data were obtained, the signal intensities for the metalbageline
corrected and normalized to a nearby Fe line. The concentration of Feaistehstic of
the sample matrix. The intensity of this line should not change with the amount of metal
contaminant added to the aliquot during standard addition. This is due to the fact that the
soil samples are not being diluted with the addition of the metals of interegtadntte
Fe feature only varies with the changes in the quantity of spark-proceasathhand
with the individual strength of the spark. By ratioing the contaminant to the Fe &ne, th
calibration curve was a signal-level ratio verses contaminant congam{rE2]. The
results of this study indicated detection limits for all investigated meddle ~25 mg/kg.
This study was demonstrated that SIBS can be used to identify and quantitaggyeobari

contaminant metals in soil.

1.3 Comparison of SIBS and LIBS

SIBS is similar to LIBS in that a plasma is used to excite atomic spcies
analyte atoms within the sample. As previously noted, SIBS uses a pulsed plasma
generated with an electric spark to excite the sample of interest. Thecsgates air
plasmas at temperatures in excess of 10,000 K, and occurs between two rod-shaped
electrodes. Material initially within the plasma volume is vaporized andoddiaular
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species are atomized. The high plasma temperatures excite atoms in thetadiighe
energy electronic states. The subsequent emission from these states pinevsitpzal to
be monitored [12, 16, 20].

LIBS has been under development since the mid-1960’s, and has been promoted
as a way to obtain elemental composition on a variety of samples with minimal or no
sample preparation. The LIBS technique is based on direct ablation of sartgrialma
using a high power density (> 1 GWdnlaser. The laser focused tightly onto the
sample surface leads to the formation of a plasma. The light emitted bydhna ida
collected into a spectrometer and resolved both spectrally and temporatigiricor
obtain the analytical information about the elemental composition of the s&fjle [
Identification of the spectral lines and measurement of their intensitesigs

gualitative and quantitative information, respectively.

1.4 Need and Research Objectives

The goals of the research described in this dissertation were to evafoate t
different plasma spectroscopic techniques in both biological and environmentaématr
Specifically, SIBS and LIBS were used as analytical tools to clesizetcarbon in soil,
biological aerosols and plasma characterization of hematite formatioles a Mars-like

atmosphere.

1.4.1 Specific Research Goals
New and innovative approaches to the detection of carbon in soil are required to
increase the understanding of the role of carbon as it relates to soil caghestssion.
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As the global community begins to realize the imminent risks associatedlimiate
change, simple and low cost methods to detect and mitigate greenhouse gasgis
important. Specifically, there is a need for the development of a portable, roblist, re
time, fieldable monitor for the detection of carbon in soils. Soil carbon sequestaat
the mitigation of carbon dioxide (GPhas become an important research topic within the
soil science community. Several agricultural practices promote soil caoastration
by including a reduction in tillage disturbance, intensification of croppingeotator

the replacement of annual crops with perennial vegetation [21]. Determinimgeshia
soil carbon (C) stocks is difficult due to the relatively small inter-anclhiahges in soil C
stocks compared to the total carbon stored in soils [22]. Verification of C stoage$
on accurately measuring small changes in terrestrial carbon pools andiieit a
distinguish sequestration from natural variation in C concentrations [23, 24]. Because of
the requirement to make measurements of small changes, reducing uncertaintie
associated with measurements of the soil carbon component of terrestioa paols is
critical. It requires the measurement of large numbers of soil samples, wdyamotrbe
economically feasible using current measurement technology [25, 26]. Thetieéore
development of sensitive, robust, and cost-effective instrumentation to monitor the
carbon content of soils in order to improve estimates of terrestrial C inverdaode
fluxes is necessary. The overall goal of this research was to usecSiB®%ctop a
fieldable soil carbon monitor to quantify and monitor carbon in soils. In addition, the
SIBS soil carbon monitor has the ability to be portable, which will allow for anasecde
sample through-put and as a consequence, an increased data set of soil carbon
concentrations.
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The second goal of this research was to study the use of SIBS as a neiwahnalyt
method for the comparison of biological warfare agents (BWAs) simulants thtioeig
use of atomic and molecular emission profiles. The possible release of biologjitzake
agents is a current concern among both military and civilian governmentalse nGtie
dispersal method involves the release of hazardous biological samples imablespi
aerosol composed of particles with aerodynamic diameters of 1-2.5 um. ofegtied
threat of bioterrorism has led to a need for the development of two types of systems
involving aerosol detection. The first of these systems is envisioned as a enaEes
indicate a rapid change in the amount of airborne biological material. The outpust of thi
sensor will be used to trigger a second, more sensitive confirmatory sensor.
Confirmatory sensors are biological assays capable of establishimigthigyi of a
biological organism, sometimes even the level of biological genus and speiggsr T
instruments under development are normally based upon observation of fluorescence in
individual airborne particles and have been paired with LIBS.

In addition to military and defense applications, there are ongoing needs withi
the health care community to monitor airborne biological species such as molds and
pollen because bioaerosols are known to induce immunological and infectious responses
in those exposed. The detection and classification of bioaerosols could also be helpful in
preventing the spread of disease in hospitals and other areas of dense or health
compromised populations. An alternative to relatively fragile biological akros
detection methods such as LIBS is the use of SIBS to monitor air for hazardous

biological material. SIBS instrumentation was modified to study various, nondoaza

14



bioaerosols in hopes to distinguish between sample types such as pollen, smuts and
bacteria.

The final goal of this work was to use LIBS to compare two different atmaspher
conditions, CQand a Mars-simulated atmosphere, under low pressures. In 2011, a LIBS
instrument was built into the rover that was sent to the Martian surfabetheit
expectation that it can be used to perform geological classification [27, 28].hkaas
atmosphere which is comprised of approximately 95.3% carbon dioxide, 2.7% nitrogen
and 1.6% argon. The average atmospheric pressure on Mars is about 7 Torr, but varies
from 1 to 9 Torr, depending upon altitude and meteorological conditions. The
atmospheric pressure on Mars changes seasonally; winter temperadigeficiently
cold that some of the carbon dioxide freezes out of the atmosphere and is depdsited at t
polar cap. This reduces the partial pressure of carbon dioxide in the atmospharg. Dur
the summer, when the polar cap warms up again, the carbon dioxide sublimes into the
atmosphere, increasing the atmospheric pressure [29]. Clearly, the harshreaut of
Mars presents a challenge for scientists who hope to not only collect gebttagéca
using LIBS, but also accurately analyze and determine geologicaficktgms of such
formations. Therefore, in order to accurately classify and quantify varieneets that
comprise the geological formations found on Mars, data must be collected usisg,pre

replicated conditions found on Mars.

1.4.2 Methods of Detection of Carbon in Soils with Ablation Techniques
Fieldable measurement methods of the carbon content in soils are critical to
assessing the efficiency of the sequestration process, and various apphheaehasen
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taken to develop such an instrument. One method currently under development for the
measurement of carbon in soils is LIBS, and several studies have been documénted [30
Early research into the application of LIBS to measure total soil carbon viased by
Cremerset al. [31]. They found that carbon could be identified and quantified using
LIBS and a univariate analysis using calibration curves of laboratdigrcaalues

against LIBS carbon signals. Furthermore, they determined that when tred Gelitr

line (247.85 nm) was ratioed to the signal from silicon, the measurement precision
increased. This was done as an attempt to minimize large shot-to-shot waiiakile
carbon signal. Overall they were able to estimate the LIBS detechibs, ithin the

sets defined by their calibration curves, to be 300 mg C/kg. Mainstudied the use

of LIBS for environmental monitoring of soil carbon and nitrogen [32, 33]. The goal of
Martin’s research was to quantify carbon in a variety of soils throughsthefithe C (I)

line at 247.85 nm, and compare these results to standard carbon, hydrogen and nitrogen
(CHN) analysis. Measurements of the concentration of carbon in fifteesasgles

with varying levels of carbon were obtained. The preliminary results iedithat LIBS

can be used in the direct quantitation of soil carbon, and the authors reported a linear
calibration curve with a good correlation coefficient @9.962). The authors also took

the ratio of carbon to silicon to improve the reliability of data; this decrehsestandard
deviations, and improved the correlation in carbon measurements between CHN and
LIBS. More recent studies by Martahal. looked at the use of LIBS to analyze soils
using two different wavelengths and three different excitation energies intongi®vide

a reliable estimate of total soil C [15]. They found that the wavelengthnangyeof the
excitation laser are important parameters when LIBS is used to det&€mine
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concentration in soil. Using LIBS spectra processed with both principal components
analysis (PCA) and partial least squares regression (PLS), tkesecteers were able to
generate a model that was independent of soil type. Using 38 samples of valying soi
type, PLS models were developed that showed the highest quality data weredollect
using an excitation wavelength of 532 nm with a pulse energy of 45 mJ. This excitation
combination resulted in the best correlation statistics between LIBSssajh

combustion CHN measurements. Their correlation coefficient was reporte® @/be

and the root mean square error of cross validation was determined to be 0.31, using 3
PCs. Belkowt al. compared two LIBS techniques for the measurement of total carbon in
soils [34]. The first method was the combination of a single-pulse laseoablath

spark excitation of the plasma plume, known as combined-pulse plasma (CPP). Spark
excitation was created using tungsten wire electrodes with a 3 mmtga@ststance of

1.5 mm from the sample surface, and the results compared to those obtained with the use
of a double-pulse laser system. Their results indicated nonlinear trends in the actua
range of carbon signals with both methods. They also found that the line intensit
amplification in the CPP over what was observed in the two-pulse experimedtigvas

the increase of plasma volume and duration of the plasma emission. One potential issue
using the C (1) line at 247.85 nm is the underlying Fe (ll) line at 247.857 nm and Fe (ll)
line at 247.987 nm. Glumac, Dong and Jarrell in 2010 studied the potential elemental
interferences with this region [35]. They compared samples of graphite axtlEs

and their spectral and temporal signatures. Proper time gating, along with hig
resolution, allowed linear correlatiorf & 0.94) between measured percent soil organic
carbon (SOC) and the integrated LIBS counts under the C (1) line. While theirdstudy
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not examine highly Fe-rich soils, based on their findings, there is negligible Fe
interference in soil samples less that 4% total Fe. Therefore, under poopérons,
correlation of C (I) between measured carbon and predicted carbon is obtainable even
with Fe present.

Early applications of SIBS to monitor soil involved the production of sparks in or
near the surface of the soil sample followed by acquisition and analysis eétieng
emission with an ICCD [12]. The surface approach had reproducibility problerals whi
motivated the development of a power feed mechanism for sample introduction to the
spark gap. This early work also involved the use of modest sample pre-procedsing a
standard addition of known quantities of analytes to enable quantitative analgsig of t

metals in soil [12].

1.4.3 Methods of Detection of BWAs with Ablation Techniques

Both indoor and outdoor ambient aerosols contain particulate material having
biological origins, which exist in a wide range of sizes. Non-agglomeratgie si
airborne bacteria have aerodynamic diameters between 0.5uamdn2old spores are
between 2.5 and 34on [36]. Pollen sizes generally are reported to range between 5 and
50 um [37]. Nonviable fragments of microorganisms are also commonly encountered in
ambient air and have been identified in the submicron size range [38]. The larger
particles have much lower residence times in air, because of theargetiling
velocity, but exert a deleterious effect to human health, even though they ar¢ asimal
of the overall biogenic aerosol background. The bioaerosol background has been
estimated at approximately 1.9 biological particles/amith about 30% of the total
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particles measured in this particular region having a biological origjn PB8llen and
biological warfare agents have in common that very small concentrationsioliegazan
exert a large effect on the health of human populations and also that any attempt to
monitor them must take the large background into account.

In attempting to develop a spectroscopic method of determining the types of
hazardous bioaerosols in air, several groups have been working to utilize theiappea
of molecular features in LIBS to perform various types of bioaerosol anaBeigin-
Goitiaet al. performed a set of experiments using LIBS and Raman microscopy to
analyze single pollen grains [10]. These techniques are used together emtigter
pollen particles from background materials and also to obtain some clagsificat
information for the pollen. Samuedsal. have used a deposition sampling technique to
collect relatively large quantities of individual species of bacteriaksponolds, pollen,
and proteins on porous silver substrates [11]. These substrates were submitt&l to LIB
analyses, and principal component analysis was applied to discriminate between the
different biomaterials. Even larger sample quantities were used in 8laielwhere
pellets of individual species of stimulants for biological warfare agents sudmitted to
LIBS analysis [40]. These authors hypothesize that the CN bands that are ubiquitous i
direct plasma analysis of biological samples arise from the reconair@ditcarbon
originating in the sample matrix and nitrogen from the atmosphere. They saw no
additional CN in the emission spectrum of the sample when additional CN sources are
added to the sample materials.

The ability to classify biological organisms with direct ablation plasmtianigues
depends on the ability to generate spectral fingerprints indicative of teeedtfal
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elemental content of the spores [41]. Biological aerosols contain seveganitwor

elements such as K, Na, Ca, Mg, and Si, as well as organic constituents such as C, N, O,
and H [11, 42]. Therefore, signals associated with these elements can be used to
potentially distinguish between species of spores and bacteria. Spectroscopic
interrogation of the bioaerosols also yields molecular features such @-&IN OH,

CH (A-X), and N*. Therefore, SIBS was used to study bioaerosols by analyzing both
atomic (Ca, Si, Fe, Al) and molecular (CN (B-X), OH, CH (A-X) and)Neatures found

in various biological samples.

1.4.4 Use of LIBS to Study Plasma Properties under Low Pressure

LIBS is another technique for a wide variety of analytical apptioatsuch as soil
analysis [15, 25, 34] and geomaterial classification [43], forensics [44, 45], autiaet
and classification of biological contaminants and aerosols [46, 47]. Recently, many
researchers have studied potential challenges of using a LIBS analysesMartian
surface. Dreyeet al. studied the use of LIBS combined with Raman spectroscopy under
Mars atmosphere-simulated conditions [48]. They observed significant plasaraidyn
changes and consequently a decrease in spectral intensity of ionic sptwssn 5 and
7 Torr which could be explained as a decrease in plasma temperature and elesitgn de
below 5 Torr.

Buhleret al. compared the electrical breakdown in a Martian gas mixture verses
pure CQ [49]. The results suggested that at low pressures, a clear difference in the
breakdown potentials can be seen. Specifically, small concentrations of nitradem
monoxide, oxygen and argon greatly alter the Paschen curve (breakdown veltssge v
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pressure) for pressures ranging between 1 and 10 mm Hg. However, these pyelimina
results showed strong polarity dependence when using symmetric electitdues been
argued when using symmetric electrodes, reversing the polarity shouldendhaléffect

on the electrons, and should only change the direction the electrons move [50]. Manning
et al. also studied electric discharge and Paschen curves under a Martian atenospher
using identical, spherical electrodes. Their results indicated that thar@Mars gas

had comparable curves, suggesting that the addition of small amountaraf Ar does

not considerably alter the discharge potential [50]. Cleary, there are ssurepdncies
between authors studying the effects of different atmospheric conditions orsh¢88a.
Many variables can affect LIBS signal such as, temperature, laser,gating delay

and width and sample surface conditions. However, further studies will improve the

ability to optimize the use of LIBS in harsh environments such as Mars.

1.5 Study Design and Dissertation Format

In this work, three different studies were performed using both SIBS and LIBS.
The first study utilized SIBS as a new method to detect and quantify carbolsin soi
Within the framework of this study, a portable SIBS instrument was built by our
collaborators at Physical Science, Inc., and several soil sampleanatyzed in order to
determine detection limits, linear range and quantitation limits. The second projec
explored the use of SIBS as an analytical method to study bioaerosols. The gsal of t
research was to try to classify three different bioaerosol sampled| @sweprove
sampling methods based on preliminary research. Finally, the third study spught
examine the changes in plasma characteristics using LIBS under lesuaimilar to

21



the Martian atmosphere. The goal of this study was to compare spectratling and
intensities with apparent plasma size under low pressure using a puagn@@phere
with a Mars-simulated atmosphere, and therefore to demonstrate the impoftance
appropriate atmosphere for calibration.

A brief review of atomic emission spectroscopy and plasma physics is pionide
Chapters 2 and 3. Chapter 4 provides the preliminary details on the materials, methods,
and specific instrumentation used to study carbon in soil. Additionally, Chapter 4
provides the results for the various studies performed to determine carbon in soil.
Chapter 5 is a more detailed chapter on the miniaturization of SIBS, and the dewlopme
of a fieldable soil carbon monitor. Chapter 6 provides experimental details artd fessul
the detection of bioaerosols using SIBS, and the use of LIBS to compare spatinad
under low pressure can be found in chapter 7. Conclusions and future work are provided

in Chapter 8.
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Chapter 2 : Review of Atomic Emission Spectroscopy

The purpose of this research is to use emission spectroscopy to study BWA
simulants as well carbon in soils. In addition, this dissertation discusses tifd B8
as an analytical method to study changes in plasma characteristids a&s atemic
emission behavior under low pressures. SIBS and LIBS are similar in tharieot
atomic emission (AE) techniques that can be used to quantify the concentration of
elements in samples. The following chapter describes the theory involved in atomic
emission spectroscopy (AES). AE is a method used to determine the idemnidty)rst
and the electronic environment of atoms by analyzing the radiation emyttadrb [4].
By identifying the wavelengths of atomic lines, one can determinenirgyelevels of an
atom, which provides experimental basis for the theories of atomic structurea®ne
also determine various elements in a sample by observing characterstierhitted by
a particular atom [4]. This chapter will discuss the generalized theory of AE&pteT 3
will discuss the theory of plasma physics as it relates to AES, and the Si&Soéand

LIBS as analytical tools.

2.1 The History of Atomic Spectroscopy

The origins of atomic spectroscopy date back to the work of Bunsen and
Kirchhoff in the mid-14' century, and is one of the oldest instrumental techniques for
elemental analysis [3, 51]. In general, the work by Bunsen and Kirchhoff in 1860
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showed how the optical radiation emitted from flames is characteristic efdiments
present in the flame gases or that which is introduced into the flame through various
methods. For example, through this technique, one could see that the color yellow
corresponded to Na, and red corresponded to Ca. Prior to their work, it had already been
observed that there was a correlation between the concentration of eleeried s
present and the intensities of the element-specific features in theasp@ased on this
information, the basis for qualitative and quantitative analysis with AES wasvdred

[3]. In addition, the Bohr theory of hydrogen in 1913 established the first link between
the spectra and structure of atoms. In the 1920'’s, theoretical developments iimmguant
mechanics helped to develop accurate, experimental measurements ondhd fine
hyperfine structure of spectral lines. In more recent years, congmaiatodeling and
other technological advances have helped confirm and correlate studiesnhtbiwoeyg

and atomic spectroscopy. Due to these scientific discoveries, sdoenal a
spectrometric methods using flames and plasmas as excitation sourcbsdrave
developed and are typically evaluated by comparing their analyticat&igfimerit with
those of other methods for elemental analysis.

The signal used in atomic spectroscopy can be understood from the theory of
atomic structure itself. The availability of optical spectra wasunstntal in the
development of the theory of atomic structure and the discovery of a sesiesnents.

In the mid-14' century, the study of the relationship between the wavelengths of the
chemical elements helped to determine a relationship between the atontiretand

the optical line emission spectra of the elements [3]. The following sectieflg br
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describe the basic theory of atomic structure in order to understand the bésisiof a

spectroscopy as it applies to SIBS and LIBS analysis.

2.2 An Introduction to Electronic Structure and Hydrogenic Atoms

Spectroscopy deals with radiative transitions between stationary dtateatom
or molecule. The term stationary state means the probability density doésumge ¢
with time, and is therefore independent of time. The stationary states correspond to a
guantum state with a single definite energy, and are defined by a single quantum number
(n) [52]. Atoms consist of a positively charged nucleus and a number of negatively
charged electrons. In a neutral atom, the total negative charge of all thensléxequal
to the total positive charge of the nucleus. The predominant forces that hold atoms
together are electrostatic, which consist of the attraction between eatrtbreland the
nucleus and repulsions among all the atomic electrons. The basic process in optical
atomic spectrometry involves the outer electrons (valence) of the atomiesspEor
atoms or ions in the elemental state, the energy of any given staseflamsehe motion
of electrons around the positively charged nucleus. These energy states aragnow
electronic states [1, 4]. The stationary states of the hydrogen atom hoavasiis Figure
2.1, and the hydrogen energy level diagram is the simplest of diagrams. e\ singl
guantum numbem, defines the stationary states. The numerical value of energy in units
of cm- is known as the term valde and transitions between two stationary statew]
can be shown on an energy diagram by vertical arrows. Figure 2.1 defines eath lev

the energy diagram by the quantum, for example. These arrows point up for absorption
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of radiation and down for emission. The difference of the two term valyesT; — T; is

the wavenumber of the transition [2].
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Figure 2.1 Energy level diagram of a hydrogen atom adapted from Sidgrhakur,
2007 [4].
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The atomic wavefunctiot?,, is a function of the coordinates (x, y and z) of the

electron’s position in three-dimensional space. These coordinates are callesnquant
numbers, and result from the exact solution of the Schrédinger equation. The principal
guantum numbem] is related to the size and energy of the orbital, whereasim
determine the angular momentum and orientation of the orbital in space relalige to t
other orbitals in the atom. For a given value,ahe value of for the wavefunction can

be: 0, 1, and 2...nf1). In the same way, the values of quantum numider a givent

are: -0, (-t +1), (-t +2),...,0,1,2,¢ - 1), ¢ [4].

The wavefunction?,,,, represents an atomic orbital, and any atomic orbitals

belonging to a given value aofdefine a shell and those associated with a given valtie of
represent a subshell [4]. Atomic orbitals correspondirfigd®, 1, 2, 3, 4... are called s,

p, d, f, g orbitals respectively. A fourth quantum numbenas derived from the

Schrédinger equation, and is called the spin quantum number. The spin quantum number
is related to the magnetic moment of the electron and can only have two values, which
include +1/2 and -1/2. Thus, the four quantum numbers describe the electronic

configurations of atoms with many electrons.
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The zero energy is defined for the electron and proton at rest at infinitetsepara
and therefore, is arbitrary. The energy corresponding to the principal quantum mumber
is —Ry/n” where R, is the Rydberg constant for hydrogen [4]. The ground state energy of
hydrogen atom is - |R(109678 crit) corresponding ta = 1. The lowest state of energy
isn =1, also known as the ground state. Lines in the spectrum of hydrogen are related to

the Rydberg formula

1_ F{iz_izj Equation 2.1
A n, n,

The separation between consecutive energy states deasasesreases, until it
approaches the ionization limit. This corresponds to the ledenmoval of the
electron, and the energy difference betweand (the ground state and ionization limit),
is the ionization energy of the atom [2, 4]. Once ionizeel states of positive energy
correspond to the sum of the proton, electron and kinetigeEs. This energy is no
longer quantized, and there exists a continuum of stateeasrsFigure 2.1. The
transition of atom between a pair of discrete states is possilér certain conditions
resulting in a spectral line. Transitions between the continumgha a@iscrete state are
known as free- bound transitions (recombination radiatioth fr&e-free transitions
(Bremsstrahlung emission). Figure 2.2 refers to thiedy transitions in an atom or ion.

Ey refers to the ground state, &d E are excited state; the ionization limit is also noted.
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Figure 2.2 Typical transitions seen in an atom or ion wjiebs rise to optical emission.
Adapted from Cremers, 2006 [5].
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2.3 Multi-Electronic Atoms

The hydrogen diagram can also represent the energg efdbtron or that of the
atom as a whole. However, in a multiple-electron systesne thre repulsions between
each pair of electrons, and the hydrogenic orbitals dacumiunt for this interaction.
Due to the interactions between electrons, the resulting statistadeg are characteristic
of the whole atom instead of the excited electron. The regwdtiargy level diagram of
a many-electron atom will be more complex than the hydragen seen in Figure 2.1.
The more readily excitable electrons are those found iautex shell, and are loosely
bound. However, it is possible to excite and remove a tighotiyd electron or even two
electrons at the same time. This would result in the atom vibeuild the ion state
instead of the neutral (ground) state [2]. In addition tameiT states in the case of
atomic emissions, molecules also have quantized vibrational statege due to the
energy of interatomic vibration, and quantized rotational stas¢stise from the
rotation of molecules around their mass center. Thusothleenergy of the molecule
(E) is not given exclusively by the electron energy,(But by the vibrational energy (E
and the rotational energy JElso contribute [53]. The total energy is given by the

equation

E=E+EBE+E Equation 2.2
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During the excitation of the molecule, the vibrational and rotatiemargies also change
along with the electronic energy. Therefore, the changsahenergy is given by the

equation

AE =AE¢ + AE, + AE, Equation 2.3

According to quantum theory, the electronic, vibrational atational energies are
bound by quantum mechanics in addition to atomic energ\s$&8¢

Energy levels of atoms or molecules and observed spectrae used to infer
information about the environment of the atom or molecule dliserved intensity of a
line depends on the distribution of population among the waeacited states as well as

on the intrinsic transition probabilities.

2.4 Radiation of Atomic and Molecular Species
In 1900, the quantum theory was proposed by Max Plenaider to explain the
properties of emission radiation of heated bodies [54, Bbis theory was later extended
to rationalize other types of emission and absorption psese Two important
postulates of quantum theory include:
(1) Atoms, ions and molecules can exist only in certain disstatde states,
and that these allowed states possess specific, quantieegies. When
a species changes its state, it absorbs or emits an amemetrgy that is

eqgual to the energy differences between the states.
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(2) The absorption or emission of these species producesioadvhen
making the transition from one energy state to another.frégaency )
or the wavelengthi\j of the radiation is related to the energy difference

between the states by the equation

E, — B =hviz =hc/h Equation 2.4

where R is the energy of the higher state andsghe energy of the lower state. The
terms c (3.00 x Tom sed") andh (6.62 x 10**J sec) are the speed of light and the Planck

constant, respectively [1, 56, 57].

2.5 The Shapes of Emission Spectral Features

Radiation from an excited source can be characterizecehpsrof an emission
spectrum, which usually takes the form of a plot of thdivelantensity of the emitted
radiation as a function of wavelength or frequency. Types$ of spectra can be seen in
an emission plot, and include line and band emissions.ollbgving two sections briefly

discuss the characteristics of both line and band emission.

2.5.1 Line Spectra

The line spectrum is made up of a series of sharp,deéithed peaks caused by
the excitation of individual atoms [1]. As previously discdssiee resonance equation
2.1 corresponds to the electronic transitions between twg\elesels. Only absorption

and emission spectra from atoms are considered shasg3le When dealing with
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atoms, the sharpness of an atomic spectrum occurs bdbausnergies (Eand k) of
electronic states of atoms can be accurately describsgdnyfying the electronic
energies of the electronic orbitals. At low pressures indsgpbase for an atom there are
no vibrations, rotations, or collisions that broaden the vaitiEs and E. Therefore, t
has a precisely defined magnitude singaiid E are sharply defined. Thus, at low
pressure in the gas phase, both atomic absorption andamnspsctra show very sharp
lines. For example, both the absorption and emission spédira gaseous H atom in
the visible region of the spectrum consists of four lined@f 434, 486 and 656 nm,
respectively. There is nearly an exact correspondagiweeen positions of the
absorption and emission, because the energy of orbitaly@avim the ground and
excited states in the transitions do not change significantgrf@atom [56]. The
promotion of an electron and emission of a photon for lp@etsum occur on the order of
10%s. Figure 2.3 illustrates an energy level diagram of atemission (A), which
indicate two Ca (1) emission lines at 315 nm and 373 nmaddition, Figure 2.3
illustrates an energy level diagram of molecular emission,hwkidescribed in section
2.5.2. Figure 2.4 is an example that represents an agomssion spectrum of C (1), Si
(N and Fe (1) found in soil in the spectral window of 24B to 260 nm. It is important to
point out some spectroscopic terminology of ionic and neutralaa The spectrum of a
neutral atom is designated I, while the spectrum of a siaglged atom II, and a doubly
ionized atom Ill. For example, Si (1) is the designatiorafaeutral atom while Mg (II)

and Fe (Il) are the designation of a singly ionized at®mn [
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Figure 2.3 Energy level diagram of (A) atomic emissiorslioieCa Il atom, and (B) an
example of a molecular emission profile. Adapted from §k2607 [1].
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Figure 2.4 Sample spectrum of atomic emission lines includi@iy Si (1) and Fe (1).
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2.5.2 Band Spectra and Diatomic Molecules

Although the majority of material discussed in this dissertatiafsdeith atomic
emissions, portions of the research include the study ofcoialeemissions such as CN
(B%Z - X*z*), OH (A’ X°IT)) and N (B?Z," — X°%4"). Therefore, it is important to
give a brief background on this. The term symbols us#d®N, OH and N are the
values for distinguishing the electronic transitions of the moleéeddures. B, A, and X
define the transitions between electronic states. By convetti®upper state is always
written first. The term X describes the ground state, follolmed and B (in increasing
energy). The terms andIl define the vibrational and rotational perturbations
corresponding to the specific energy level [58]. Themsgipts £+ and1;, for
example), refer to the singlet or doublet transitions, in waishperscript of 1 refers to
the singlet transition and a 2 refers to the doublet transit&jn [Bhus, this terminology
illustrates which vibrational bands are observed in the speeti@l Figure 2.3 illustrates
the difference between atomic and molecular emission, aathple spectra of molecular
emissions can be seen (B).

A potential energy curve of the observed states of the Glhaular feature can
be seen in Figure 2.5. In addition to line spectra, moleceNes in the gas phase at low
pressures, do not have pure electronic transitions. With disygersion, these consist
not of single, sharp lines as seen with atomic emission, bes®broad wavelength
regions knows as bands [58]. Band spectra are efteountered in spectral sources

where gaseous radicals or small molecules are preserarisadrom the numerous
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guantized vibrational levels that are superimposed on thedpsiate electronic energy
level of a molecule [1].

Often in emission spectroscopy, bands and lines occur nogether. In
general, bands usually have a sharp edge at one enid;¢hlked dand head. At the
band head, the intensity falls sharply to zero, while omther side the intensity
gradually decreases. Unlike line spectra, molecular spleatre vibronic transitions that
possess a range of energies. This is due to couplingée the electrons and vibrations.
In order to describe the electronic states of a moleculeposeconsider not only the
motions of the electrons, but also the motions of nuclei relatieae another and the
vibrations and rotations of the molecule as a whole. ;Tdulecular electronic
transition between the energy states does not corresponeibaefined single quantum
of energy. As a result, the absorption and emission spafictr molecule may involve
many vibrational transitions over a range of energieste&d of sharp lines, molecular
absorption is replaced by a set of closely spaced lideaally these closely spaced lines

cannot be resolved and are termed an absorption oriemisnd [56].
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Figure 2.5 Potential energy curve of the observed electstaties of the CN molecule
adapted from Herzberg, 1950 [58].
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2.6 Spectral Intensities of Lines

The observed spectral intensities, which originate from tisditransitions,
depend on two different factors. The first factor is thensit probability, or transition
probability, of the atom. This is also referred to aditteestrength, and is known as the
f-value [4]. The intensity of a spectral line depends eratbmic population of the
initial level and also on the transition probability to the final le@nly transitions
which are allowed will produce spectral lines, provided thafrdguency of the
oscillating field obeys the relatidw = |E, — E;|. The transition probability refers to both
absorption and emission, in which they are proportionaldb ether. The second factor
is the interaction between the atom and the radiation solr@der for an electron to
be excited, the electron temperature must be higher thaeniperature defined by the

kinetic energy of atoms or ions [4].

2.6.1 Continuum Emission

As noted early in this chapter, there exists a free-free;dound or bound-bound
state of an electron-ion system in which the energy is pesiBontinuum emission is
when a transition between a free state and a stationarysgatd (he atom occurs. The

following equation gives rise to continuum emission whoseu&Bgies are

hv=¢-E, +}ém\/2 Equation 2.5
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where% mv? is the kinetic energy of the free electron ahid the ionization energy of

the atom. Radiative recombination is another term for this emipsocess, and occurs

when an ion captures an electron and makes a transitioa botimd energy state; [4].

Continuum emission occurs shortly after, in the case o6LiBe laser plasma formation.
Similarly, continuum emission found in SIBS is expected tieatime of the spark. The
continuum is dominated by electron deceleration as theycpssto ions [59]. Since
this emission occurs within the first few microseconds aftesnpa initiation, it can be
eliminated from measurements. Chapter 3 will discuss irl tieta continuum emission

can be avoided and eliminated from measurements.

2.7 Spectral Line Broadening

Line widths are related to the electron density and temperaittine plasma. The
environment of the atom and sample of interest impacts thesitiésrof spectral lines
and molecular bands. In an ideal setting, the intensiylioe will have a frequency

dependency described by a Lorentzian profile having time fo

1(v) = I,(y/4m)?/[(v — vy) + (y/4m)?] Equation 2.6

where | the intensity at the center of the line profilg, andy is the radiation damping
constant [4]. The full width half maximum (FWHM) is thataral broadenin(gVAﬂJ of
the spectral line. However, the ideal condition in which atspldine solely contains
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natural broadening only occurs under conditions with low mtoiensities. In non-ideal
conditions, natural broadening is accompanied by Doppladierong which results in a
Gaussian profile instead of a Lorentzian profile. Doppleattening causes linewidths
of atomic transitions, which is due to the random thernmaleaments of atoms [60].
Doppler and natural broadening can be neglected in mess$ claue to the fact that these
broadening features contribute only a small portion of tieeadMine broadening seen in
spectroscopy. However, the dominant line-broadening obaiveeen atoms and charged

particles through electric fields, and is known as Stark lermad [4].

2.7.1 Stark Line Broadening

Collisions with ions and electrons result in the Stark effedighvybroduces Stark
broadening. This broadening of emission lines is propatimnthe electron density of
the plasma; the higher the electron density, the greatetahHel@oadening. The Stark
effect also produces a shift of the emission line centraél@agth, which can be used to
determine the plasma electron density [61].

The broadening and shift of emission lines due to the 8thekt arises from the
perturbation of emitting species by nearby charged part@&®s [n the presence of an
external electric field, energy levels for a given transiti@ensglit into separate
degenerate sub-levels. These sublevels are identified ly#ameum number pithe z
component of the total angular momentd)m In most cases, the transitions between the
sublevels are not symmetric, which results in an asymmeéifidise [2, 5]. On the

other hand, if the splitting of the sublevels is not too laigr a symmetric-broadened
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line will result. Regardless, the splitting causes broadening avaelength shift in the
emission line of that transition. In the case of SIBS andLiBe electric field
experiments come from the collisions of electrons, iongl@mdharged nature of the
plasma. Stark broadening is the main broadening mechaeimin plasmas resulting

from both SIBS and LIBS analysis [4, 5, 63, 64].

2.7.2 Self-Absorption

Spectral lines that arise through the combinations betwegmudbed level and
the lowest excited levels are called resonance lines. Whse lines are absorbed and
excited, the emission transition is to the ground state, and of®onance lines are very
strong [65, 66]. Therefore, resonance lines are cedfia states combining with the
ground state. If the electrons in a particular atom omtyecfrom the ground state, the
electron can only absorb those photons capable of indadigsition from this same
ground state. This is why there are so few resonaresin relation to all the spectral
lines of the atom [60]. The mention of resonance linespeitant due to the fact that
these lines have a very large probability of re-absorpgdore leaving the plasma
discharge. This is known as self-absorption, which tendsotden the profile of the
spectral line. In extreme cases of self-absorption, tHeqdahe spectral line will appear
to be flattened. Self-reversal is another issue that oatwes the excitation temperature
drops around the outer regions of the discharge regidth& passage of the light
through these colder gas layers. When self-reversaigydbe line not only broadens but

also shows an intensity dip at the resonance frequengy Tfis phenomenon can be
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easily mistaken for doublets. Broadening due to resenames that give rise to self-
absorption and self-reversal can cause problems whiyzmgadata. A false line width
will appear to artificially elevate electron density, which in saaleulations, correlates
to the overall concentration of the element within a sampl#-aBgorption also leads to
saturation of signal intensity. Thus, at high elemental carateons within a sample, the
peak intensities begin to decrease. As a consequenoepttigto simply correlate
signal intensity to concentration of an element becomes invalkah welf-absorption of

spectral lines is observed.
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Chapter 3: Plasma Physics

In chapter 2, the theory of atomic emission was discussaetail. In this
chapter, the physics of plasma both in LIBS and SIB&pdained. Since SIBS is similar
to LIBS, the same physical aspects may be applied to tlerstadding of plasma
characteristics created from various samples. The us&igh intensity laser beams to
produce plasmas has been an active research topivévakgears. A laser beam has
the capability to dissociate, excite and ionize the constittemi@species in the sample
being studied. In addition, SIBS also has the capabilitisgpdiate, excite and ionize a
sample of interest through the use of a highly energitsetrieal spark. Both of these
methods produce a plasma, which expands either in tueivaor in the ambient gas
depending on experimental conditions. When laser-matter ¢tit@rabccurs, various
processes may occur such as ablation of material, hegiyeparticle emission, and
emission of radiation ranging from the visible to hard X-mggending on the intensity
of the laser [4]. Although there are many applicationsdedlvarious processes, the
research presented in this dissertation focuses on thedtagtical emission from
plasma. This chapter outlines the basic physics of plesiezant to LIBS and SIBS.
Some calculations mentioned in this chapter were not perfodominy these analyses.
However, these calculations were discussed in general teroughout this dissertation.
Thus, a brief description is necessary for the understguod these terms and
calculations.
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3.1 An Introduction to Laser-Matter Interactions

Several authors over the years have reviewed materiaserrmatter interactions
[67-69]. When a focused, high-powered laser beamlogh voltage spark (in the case
of SIBS) interacts with a target material (solid, liquid, gagesosol), the sample is
exposed to extreme local heat and evaporation. Once thisspthe reaction is followed
by plasma formation. A plasma is a local assembly of gtmms, and free electrons,
overall electrically neutral, in which the charged species aiteollectively [5]. In
general, plasmas are characterized by many paramegenmsp#t basic being the degree
of ionization. Plasmas can either be weakly ionized oryighized. Weakly ionized
plasmas are where the ratio of electrons to other spedessithan 10%, where highly
ionized plasmas may have atoms stripped of many of tleetrens. This results in very
high electron to atom/ion ratios [5]. It is known that LIBS plas usually fall into the
category of weakly ionized plasmas.

The interaction between the laser beam or spark withicareaterial is very
complex. In LIBS, this ablation process is based on mrangbles which include the
power of the laser, the laser pulse width, and spatialeangdoral fluctuations of the
laster. SIBS also has variables such as spark poweepetition rate, as well as the
spatial and temporal fluctuations associated with the spar&ddition, the target
material itself plays an important role in laser or spark-éeduablation. The chemical
and physical properties of the target material, whether itdodidy liquid, or gas, affects

the outcome of the laser-matter interactions.
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3.2 Plasma Fundamentals
Plasmas are considered to be a distinct phase of matldheanproperties are
different than liquids, solids and gases. In fact, plasraas often been described as a
fourth state of matter [70]. Plasmas have a high elattanductivity due to the
presence of charged particles within them. Plasmas hewvenoving electrons and ions,
whereas in a gas, they are bound to the atom. In twdeeate a plasma, energy is
required to separate the electrons from the atoms andlecues. In the case of both
LIBS and SIBS, plasma creation results from intense Isethieasource of energy, which
allows for vaporization, excitation and ionization of the sarapktthe surrounding
atmosphere. These plasmas are typically very hotinathe early formation, consist of
ions and electrons. Atoms and molecules are preserg atadma cools over time.
Plasmas also interact with their surrounding environment, whiah important factor in
supporting the propagation or quenching of the plasmja [71
The hot expanding plasma interacts with the surrounding gasdyniby two
mechanisms:
(1) The expansion of high pressure plasma compressegrtbarsding gas and
drives a shock wave, and
(2) During this expansion, energy is transferred to ambienbygése
combination of thermal conduction, radiative transfer and hgebgirshock

wave [4, 71].
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Figure 3.1 illustrates how the hot vapor plasma interacts watButrounding ambient
atmosphere. Understanding how the plasma interacts withvit®ement is imperative
to interpreting the results from the plasma creation. In additienevolution of the
plasma depends on the intensity of the laser, its waveleigghof focal spot, target
vapor composition, ambient gas composition and pressufe [ftias also been found
that the plasma parameters such as radiative transfagasymessure, plasma velocity,
and plasma temperature are strongly influenced by tlueenaf the plasma [4]. At early
times of the plasma, the degree of ionization and vaporizatiugh (Figure 3.1). Over
time, electron-ion recombination occurs, followed by neutrahatand then molecules
form. The outer region of the plasma consists of thekstvave that is in front of the
region containing the line emission. At low irradiance, thevatasma is too thin to
produce energy efficiently by radiation. This results lack of plasma formation, and
the inability to produce ionization in the sample and samplesgihere. On the other
hand, if high irradiation exists, then shock heat dominatespeoduces a large shock

wave front [71].

3.3 Plasma Shielding

During laser ablation, there are three primary processesanhanisms that
occur. These include: plasma ignition, plasma expansioca@uliohg, and the ejection of
particles from the sample surface and condensation. didlecbse processes depends of
the laser irradiance and pulse duration and therefore darthation and subsequent

evolution of the plasma [72]. The vapor produced byaker interacts with the latter
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time of the laser pulse, which can be absorbed by teeileduced plasma. This is
known as plasma shielding and it influences how much da#dex energy reaches the
sample surface to initiate ablation [73]. As a result, plagmedding influences how
much of the solid mass is converted into vapor [4]. éxample, Shaiklet al. performed
electron density and temperature measurements of ND:YA@:ed zinc plasmas. The
laser was operated at 1064, 532, and 355 nm, while nmangdahe same laser power
density (4 x 18’ Wem®) for each wavelength [74]. Results indicated that the plasma
electron excitation temperature increased at longer laser wgtlede This was
attributed to a more efficient laser-plasma interaction andygtemsfer. The plasma
electron density also decreased with longer wavelength®dbe increased amount of
target material ablated (at shorter wavelengths). This lestiteced plasma shielding. A
discussion of plasma shielding as it relates to pressurecissded in Chapter 7 of this

dissertation.
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Figure 3.1 Schematic diagram of expanding laser prodolestha in ambient gas. The
plasma plume has several zones, all of which are lab@&leel plasma temperature cools
with increased distance from point of impact. Adapted f8ngh and Thakur, 2007 [4].
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3.4 Plasma Models

Plasmas are generally separated into two main classificatiooat L
Thermodynamic Equilibrium (LTE) plasmas and Coronal Equilibr(CE) plasmas [2].
LTE plasmas are characterized by a single temperatuater(of 18 K), and usually have
electron densities greater than ¥1@m*. CE plasmas on the other hand, are
characterized by higher temperatures (order 8&)@han LTE plasmas but low electron
densities (~1dcm-) [2, 62]. There is a third plasma model known as tHés@mal
Radiative Steady State (CRSS), but it is less commonly Sd@a.model describes
plasmas that fall between the LTE and CE plasmas [78hefally, plasmas produced by
LIBS and SIBS are treated as though they fall into thenegf LTE [5]. Therefore, the

CE and CRSS plasmas are not encountered during thisawdnill not be described.

3.4.1 Plasmas Having Local Thermodynamic Equilibrium

It is important to briefly discuss LTE plasmas traditionallyndin LIBS
research. In the case of LTE plasma, it is treated asdhasingle temperature. This
means the free electrons, ions and neutral species mgkithg plasma are assumed to
all be at the same temperatur@{F Teecron=T). In the LTE model, both atomic and
ionic states must be populated and de-populated by collisicegses rather than
radiative processes [75]. For the LTE model to be valaptasma, the collisions with
electrons have to dominate over the radiative processes) velguires a sufficiently
large electron density [76]. McWhirter proposed a critetiat was based on the

existence of a critical electron density for which collisiontdsare at least ten times the
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radiative rates [77]. In order to maintain a high collis@ate rthe electron density must

be sufficiently rich so that following criterion is satisfied by fit@sma to be in LTE

N, > 16x10¥AE°T, Y2 Equation 3.1

where AE (eV) is the energy difference between the upper andristages,T, (K) is the

excitation temperature. In the expanding plasma, LTE ismodgible locally, and for a
specific time segment during the plasma evolution. It typitakgs approximately 1 ps

for full LTE conditions to stabilize in a static plasma at T ~@0,& andN_ ~ 10°° cmi®

[2]. However, LTE conditions will never exist for the eatiiffetime of the plasma.

Some researchers contend that the assumption of LTE wifhoal LIBS plasmas is
guestionable, with spectroscopic analysis yielding diffegtadtron and ion temperatures
for a given plasma. Although the use of LTE may not beiaually agreed upon model
that describes the plasma formation condition for qualitativeysisathis model points
out the fact that time delay is crucial for obtaining the bpstaiing conditions in the
SIBS and LIBS plasma [4]. The relationship between bBm# plasma temperature is

further discussed in section 3.5.4.
3.5 Plasma Spectral Emission

Chapter 2 discussed spectral emission as it relates to atomga@m However,

it is important to discuss spectral emission properties as tlag te the plasma. In
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addition, an in depth review of continuum emission, tempaodispatial resolution and

plasma temperature and pressure will be in this chapter.

3.5.1 Continuum Emission

As discussed in chapter 2, the continuum is primarily doee&sfree
(Bremsstrahlung emission) and free-bound (recombinatiajte. Shortly after plasma
initiation, the emitted light is dominated by Bremsstrahlung radiadieryed from the
recombination of free electrons and ions which has little intemaiiation as a function
of wavelength [78]. In the Bremsstrahlung process, pisodne emitted by electrons
accelerated or decelerated in collisions with positively @thrgns, and is characterized
by a high intensity of “white light” [5]. However, Bremsattung radiation decays rather
quickly, and therefore, the weaker atomic radiation pradibgeboth ions, neutral
species and molecules can be detected as sharp eniisssoor bands. By delaying the
light collection after plasma generation and Bremsstrahiaigtion, atomic and
molecular features of interest can be detected with hggtakio background ratios [78-
80]. The time delay necessary is contingent on the ensagy/to make the plasma and
the conditions under which it expands. This delay allowsafdiation transition (free-
bound) to be observed. In radiation transition, a fregrele is captured into an ionic or
atomic energy level, and transfers its excess kinetic emetgg form of a photon [4].
Figure 3.2 is a schematic overview of the temporal profilesingle laser pulse from a
LIBS plasma. This figure illustrates that at early timespthema is dominated by the

continuum radiation produced by the laser pulse. The tahgidference between the
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laser irradiation and the beginning of the observation windaalled the delay timegjt
After a designated delay time, the gate width, or collectiomlovinoccurs. This is

known asyg, and is the region in which the signal is collected. Glethe plasma
characteristics change over time, and therefore it is impddal@termine the ideal
delay. The ideal collection conditions vary depending ompdtiveer and wavelength of
the laser. This is also true for SIBS in that as the pofstkiecspark changes, differences

will be seen in the length and intensity of the continuum eomss
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Figure 3.2 A schematic overview of the temporal profile bfS plasma derived from a
single laser pulse. Adapted from Cremers, 2006 [5].
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One example, performed by Hohreiter (2004), studied 8 plasma
continuum emission at three different wavelengths (270 Athné and 530 nm) against
time (ns) [81]. The continuum emission of all three baredsk between 20 and 40 ns
were collected following the peak of the plasma initiating lpsése. For all three
spectral bands, the continuum emission was observed tp lolzome order of magnitude
during the first 200 ns. This represents a decrease tertigerature of approximately
70% based on emissive power per the Planck distributioa.70% decrease in
temperature is consistent with other reported temperatursunesaents [81]. Even
though the background continuum decays faster than ddewtss information is still
available from the data. Therefore, by using time resolatidhe plasma light, one can
discriminate between the regions where the signals of ibfmedominate. Thus,
recording line emission for the purpose of elemental aisadigpends on choosing the
proper delay time, when the ratio of line emission to bakgl continuum emission has
been optimized.

Another example by Camaclebal. (2010) studied the time-resolved evolution
from laser-induced air plasma [82]. They showed thahduhe initial stages after the
laser pulse, the continuum emission dominates the spectrartiméevolves, N O,
and G* emissions dominate the spectrum. These ionic lines quieldsease for higher
delay times, and the emission lines become progressivelypactrally narrower as a
consequence of the electron number density and varidtisindicates that the electron

density and excitation temperature decrease during thealkgpansion [82].
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A study conducted by Ciucet al. examined trace pollutants in soil by time-
resolved laser-induced breakdown spectroscopy [83itifi€e soil samples
(Geochemical Exploration Reference (GXR-2) silicate) froeUhited States
Geological Survey (USGS) were obtained. Figure 3.3¢ésalt from the use of GXR-2
at 1064 nm. This figure shows that the plasma continuunsEmidominates the spectra
in the early stages of plasma development. Converseljingnemission, which is
characteristic of the trace elements present in the soil sdpegl@nes evident at longer

time delays [83].
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Figure 3.3Dynamics of the emission from the G-2 sample measured upon excitai
at 1064 nm as a function of the delay from therlasése. The gate width is fixed a
ps. Reprinted #th permission from Springer Publishing Comp [83].
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Based on the examples given, it is evident that for eactriexgnt, one must
determine the optimal delay and collection conditions. It is rtapbto note that there
are differences between SIBS and LIBS in the plasmduptmn, volume, and delay

timing. These differences will be discussed in later chapters.

3.5.2 Electron Density

The electron density of a plasma is essentially the nuailsectrons present in
the plasma per unit volume. Knowledge of the temperatulelaatron density is vital
to the understanding of the dissociation, atomization, ionizatdnexcitation processes
occurring in the plasma [84]. Line widths are related tcetbetron density in the
plasma, and therefore, proportional to Stark Broadeninge dan determine electron
density of discharge plasma from the measurement i Btaadening of spectral lines.

The following expressions relate line width and shift to elecrahion densities [5, 61]

Wy ~ [+ 175A1- 075 )|(n, /10w Equation 3.2

O ~ [1+ 200A(L- 075r )|(n, /10°)d Equation 3.3

total

wherew,, is the measured half-width at half maximum (HFHK)s a parameter

giving the ion contributiory, is the ratio of the mean distance between ions to the Debye
radius andv is the HWHM Stark width caused by the electron density if O, then the
electron density is #cm® [5]. Although studying the electron density of any given

plasma is important, specific measurements were not conlducaay of the SIBS or
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LIBS experiments reported here. However, generalimalisisions of electron density as

it relates to specific experiments are discussed throughoulisbertation.

3.5.3 Plasma Opacity

Plasma opacity in another important aspect to plasma phgeitgan be used as
a diagnostic tool. There are two categories of plasmeitgpand they include optically
thick and thin plasmas. A plasma is considered optically thenvthe emitted radiation
escapes along the length of the plasma without significantglmsoor scattering. The

intensity of radiation emitted from a plasma is given by

1(2)=[e(2)! a(2)f1— exd- a(A)L]} Equation 3.4

where £(1)is the emissivity andx(1)is the absorption coefficient [5]. Whenis small,

the plasma is considered optically thin. In addition, the iclmadlition is for the plasma
to be optically thin, which results in a reduction of lines thatart re-absorbed. Thus, a
plasma that is optically thin is not associated with the lines imglhe ground state
[66]. On the other hand, when optically thick plasmageesent (high plasma density),
the plasma itself absorbs its own emission and results itrajdawe re-absorption and in
extreme cases, signal saturation. As mentioned in sectid) elf absorption poses a
problem when measuring the peak area, and results imaibiéity to convert peak area to
concentrations. An emission line that is not self-absorbed estlfi a Lorentzian

profile, where a self-absorbed line will fit a Gaussian pr¢8te 86].
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3.5.4 Plasma Temperature

Plasma temperatures are another important aspect to undengtédre complex
spectroscopic sources as well as improve their applicati@ihs The temperature can be
determined through spectroscopy from the measuremeati@s of the intensities of ion
to neutral lines and neutral to neutral lines from the samesaldd. If a
thermodynamic equilibrium is achieved, then a single plasmaerature (i, = Telectron
=T) can be defined. However, in the expanding plasncamplete thermodynamic
equilibrium is never achieved, and instead, the approximatimE is used. This
approximation assumes that within a particular region, the equititdoes not vary.
However, the equilibrium may still vary from region to regidn order for this
approximation to be applicable, a sufficient number of collisronst occur to
thermalize the plasma. In other words, energy must leadim the plasma across
volume and species. It should be noted that LTE may natHieved for all species at
the same time. Heavier species (atoms and ions) dguitibeate as fast as light species
(electrons) due to the fact that particles of similar massddaeshare energy more
equally with the colliding particles. The more the particles intexéhin a plasma, the
longer it takes to reach equilibrium [5, 71].

The method for determining the temperature in an LTE plasinased on the
theory that the number densities in various excited states ftiikBoltzmann
distribution [4]. From this, a Boltzmann temperature magdbeulated, and typically
involves the intensity of multiple emission lines from a wideetg of upper states. The

most widely method used to determine temperature is throBgktzmann plot, which
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provides the excitation temperature from the measureméme cihe emissions from a
single species. The simplest Boltzmann plot (temperaturemaiptained from two

emission lines, having enough difference on their uppenggrevels [88-90].
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Chapter 4 : Development of Early Soil Carbon Analysis by SIBS
In this chapter, the experimental details, instrument desigtharstudy of soil
carbon experiments are described using SIBS. Theordiscalssions related to these

methods and instruments are found in Chapters 2 and 3.

4.1 Rationale of Soil Carbon Analysis by SIBS

In recent years, soil carbon sequestration has becomgpartant topic in the
broader discussion and study of the influence of atmogp86, on climate change.
Soil carbon sequestration is the process of fixing f£@n the atmosphere into the soil
through crop residues and other organic solids, anddmathat is not immediately
reemitted. Agriculture soils are responsible for a portiogreénhouse gas emissions
over the last several hundred years, through the conmdreim forest and rangelands to
crops, intensification in cropping patterns and land managepnactices, and
combustion of fossil fuels for agricultural use [91, 92heTonversion of land to
agricultural use disrupts and depletes soil carbon, and iblsaresults in a net loss of
soil C [93]. For example, estimates on a global basisestigigat current agricultural
practices and land use modification account for approximatedfifth towards the
radiative contribution towards global warming. Because thgrseudtural soils are now
relatively C depleted, they represent a potentia §iGk if a portion of the lost carbon
can be regained [94]. G@an be stored in the soil through no-till planting, restoring

62



wetlands, converting cropland to permanent grass or pkaging conservation buffers
or using cover crops [95].

Encouraging efficient soil C&sequestering is significant because it helps to off-
set emissions from fossil fuel combustion and other caépoitting activities while
enhancing soil quality and long-term agronomic productiv@gveral studies in the
1990’s were started to assess the C sequestration potargigiticultural soils in
industrialized countries [92, 96, 97]. For example, LekRmllips studied the effects of
no-till practices in concurrence with planting winter wheat esvar crop in the US corn
belt [96]. For this study, an erosion productivity impactwalor (EPIC) model was
used. The researchers selected statistically representatipéesat 100 sites in the US
corn belt, and ran a 100 year simulation at each site.rebudis suggested a change from
current tillage practices to widespread use of no-till plus wodeer could conserve and
sequester a total of 3.3 x®1@ns of carbon per year ( t-CYrin the soil for the next 100
years [96]. Thus, researchers suggest that soil cadaprestration can be accomplished
by reducing soil disturbance through no-till crops or the oephent of annual crops with
perennial vegetation, for example [21]. Therefore, theebpment of new
instrumentation to monitor carbon content of soils is criticalducang the time spent
determining the long-term viability of soil carbon sequestration.

Determining changes in soil C is difficult due to the small, iatetual changes in
the total carbon stored in soils [22]. Due to the fact thall sfmanges in C must be
measured to accurately determine and verify soil C, realt@asurement of the C in

soils is important to assessing the efficiency of this prodel&S has recently been used
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to quantify carbon in soils. da Sileaal. measured total carbon in whole tropical soill
using a portable LIBS system from StellarNet (model PORTBSE2000) [98]. Six soil
samples (0.3 to 0.7 %C) from the Brazilian Cerrado regiere submitted to quantitative
measurements of carbon. These authors noted that trepilsahre rich in iron oxides;
and due to strong spectral interference of iron with the3884nm line, the C 193.09
nm line was used instead. Using this emission line, theytegpoorrelation coefficients
of 0.91, indicating the potential of using a portable LIBSeays for quantitative carbon
measurements on tropical soils [98]. This is just one exanfipl@any (see Chapter 1)
where LIBS has been applied to the measurement ofrcartswils. However, LIBS is
still a relatively new analytical technique, and there arerabdesadvantages. For
example, LIBS plasmas are quite small. The typical pBSma have dimensions of
approximately 3.0xI0cm® produced from a 100 mJ Nd:YAG laser [71]. For
comparison, the spark formed in SIBS has a visible volomie order of 7.0xIbcn?

[6]. Although the size of the plasma is dependent onrtbegg output of the laser, the
small excitation volume contributes to the very large spark-adksgariations in

emission intensities and high detection limits [6]. In additiondaged sensitivity, the
LIBS technique has the additional disadvantages of fragiliylange laser power
supply. Both of these liabilities limit the sensitivity and abildy £I1BS to be a robust,
portable instrument. In comparison to LIBS, SIBS systaypically have large plasma
volumes and are substantially more rugged in designthleusevelopment of soil carbon

analysis by SIBS was explored.
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This chapter focuses on the application of SIBS to thesanement of carbon in
soil to enable monitoring of soil quality and relative sequestrgigomanence. Early
applications of SIBS to monitor metals in soil involved the prodnof sparks near the
soil surface [12]. This previous work was based aglatively uncontrolled presentation
of the soil to the spark (described in Chapter 1). Thiesgtdspark formation on soll
presented some challenges. Because of the motion inoiuttexilsample by the blast
wave from the spark breakdown itself, smaller soil part@fesactually removed from
the spark gap, and the larger, heavier particles reneainthe electrodes. In this way,
the sample is progressively distilled until only the large pastiate being sampled.
Also, the early application of SIBS to soils did not includedhantification of carbon
but instead, only studied metals in soil. This chapter teploe development and
evaluation of a new sample delivery mechanism to the sparkagd the prediction of

carbon in soil.

4.2 Preliminary Soil Carbon Analysis

As previously mentioned, SIBS has been applied to thgsisalf heavy metals
in soils [16]. This early work provided the basis for deselopment of a field-portable
SIBS instrument to measure and monitor carbon in soilsas$ess the potential for SIBS
to measure soil carbon, a small set of soil samples wheeted and evaluated. The
following sections present the soil processing, characterizatgstnimentation, design

and modeling needs for the analysis of the initial soil casbadies.
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4.2.1 Soil Processing and Characterization

A total of eight soil samples were collected from the Der®€r metro area and
New Mexico (B). One sample (G) was collected on the &sity of Denver campus.
Three samples (C, E and F) were collected from cropsfeidund Parker, CO, which is
approximately 45 kilometers (km) southeast from Denverotier sample (A) was
collected approximately 16 km miles southeast of Parker, T@.last samples (D and
H) were collected from pine forests in Elizabeth, CO, whidp@oximately 60 km
southeast of Denver. The soil location and descriptioneo8 thoils used for this initial
study are summarized in Table 4.1. The soil descriptiontésllte illustrate the types of
soils analyzed during this research. The majority of soitgnated in Colorado, and the
soils are either clay or sand loams. It is important to thaiteno data could be found on

the Web Soil Survey (WSS) concerning the University of2esoil.
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Table 4.1 Soil location, description and rating of 8 soil sampiegormation obtained
from the USDA Web Soil Survey [99].

Soil ID Location Soil Description*
A 39°29'07.60"N, 104°36'26.46"W| Bresser Sandy Loam: Sandy loam, Sandy clay loam
B 33° 12' 23"N, 105° 52' 23"W Gravelly fine sandy loam
C 39°27'54.97"N, 104°41'26.57"W Fondis Clay Loam: Clay loam, Clay
D 39°21'44.93"N, 104°35'04.82"W Elbeth Sandy Loam: Sandy loam
E 39°25'30.32"N, 104°36'22.02"W| Bresser Sandy Loam: Sandy loam and Sandy clay loam
F 39°29'04.22"N, 104°36'27.16"W| Bresser Sandy Loam: Sandy loam and Sandy clay loam
G 34°40'26.16"N, 104°57'42.85"W No Data from WSS (University of Denver)
H 39°21'23.03"N, 104° 34'12.39"W\ Elbeth Sandy Loam: Sandy loam

Table 4.2 Total carbon and nitrogen values for 8 s@tandard deviations reported were
determined by three trials for each sample. *Indicaeg$es that were not further used
in analysis due to high standard deviation. ** Indicatasdard deviation values were
not available.

soil ID[C )] * [N @) ¢
1.74 [0.559 0.11] 0.01p
4.61]0.54 0.11] 0.006
1.35] 0.14 0.1d o0.0d4
1.94] 0.24 0.10 0.01o
2.23] 0.24 0.20 0.0do
0.71] 0.14 0.08 0.0d9
238 = | 034] *
3.64 [1.7d 0.19] 0.06p

Tio(n|m|olo|R]|%
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In preparation for SIBS analysis in the DU laboratories sgimples were dried by
placing all samples in an oven at 80 °F for 1 hour. Mesarchers either air dry or
oven dry soils, and routine oven drying of all soil sample®igequired [100]. In
addition, the soil analysis handbook of reference metktadss that an oven can be used
to dry soil samples [101]. But, temperatures should nmgexk 38°C (100°F), as
significant changes in the physio-chemical properties ofdihean occur at elevated
drying temperatures [101].

After the samples were dried in the oven for one hoursdhgples were removed
from the oven to finish air drying overnight. Once skspvere dry, any large twigs,
rocks or roots were removed prior to grinding with mortat pestle. Then, each soil
was sieved to remove particles larger than 1mm in diameéenéth size). All soils
were placed in air tight, sealed bags at room temperattitéwither analysis was
performed. Each sample was placed in a Cianflone bategrior 1 minute to
homogenize the soil before the CHN analysis of the sdilis. 8xtra step was necessary
because of the very small sample sizes used in the CH)}$&n@5-17 mg). The soils
were then analyzed for carbon with the CHN analyzer dbtheersity of Denver (DU)
with an EA 1108 Carlo Erba CHN analyzer. The CHN asialyesults from DU are
found in Table 4.2. Three (denoted by *) of the sasplere not included in the data set
used in the regression analysis. This was due to hvghigble combustion carbon data
(large standard deviation), indicating sample inhomogen8igynple G did not have a
reported standard deviation for both carbon and nitregkres from CHN analysis

(Table 4.2).

68



4.2.2 Instrumentation and Soil Delivery

An aliquot of each soil, approximately 4 grams, was plat@dmodified plastic
syringe with the tip of the syringe cut off. The syringe e placed in a Cole Parmer
syringe pump set at 18.3 mL/hr. The syringe pump gndge were both placed at an
angle above a funnel to the electrode spark gap so thabthwvould fall through the gap
at a gradual rate. This set-up was positioned below tiregsyfilled with soil, and
provided for gradual flow of soil through the spark gaprty analysis. As the soil fell
through the spark gap, the power supply (VTech Engimg&orporation, Andover,
MA) was set so that sparks occurred at 1 Hz. Theepswpply was set at 700 mJ, and
the electrodes were positioned approximately 4 mm apae.spark is a two-step
phenomenon in which an initial arc event (high voltage ancclawent) occurs to reduce
the electrical resistance of the air in the electrode gap befwapacitor bank discharges
across the spark gap. Full discharge of the sparkitcyrélas a time constant of
approximately 8-1@s, during which time the plasma is formed and the samfzdéecdb
The electrode material used throughout this researcbpsigtary, and will not be
discussed in this dissertation. The collection fiber optic codsidtéber optics made by
CeramOptec Industries, Inc. (East Longmeadow, MA) rrealito a lens tube that
collected emissions from the sparks. The fiber optics wagled to a 1/4 m
spectrometer with a 1200 lines/mm grating and an Andor iSt&rsified charged-
coupled device (ICCD, South Windsor, CT, USA) with 10B&ls. Figure 4.1 is a
schematic diagram of the SIBS instrument for the analyssitsf. The spectrometer has

an approximate 40 nm collection window. As the soil partisie® processed by the
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spark, light from both atomic and molecular emission wasstetinto the optical fiber
and transmitted to the spectrometer and then to the ICCIh tB® 193 nm and 248 nm
wavelength regions were investigated to establish the optintrcéeature for this
research. In addition, the 363 nm wavelength regionnvastigated for optimization of

the CN (B-X) molecular features. These regions areudgsd in the following sections.

4.2.2.1 Intensified Charged-Couple Device (ICCD)

Charged-coupled devices (CCDs) are types of multicha&tectors in which
movement of electrical charge can be converted intoi@mdogitput. This is
accomplished through a photoactive region (transducer) omadéa silicon layer, and a
transmission region which allows for the movement of theraatated charges to the
detection area [1]. An image is projected onto the capauitay, causing each capacitor
to accumulate an electric charge proportional to the lightsitteat that location. Once
the array has been exposed to the charge, a contrat caoses each capacitor to
transfer its contents to its neighbor (known as the shift regiSiee charge at the last
capacitor is transferred into a charge amplifier, wherelihege is converted into a
voltage that is proportional to the radiant intensity. After ampliion, the signal is
converted from analog to digital, and to a computer that deritre readout [102]. An
ICCD is a CCD that is connected to an image intensifier tedun front of the CCD.
The microchannel plate (MCP), is the image intensifier in@@0 and used to
amplifying light. It works by converting the incoming photonglectrons on the

detector side by photoemission. The electrons are then eupéihd the electrons
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released from the MCP then strike the fluorescent senegcause it to emit far more
light than was incident on the photocathode [103]. The atrmfuncident light can be
controlled, and is known as the MCP gain. The higheM@® number, the brighter the
output signal will be. The MCP allows for the ICCD to be gatdtere one can control
the time at which light (data) is collected as well as the obsemvatidow (length of
data collection). The ability to gate this device is the onemaadjance the ICCD has
over the CCD. A gate width is the time frame in which dataliected, whereas the
delay time is the time at which the start of data collection occliisse values are

referred to in the following sections of this dissertation.
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Figure 4.1 Schematic diagram of SIBS design for solyaiza Soil falls from the
syringe into the funnel and through the spark gap.
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4.2.3 Establishment of the Optimal Spectral Region for Analysis

The first objective of this project was to establish the optiméloceline for the
analysis of total carbon in soil. The research groopded on two neutral atomic carbon
(C D) lines at 193.09 nm and 247.86 nm. At each speeigaon, a sample of activated
charcoal was introduced into the spark gap. Activated chbwas initially chosen due
to the high carbon content and relatively simple matrix. W#eisample matrix
facilitated the identification of the C (1) line, and minimizedn@t eliminated)
interference from other elements with the carbon lines afastte The collection
conditions included a 10 us gate width, MCP 150 and the teiag varied from 10 pus
to 40 pus. At each delay time, data was summed for&@spt a rate of 1 Hz. Figure
4.2 is a sample spectrum of activated charcoal in the 24&gion.

Once both carbon lines at 193.09 nm and 247.86 nmestablished, a more
complicated matrix was used to determine if there were anyantg lines with carbon.
For this, two LECO (LECO Corporation, St. Joseph, Mltlsgtic carbon standards were
used. One standard had a carbon concentration of R&&mno. 502-632) and the other
0.53% (Part no. 502-630). There were two primaryars$or using these samples.
First, the group wanted to establish that the instrumentation detédt the carbon line
at low concentrations, and second to test the ability of the imetruto detect C in a
complex matrix. Figure 4.3 is a sample spectrum of thig%0.carbon LECO standard in
the 193 nm region. Figure 4.4 is a sample spectrumedd.53% carbon LECO standard
in the 248 nm region. The carbon line can be detectddsaroted. In addition, the

instrument was also able to detect the carbon line in the,|6wlel% carbon LECO
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standard in the 248 nm region. Due to the highly ionkeehd O lines surrounding the
C (D) line in the 193 nm region, no further analysis w@lected in this region.

Finally, soil sample A was used to verify the findings from alstivated charcoal
and LECO standards. Figure 4.5 is a sample spectrgwmildk in the 248 nm region.
The neutral carbon line of interest is detected, and the atiixis more complex than
both the activated charcoal and LECO standards. Bastlsanformation, the C (1) in
the 248 nm region was determined to be the optimal linge&feist. This conclusion was
reached because, while the line at 193.09 nm was obséres not observed to be as
intense as the lower energy (247.86 nm) feature (Fig8je #his may well be because
of the limitations of the fiber optic materials selected to transmilight to the detection
system, and/or the potential influence by bright nearby idm#eogen and oxygen
features which prevented the increase of the gain on P 3ed to acquire the data.
In the 248 nm region, it was further demonstrated that etectraterial for SIBS

produced no interference lines in relation to the C line.
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Figure 4.2 A sample spectrum of activated charcoal in tveleagth region of 248 nm,
with a 20 us delay time. The C (1) line is labeled.
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Figure 4.3 A sample spectrum of LECO synthetic carbordatdn(0.53 %) in the

wavelength region of 193 n, with a 20 ps delay time. @B line is labeled, as well as
the nearby O and N features.

75



700000

600000
500000
S 400000
s
= C() 247.86nm
172}
c
o / —20ps Delay
£ 300000 ¥

200000 § U

100000 /[/\ AR ,-‘Av L‘u‘vAA’M‘bﬁ
235 240 245 250 255 260 265 270
Wavelength (nm)

Figure 4.4 A sample spectrum of LECO synthetic carbordatdn(0.53%) in the
wavelength region of 248 nm, with a 20 ps delay time. ' line is labeled.
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Figure 4.5 A sample spectrum of soil A in the 248 nm wangtteregion, with a 20 us
delay time. The C (I) line is labeled.
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4.2.3.1 Investigation of the 363 nm Wavelength Region

In addition to atomic lines in the 248 nm region, molecular featassociated
with C in the 300 nm to 400 nm wavelength region were studsgecifically, research
focused on identifying the CN (B-X) vibrational band at 888and 388 nm. These
spectral features are of interest since they might providenattion that may make
differentiation of organic and inorganic carbon fractionssfimbs. It has been reported
that the CN (B-X) feature is related to organic molecules tla@refore, it might be
possible to use information in this region to distinguish betwegsmac and inorganic
carbon fractions [104-106]. Figure 4.6 is a sampletgpacof soil A in the 355-395 nm
region, and the CN molecular features are labeled. Télisninary data confirmed the
observation of the CN feature, and the following section wiljole details on the

optimization of both atomic and molecular features of interest.
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time. The CN vibrational features of interest are labeled.
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4.2.4 Collection Conditions

In order to establish the optimal collection conditions in botli2#&nm and 363
nm region, data acquired at several delay times were ew@luAtsingle soil was used in
this analysis in both spectral regions. First, the 248 nianresignal was studied, with
the goal of optimizing the intensity of the neutral carbon liAelata series was collected
with a delay range of 1-40 us and a gate width of 1p@)0It was established that the
optimal collection conditions consisted of an 11 us delay,ssGfate width and a MCP
of 50. The spectrometer was then centered at the 368giam, and the same process
was performed to optimize the CN (B-X) molecular featurae optimal collection
conditions for the CN (B-X) intensity included a 20 us deta@1 ps gate width and a
MCP of 10.

Three to six trials were taken with each soil sample in that248 and 363 nm
wavelength regions. The specific collection conditions us#ukitwo regions were the
optimized conditions described above. During each trial, wdiasasummed for 50 sparks
at a rate of 1 Hz. Using these conditions, 3 to 6 aeeragectra were acquired in each
wavelength region for each soil sample. These spectecsepared to the CHN
values (Table 4.2), and evaluated by multivariate analysisage described in section

4.3.

4.3 Regression Analysis
Spectral data acquired with the modified syringe/pump arraegewere

evaluated by both univariate and multivariate analysis tecesigbive different soll
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samples were analyzed. Three samples were not indgedise combustion carbon
data was quite variable, indicating material inhomogeneity thatdanot be beneficial to
include in the model (Table 4.2). Three of the samples wealyzed in triplicate with
the SIBS instrument, with the other two samples being ardbizdgimes. Using the C
emission peak at 247.86 nm, the data were first evaluatediimary least-squares
(OLS) regression using peak intensity (after baselinecton).

The same data were then evaluated by multiple linear regned4LR). MLR is
an extension of linear regression techniques where mameotie response is considered
during the regression [107]. In this case, the spedcitalaver a five nm window (245
nm to 250 nm) were used in the regression. A commesaialare package, Solo
(Eigenvector Research Inc., Wenatchee, WA), was usexbloate the data. Data were
pre-processed by mean-centering both the spectral intersitiesarbon (%C) values.

The data were also evaluated using principal componemssgn (PCR) and
partial least squares (PLS) analyses. These techniglyemrdeveloping models based
on a calibration set of data projecting data of higher adtr lower dimensional space.
In both regression techniques, matrix algebra is used toedtie complexity of the data.
In the case of PCR, the data are projected into clusteiegtathat are then given a new
coordinate system. This new coordinate system is desenitieg@rincipal components
(PCs), with PC 1 describing the dimension in which the datteclhas the highest
variability. Each subsequent PC (ie, PC2, PC3, etcrjhsgonal to all previous PCs
and contains less information than the previous PC. loabe of PCR, only the

variability (error) in the x-block data (spectral data) isstdered. Thus, like OLS, error
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in the values of the y-block data (soil %C) is neglectedS Rlbdels, however, have the
ability to account for variability in both the x- and y-blockta Therefore, the
coordinate system to describe the clusters of data in PLceeacebed by latent variables
(LV), with LV1 describing the most dimension of highest Maitity, followed with

higher LVs that describe (or capture) less and less ofath@bility in the data cluster

[107, 108].

4.4 Regression Analysis Results

A representative plot of the PLS model is shown in Figufe Zhe figure
represents the results of using 5 LVs to fit the data. té&ebeorrelation (r=0.973, n=21)
was observed when compared to the OLS, MLR and P@iessons. In Figure 4.7, the
green line represents the perfect 1:1 correlation betweesuneglband predicted values;
the red line represents the best-fit line for the data.

The data were all used to create the calibration modelCRdhd PLS models, a
step can be added to perform a validation of the modekasdlel is being developed,
and is termed cross-validation [109]. In calibration modefegated here, cross-
validation model of random splits was used. In this teclensgunples are randomly
removed from the calibration set and used as test sampéemodel that is generated
with the remaining samples. This is an iterative processsarahtinued until the error
of the calibration model is minimized [110].

A summary of the different regression techniques usegdtuate the data are

provided in Table 4.3. In addition to correlation coeffitsethe root mean square error
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of calibration (RMSEC), root mean square error of calibnatialidation (RMSECYV),
limit of detection (LOD) and limit of quantitation (LOQ) are prodder comparison of
the techniques. The units of RMSEC and RMSECYV reptesenr in percent since the
regression plot is measured vs. predicted % carbonexaonple, a value of 0.13
represents a prediction error of a value of 0.13%. niteg if one is trying to predict a
soil sample that has 2% carbon, then the error is = 0.1B&LOD and LOQ
calculations, the standard deviation, s, of the predicteceotration of the sample with
the lowest %C was determined. Using this value, the LODcalasllated for each
regression such that LOD = 3s/slope (of the regresslddy) was calculated in a similar
fashion; LOQ = 10s/slope. Although this initial study consistesl srhall data set, the
results were promising. The data in Table 4.3 indicate ti&8 &illowed by a partial

least squares analysis is capable of predicted total carlsofisn
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Figure 4.7 Measured vs. predicted carbon % levels Rof analysis using 5 LVs.

Table 4.3 A summary table of the different regressionsibet used to evaluate the
data.

Summary Table of Regression Analysis

Regressiol | IpMsEC|RMSECV |LOD (%C) |LOQ (%4C)
Method
oLS 0.808 - - 0.42 1.40
MLR 0.937 - 0.214 0.91 3.03
PCR (3PC) 0.835| 0.314 - 0.27 0.89
PLS 3LV)| 0943 | 0.190] 0.270 0.29 0.96
PLS (4LV)| 0.966 | 0.148] 0.270 0.22 0.74
PLS5LV)| 0973 | 0131 0232 0.20 0.68
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4.5 Chapter Conclusions

The initial experiments described in this section resulted ingtelapment of
sample delivery hardware to the spark gap of the SIB&iment, and some preliminary
data analysis that demonstrated the possibility of the appliaaiti®BS to a portable
soil carbon monitor. During this phase, a successful sppéatation was established
where carbon emission lines are present and easily exdttethe electrodes. Several
local soil samples were collected and carefully charactefaeotal carbon. Subsets of
the SIBS spectra of these characterized soils were subjeckevariety of univariate and
multivariate data analyses. Using SIBS and partial leastesfising with 3-5 latent
variables, an estimate of total carbon in soil over a range/af— 3.64 % with a
detection limit of between 0.2-0.3 % by dry weight was a@de\Although a small
sample set was used for this experiment, reasonable nesuéisound. The 350 nm to
400 nm spectral region was also studied to locate the & (Bolecular feature.
Results indicated that the SIBS instrument could detect this édeaBince the soil
samples were only analyzed for total carbon and nitrpgerentages, the fraction of the
inorganic and organic carbon was not known. ThusCtii€B-X) feature was not
included in any regression analysis. This study wasiliseimoving forward to the next

phase of research, which was to develop a robustielddlfle SIBS soil carbon monitor.
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Chapter 5: The Development of a SIBS Portable Soil Carbon Analyzer

This chapter describes the experimental details, instrumengatibresults for the
initial development and miniaturization of a SIBS portable soilaadnalyzer. This
research builds on the results found in Chapter 4. Tjeetoke of this phase of research
was to analyze both soils and surrogate soils to proviglenkgghts for the development
of a robust predictive model. In addition, an evaluatiotneffirst generation
miniaturized SIBS analyzer for the quantitation of carbomilvgas performed. This
chapter discusses each of these processes, and pprséntmary results of the SIBS
instrumentation. The majority of the research in this chaypds peer reviewed and

published in 2012

5.1 Introduction

During this phase of research, several experiments wackicted in order to
build upon and improve the SIBS instrumentation for the amsabf carbon in soils. In
addition to analyzing soil samples, clay-based surrogédteveere analyzed in order to
better understand the carbon spectral response. Thsiaralboth types of medium
(soils and surrogate soils) was proposed to provide spéetia over a variety of carbon

sources over varying concentrations, so that the most@pgieocalibration technique

! Schmidt, M.S., et alSpark-induced breakdown spectroscopy and multivariate analysis applied to the
measurement of total carbon in soil. Applied Optics, 201251(7): p. B176-82

85



for the instrument could be selected. Thus, the anaiysignal response of three
different carbon sources (elemental, organic and inorgasais evaluated. In addition, a
guantitative evaluation of the effect of spectral near-neighlsoch as Fe and Si, was
performed. In particular, it is not clear how C, in therf@f carbonate, contributes to
the C intensity at 247.85 nm when contrasted with organoooglOC) in the sample.
Although these surrogate soils are simplified and do notseptéhe complexity of the
true composition of soils, they still provide insight on the funeiatal emission line
properties.

The signal response of Fe clay surrogates were alsdas@tlin the
development of a robust predictive model. The rationalsttmlying the signal response
is due to the fact that there are several Fe lines that eittlerlie the C (I) feature or are
found nearby. Since these Fe lines dominate the 248 extrajregion, a fundamental
understanding of the emission intensity, including the impacthe C feature from both
the varying analyte concentrations and matrix effects, wiliraide development of a
robust predictive model. By using known concentratioReoin clays, the possible
signal effects on C emission lines due to the presencecarFe monitored.

The study of the molecular feature, CN (B-X), to catelthe organic portion of
total carbon was discussed in Chapter 4. In addition toaety predicting TC using
the portable SIBS analyzer, another goal of this reseeasto also try to predict
separately OC and inorganic carbon (IC). Currentlygtrentitation of C is a multistep
process that must be performed in a laboratory settingrolbust model can be built to

predict all three fractions of C (TC, IC and OC), therag the potential to produce a
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rapid method for quantification of carbon in soils. Thhbis chapter also describes the
use of the CN (B-X) region as part of the multivariate rhoderder to predict OC. The
current approach is to use the TC and OC values deterthireeayh an independent
laboratory in the model, along with the spectral regions argdB8dm (C (1) line) and
360 nm (CN (B-X)). Predictions of both TC and OC atedmined from a model
including these signals, and the IC fraction is determinetifigrence. This chapter
describes the various approaches in the development witigariate model to predict

carbon in soil through the use of a portable SIBS analyzer

5.2 Experimental Design

5.2.1 Soil Processing and Characterization

To develop data analysis methods for optimizing the SIBBument, a total of
nine soil samples were collected from Colorado, New Mexind,Oklahoma (Table
5.1). The latitude and longitude coordinates were recdoteghch soil sample, and soil
classifications were determined from the USDA WSS [99)il samples 1-6 were also
used during the initial data analysis found in Chapter 4. s&mples 7-9 were collected
specifically for this research in order to diversify tbé g/pes previously analyzed.
Therefore, samples 1-6 were preserved from the prevesearch, and were refrigerated
(5°C) during this portion of research. After sampleswe®e collected, they were

processed just as samples 1-6 were, and this informatidoeciound in Chapter 4. All
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soil samples were then stored in a refrigerator (5°C) neétied for further processing

and analysis [100, 111].
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Table 5.1 Soil location and description of 9 soil samplégormation obtained from the
USDA Web Soil Survey [99]. ** Denotes sample that wasused in regression
analysis.

Soil ID Location Soil Description*
1 39°29'07.60"N, 104°36'26.46"W} Bresser Sandy Loam: Sandy loam, Sandy clay loam
2 33°12'23"N, 105° 52' 23"W Gravelly fine sandy loam
3 39°27'54.97"N, 104°41'26.57"W Fondis Clay Loam: Clay loam, Clay
4 39°21'44.93"N, 104°35'04.82"W Elbeth Sandy Loam: Sandy loam
5 39°25'30.32"N, 104°36'22.02"W Bresser Sandy Loam: Sandy loam and Sandy clay loam
6 39°29'04.22"N, 104°36'27.16"W Bresser Sandy Loam: Sandy loam and Sandy clay loam
7% 34°26'57.34"N, 98°57'47.59"W Tillman-Hinkle complex
8 34°26'56.35"N, 98°56'8.72"W Vemon clay
9 34°26'49.02"N, 99° 0'38.48"W| Tillman silt loam
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In addition to the initial processing of soils found in Chagtdurther steps were
added during the soil processing of the soils for this pbiassearch. CHN analysis is
the standard for carbon analysis in soils. Thus, thamgdséocused on preparing each
sample as if the samples were going to be subjected to Galjyses. Research literature
recommends the soil must pass through a minimum of a &88 (@50 um) sieve prior
to CHN analysis. This is a critical step in sample preparationder to obtain
reproducible samples by reducing sample inhomogeneity [1i&). During the first
phase of research, the soils were not homogenized oimum of 100 mesh prior to
analysis (Chapter 4). However, the bulk soil for eadhpéawas saved, and soil subsets
were further processed using the following procedure.

Soils were sieved sequentially through various mesh siz&9,(20, and 40
mesh), and then placed in a ball mill grinder for 4 minutdstoogenize the soil. Each
soil sample was then sieved to obtain a 200 mesh (75 phcjgaize. After
homogenization and sieving, soil samples were refriger&f€z) (ntil SIBS analysis
was performed [100, 111]. Each mesh size fractionsamed and refrigerated in order
to study the effect of soil particle size on signal intensigm@es 1-6 were reanalyzed
for carbon, and all nine soils were submitted to the Colodi® University (CSU) Soil,
Water, and Plant Test Laboratory (Fort Collins, CO) to deternatal carbon (TC) by a
dry combustion CHN analyzer. In addition, the OC an¢cHIculated from CaC£)
fractions for each soil were determined. Elemental anakassperformed to determine
Fe and Si content of all nine soils through HF acid digestvielibby inductively

coupled plasma optical emission spectroscopy (ICP-OE&)le®.2 lists the results of
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TC, IC, OC, Fe and Si for each of the nine soil sampfesnoted in Table 5.2, soil
sample 7 has an OC fraction higher than TC. Theséigesake no sense; thus was not

used in the regression analysis.

91



Table 5.2 Percent of TC determined by CHN analysis.@pefi€ and OC determined by
difference. Elemental results of Fe and Si determinedghrbik digest followed by
ICP-OES. ** Denotes sample that was not used in regreasalysis.

Soil ID | TC (%) [oC (@) [IC %) [Fe (%) [Si (%)
1 162 | 154 | 0.08] 156| 383

2 4.31 3.02 1.29 1.53 35.3(
3 1.39 1.25 0.14 1.80 39.7(
4 2.50 2.38 0.12 0.52 39.3(
5
6

2.22 2.15 0.07 1.63 39.7(
0.64 0.58 0.06 1.66 41.7(
7** 4.06 4.22 0.04 1.25 41.60
8 0.84 0.82 0.03 1.44 41.8(
9 0.90 0.84 0.06 1.17 42 .8(

g

4
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5.2.2 Surrogate Soil Analysis

One primarily goal of this portion of the research washtaio curves of growth
(COQG) for C and Fe. Additions of C and Fe source®wedded to clay gravimetrically
to produce surrogate clays with similar concentrations fausdil. This was done to
study the SIBS response of C and Fe in the spectrosampons of 248 nm and 363 nm.
KGa-1b (IN 47907-2054) from the Clay Minerals Societyi®e Clays Repository
(Washington County, Georgia) was used as a base feuthegate soils. KGa-1b was
chosen due to it being a well-characterized and relatinety matrix, and the negligible
Fe and C concentrations. Table 5.3 provides a sumohdng composition KGa-1b of

the relevant elements for this research.
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Table 5.3 Composition and relative percentages of the m@ajoponents found in KGa-
1b.

Chemical Composition] %
SIiO, 44.2
Al,Os 39.7
TiO» 1.39
Fe,05 0.13
FeO 0.08
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5.2.3 Construction of Samples for Curves of Growth (COG) Experiments

Carbon was added to the clay substrate and analyze@eftrms: elemental
(coal, NIST SRM 2683b), organic (potassium hydrogenasata (KHP), Sigma Aldrich)
and inorganic sources §&R0O;, Sigma Aldrich) over a range of 0-10%. The surrogate
samples were made gravimetrically, with the difference issmaade up of clay
(Kaolin). To simulate iron levels, iron oxide ¢&i) was added to the clay over the
range of 0-10%. The source of the®gwas from a certified Fe sample (Thorn Smith).
Table 5.4, Table 5.5, Table 5.6 and Table 5.7 illustratedhgosition of the surrogate

soils analyzed, as well as the range of carbon or inamdfan the surrogate soils.

95



Table 5.4 Table of organic carbon in the form of KHEeatito KGa-1b in the range of O-
10.8 % C.

Clay (9) KHP (g) | Mix (% Carbon)
3.00 0.00 0.00
3.00 0.10 1.58
3.04 0.20 2.95
3.02 0.31 4.34
3.01 0.51 6.81
3.06 0.71 8.82
3.03 0.90 10.80

Table 5.5 Table of inorganic carbon in the form €K added to KGa-1b in the range
of 0-8.69 % C.

Clay (g) K2COs3 (9)| Mix (% Carbon)
3.00 0.00 0.00
3.14 0.51 1.21
3.04 1.01 2.16
2.00 2.00 4.35
1.01 3.05 6.53
0.00 4.00 8.69

Table 5.6 Table of elemental carbon in the form of cddéd to KGa-1b in the range of
0-9.46 % C.

Clay (g9) Coal (g) | Mix (% Carbon)
3.00 0.00 0.00
3.11 0.05 1.08
3.03 0.11 2.23
3.02 0.20 4.15
3.08 0.30 5.96
3.09 0.41 7.73
3.02 0.50 9.46
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Table 5.7 Iron in the form of iron oxide (f#) added to KGA-1b in the range of 0-10.04
% Fe.

Clay (9) Iron (g) | Mix (% Iron)
3.00 0.00 0.00
3.10 0.05 0.84
3.10 0.11 1.81
3.01 0.25 4.11
3.03 0.41 6.36
3.19 0.55 7.87
3.11 0.72 10.04
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Each sample set was analyzed by the SIBS instrumenthakadwn concentrations
were plotted as a function of either the baseline correeetial C (247.86 nm) or Fe
(248.32 nm) peak intensity in the 248 nm region. All dampere analyzed in both the
248 nm and 363 nm regions. However, only the Fe Imése 363 nm region were
compared with the known concentrations of the surrogate aaiisthe molecular feature
of CN (B-X) was not analyzed during this portion of reska Initially, a univariate
calibration approach was applied to the surrogate soils aasvtle preliminary data
from the nine soils collected at PSI. This method consadteglating two single
variables (peak intensity vs. concentration, for exampleath other, and is one of the
simplest methods to perform [113]. This approach is calkssical least squares (CLS).
In this research, the concentration of a single element@rapared to the measured
peak intensity. This preliminary study was done to determhaménear correlation
existed between both measured C and Fe and the signaltytdrtained from the SIBS

instrument. Results of the analysis of surrogate soileepmted in section 5.6.1.

5.3 Sample Delivery — Impact of Patrticle Size

The impact of soil sample size using the screw-feed delteehnique was
investigated to evaluate the reproducibility of the massibélslivered to the spark. The
purpose of these sample delivery experiments is to uadéeribw the particle size
impacts signal reproducibility within in an individual sample setvel as determine the

optimal soil preparation required for SIBS analysis.
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Sample delivery response was studied with three soils @ 8)an this
investigation. The three particles sizes were generated0@Padd 200 mesh, which
correspond to 850 pum, 150 pum and 75 pum maximum diamesprectively. The three
mesh sizes were determined in the following manner. Aricles that passed through
the 20 mesh and not the 40 mesh sieve, was consid2@ethash sample. Any patrticles
that passed through the 100 mesh and not the 200 mestcoveidered 100 mesh
sample. The 200 mesh sieve was the smallest usedysttbeall soil particles that
passed through the 200 mesh were kept as a 200 arapkes

Each of the three soil samples at each mesh size weyzethat the 248 nm
region. Specifically, the signal of the carbon line (24 h&6 was evaluated to
determine the differences in both peak intensity and shstdbvariability between each

of the three mesh sizes.

5.4 Instrumentation of Soil Analysis
The following sections discuss the evolution of the SIBSyaeal
instrumentation. The SIBS instrumentation was designed by[R8Ing the initial
phase of this research, a screw-feed design was impiedhand used as a new technique
to deliver soil to the spark gap. In addition, higher resolwias achieved through the
use of a different spectrometer. The first data wereatetieat PSI. Midway through
this project, the first portable SIBS analyzer for canwas built by PSI and was
delivered to DU for data analysis. These changes amdnsérumentation are

documented in section 5.4.2.
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5.4.1 Initial SIBS Screw-Feed Instrumentation

The SIBS instrumentation consists of a soil sample delivetgrsyspark gap,
collection optics, spectrometer, an ICCD and a pulsed dyyoaver supply. A
schematic of the system is shown in Figure 5.1. The salplaced in the hopper with a
constant voltage (10V) applied to the gear motor; this voltagemaintained throughout
all data collection. Soil samples were delivered from the hdpple spark gap using a
screw-feed mechanism. This method delivered soil veed $crew, driven by a
variable-speed DC gear motor, to the sample chamber wttialls in a thin stream
through the spark gap. The use of a motorized screwdkowed for an automated
delivery of soil to the spark gap. In theory, this metHed provides a constant flow of
soil through the spark gap, to minimize shot-to-shot vaityadue to inconsistencies in
soil delivery.

As the particles passed through the spark gap and wietediby the plasma,
atomic emissions were focused into an optical fiber bundlérandmitted to a 1/3 m
spectrometer with a 2400 lines/mm grating coupled to an Adar ICCD (Andor
Technology, South Windsor, CT). 400 mJ sparks werealled at 1 Hz to the gap from
an Arc-2 pulsed current power supply (VTech Enginee@agporation, Andover, MA).
The power supply dimensions measure 3" x 4” x 9” (Wx L) and weighs
approximately 7.5 pounds. This generation of the powgply is considerably smaller
and lighter than the previous power supply (5" x 20'2%, 45 pounds) used to collect

data during the initial phase of research found in Chapiszction 4.2.2). The Arc-2
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power supply delivers controlled energy pulses througkphek gap formed by the
electrodes in order to produce a plasma.

The collected range of the spectrum is 10 nm arouncethiercwavelength of
248 nm. The data acquisition conditions weges felay from the plasma pulse and a 50
us gate width. Signals from each soil were collected for 2it@$nat 1 Hz, giving a total
of 120 replicate spectra within each sample file. Thesditboms were held constant for
all soil and surrogate soil acquisitions. In addition, thesditons were held constant
during data collection in the 363 nm region. Initially, a unataranalysis was applied to
the C (1) line as performed on the surrogate soils. Tisisdata evaluation compared the
OC and TC concentrations to the baseline corrected ptadsities of the soils. These
results are reported in section 5.6.3. The procedutedd?PLS regression analysis
performed on this data is presented in section 5.5.thameésults of these analyses are
reported in section 5.6.4. Results reported in this sectiom fnan data collected at PSI

prior to the development of the portable SIBS analyzer.
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Figure 5.1 Schematic diagram of the SIBS instrumentation [18]
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5.4.2 Miniaturization of SIBS Instrumentation

Over the course of this phase of research, PSI desagteduilt a portable SIBS
analyzer. This second system, seen in Figure & achematic diagram of the first
portable SIBS prototype for the analysis of soils. Ireotd miniaturize this instrument,
several changes were made to the previous designsahie hopper and screw-feed
design was used, however the spark chamber was medlers The spark chamber was
coupled to collection optics and fiber optic bundle. The fiptics were split, and fed
into two Avantes, Inc. (Broomfield, CO) miniature spectromgetd he first spectrometer
covered the 240 nm to 300 nm wavelength region, whilesghend spectrometer covered
the 300 nm to 400 nm wavelength region. Each spectromateequipped with a 2048
pixel CCD detector. The lower wavelength spectrometer I&&@ lines/mm grating
installed, which produced a resolution of 0.06 (FWHM). Mhigler wavelength
spectrometer had a 2400 lines/mm grating installed, which pedda resolution of 0.09
nm (FWHM). Each spectrometer had an entrance slit widtl® @gfm. In addition, the
more compact power supply described in section 5.4.Jad@ad as part of the portable
SIBS analyzer.

A SIBS control module software was developed specifi¢alyhis instrument in
order to control the power supply and data collection. |3t®p runs the software,
which has a main graphical user interface (GUI) that ctantine following: the power
output of the power supply, synchronization pulse to thenfegaspectrometers module,

and acquisition of the spectra from the Avantes moduleis,Tthe operator can control
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all the SIBS data acquisition parameters through a singleniegace. Figure 5.3

includes photographs of the portable SIBS instrumentation.

5.4.2.1 Data Acquisition Conditions Using the Portable SIBS Analyzer

After the portable SIBS soil analyzer was delivered to &llLhine soils were
reanalyzed on this instrument. This was to verify all coraptsof the instrument were
functional, as well as to make sure that the spectral resutteeacnew instrument were in
agreement with those previously found. A 1-Hz collectid@ vaas maintained, and
sample replicates were collected over a 2 minute perioderiaral, two replicates were
collected for each soil sample; thus, a total of 240 shets wollected sequentially and
simultaneously in both the 248 nm and 363 nm region fdr sail sample. The delay
time was set to 22 us, while the gate width of the spectronve#srd ms. The 1 ms gate
width is the minimal width for this instrument. Therefore, notaa or optimization of
the gate width was performed during these experimentdio8&5.5.2, 5.6.5 and 5.6.6

include discussions and results from the use of the posdB analyzer.
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Figure 5.2 Schematic diagram of the first SIBS portable sallyaer.

B

Figure 5.3 Prototype of the portable SIBS soil instrumentafiorExternal casing which
houses the SIBS instrumentation. B) Side view of the hoppesw-feeder and spark
chamber, as well as the power supply.
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5.5 Data Processing and Statistical Model Development

The following section describes the introduction and developofen
multivariate model to predict carbon in soils. The inclusiordditeonal elements (Fe
and Si) was used in the model in order to determine tHeutsfon the prediction of C in

soil. The following section outlines the preliminary multivaristgelopment.

5.5.1 Initial Regression Analysis

Data processing and modeling was performed on the ailseasalyzed at PSI
prior to the miniaturization of the instrumentation. The 120c&es for each sample (8
total due to the elimination of an outlier, Table 5.2) were fmatyzed by principal
component analysis (PCA) using multivariate software (PL&bbx, Eigenvector
Research, Inc. Wenatchee, WA) to identify and remoWeeasl As stated in section 5.2,
each sample was homogenized and filtered through a 2619 sieve to ensure
homogeneous samples in soil composition and density. @amssample density is
important in delivery to minimize variations in plasma temperahatemay give a
change in signal. Changes in signal intensity from variatroeample density may
create outliers that PCA analysis will remove. The criteradentifying outliers were
based on screening each set of data with the Hotellifgtad multivariate analogue to
Student'st) and residual values of the spectra. The use ofiirecontrol chart
applications has been reported as a technique to identify sutlnere multiple
components are varying [114]. In this work, those spkatiquisitions that were outside

of a 95% confidence interval were considered outliemlowing outlier removal, each
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removed spectrum was inspected, comparing the spedpalnse to the average spectral
data to determine if PCA correctly identified the outliers. Alliers identified by the
PCA approach had Si and/or Fe peaks that were statistidédisedt (3 standard
deviations) from the average of all 120 acquisitions. At ntlbstPCA analysis removed
12 replicate spectra from the 120 spectral sets. Becétlse careful soil preparation,
these outliers were attributed to inconsistent soil delivery araakection without a soil
sample. Spectra that failed to meet the criteria were digsténala all subsequent
calculations.

After outlier removal, ten replicate acquisitions were sumroeddch of the soils
samples creating a total of 10 subsamples for each of¢b#s8 These acquisitions were
selected randomly so that individual acquisitions would notuberged in multiple
samples. In this manner, 10 replicate samples for dable soils were created. These
data where then used to create a spectral data matrix fi@giession analysis by PLS.
PLS is a regression technique that has widespread usenmcelh, environmental and
engineering applications, and indeed has become one sthtidard tools in the field of
chemometrics [110, 114-116]. In PLS, numerous X-blakables can be modeled with
several response variables (Y-block) [110, 115]. Her#lork, the spectral region (X-
block) was truncated to 243 nm to 253 nm including thetsgleregion of the dominant
C, Fe and Si spectral lines. A concentration matrix (Y-bleag created from C, Fe,
and Si concentration values of the 8 soil samples obtainedl@€8-OES and CHN

analysis.
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In order to determine the precision and accuracy of Hild @nalyzer, three
calibration block soils (3 samples with 5 replicates each) andértified C standards
were reanalyzed by CSU for total C (TC) by CHN analisisnsure accuracy of the
calibration. In the case of the soil samples, the maximuortezpdifference in
measured TC was 0.01%; both reported TC from CHN dgrewithin 0.01% of the
stated TC from the certified standards. Therefore, thdtsefsom the CHN analyses are
sufficient in both precision and accuracy for building a Pi&lel.

Prior to building the PLS model, the data block was alignedet€tbmission line
at 247.85 nm to remove hysteresis from the adjustable rhmmator grating (two
spectral regions were studied, necessitating changes iratiregggrosition that caused
hysteresis). After alignment, the data matrix was prepsedassing standard normal
variate scaling, (SNV), and was baseline corrected with wexigbast squares. SNV
was chosen due to the fact that it is a scatter correctitdrocheften used when variation
in samples is present, or when granular and/or powdeylearare not delivered
reproducibly [117]. SNV preprocessing is an approptathnique in process analytical
chemistry when data are collected continuously, becaddespectrum in SNV is treated
individually [113]. The data block and calibration block wiren mean centered.
Cross-validation of the model was performed using the “Wam@&linds” approach with
9 data splits (blinds). When using venetian blinds, the tataber of data points is
randomized into 9 blinds or separate runs. In eachardifferent block of data is left out
and used to test the model produced [118]. This is atiterprocess until all 9 data

splits are tested in the model. Cross-validation is an effegiyeto test the predictive
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power of the model, helping to ensure the model doekttloé data with degenerate

components that will result in poor model predictions and acgyitd 0].

5.5.2 Initial Regression Analysis on Portable SIBS Instrument

As mentioned previously, once the portable SIBS unitdedisered to DU, all
nine soils were reanalyzed using SIBS. Then, each asilused to create a spectral data
matrix for the regression analysis by partial least squaggsssion (PLS). Instead of
evaluating 10 subsamples and 10 replicates for each 8fgbiés, sums of 50 replicates
and 7 points per soil sample, with a spectral region ot@253 nm, were used. The
purpose of this exercise was to ensure that the data cdlleittethe new SIBS analyzer

prototype was as good, or better than the previous daa &l SI.

5.5.3 Incorporation of the CN (B-X) to the Development of a Multivariate Model

The inclusion of the CN (B-X) feature in the 360 nm regi@s also used in the
PLS model. In addition, the spectral region (X-block) wascated to the 245 to 250 nm
region, and the 352 to 366 nm region, which included thetsa regions of the
dominant C, Fe, and CN (B-X). A concentration matrix (¥ek) was created from TC
and OC concentration values of the 8 soil samples obtainedl€P-OES and CHN
analysis. Prior to building the PLS model, the data matais preprocessed as seen in
section 5.5.1. Cross-validation of the model was perfousetdy the “Venetian Blinds”
approach with 9 data splits. The resultant model predictidTigd and OC, and IC was

determined by the difference (TC-OC = IC) of the TC @tiprediction.
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5.6 Results

5.6.1 Surrogate Soil Response Curve Results

Sections 5.6.1.1 and 5.6.1.2 report the results fornhvauwate analysis of C and
Fe in surrogate soils prior to a more robust PLS regreasialysis. In this approach, a
direct correlation was determined between baseline corrpetddintensity and C and Fe

concentrations.

5.6.1.1 Spectral Analysis of the 248 nm Region

Figure 5.4 includes sample spectra of Fe in clay at vapgngentrations. Figure
5.5 is the response curve of iron (248.32 nm). Fi§uencludes sample spectra of
organic, inorganic and elemental carbon at the 248 nioredrigure 5.7 includes

response curves of organic, inorganic and elementabcatthe 248 nm region.
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Sample Spectra of Iron Oxide in Clay at 248 nm
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Figure 5.4 Sample spectra of iron oxide in clay from 0-1@¥h The Fe (I) 248.32 nm
was used to create response curves of iron concentvatipeak intensity. Spectral
outliers were removed prior to averaging each data set.

Baseline Corrected SIBS Response Curve of Iron a#i8.32 nm
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Figure 5.5 Response curve of Fe (248.32 nm) basalimeated peak intensity;’R:
0.89.
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Comparison Spectra of Organic, Inorganic and Elemetal Carbon at 248 nm
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Figure 5.6 A comparison of organic, inorganic and elerheathon at approximately
4.3% relative carbon. In each case, outliers from eaciple were removed prior to
averaging the spectral data.

Baseline Corrected SIBS Repsonse Curves of Threerfats of Carbon
at 247.86 nm

20000 X Coal

A BKHP

180001 A Carbonate

16000
14000

S 12000

8000 +
6000 -

X
4000 A

20001 A A [
M
0

% Carbon

Figure 5.7 A comparison of response curves of the foregs of carbon in clay.
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Results shown in Figure 5.5 show that there is a calculatesglation (R = 0.89)
between Fe concentration and peak intensity, in the 24&gion. However, the
response of the Fe line in this graph indicates that athogimeentrations, saturation of
Fe occurs. Thus, a deviation at high concentrations fraarity is seen. Figure 5.7
shows that there is not a linear correlation between thetyypes of C and peak
intensity. There are several proposed reasons for thegevations. First, the current
screw-feed design is not optimal for the type and deositye fine clay patrticles.
Electrostatic interactions between the clay particles and the-éeeeMsystem, and
overall screw-feed design were not optimal for the clay sssngn addition, the density
for the clay particles was approximately half of that forshié samples, and the screw-
feed delivery was optimized for the soil samples. This resuiterconsistent flow rate
and high peak intensity variability. Another reason farlimearity of both carbon and
iron in the 248 nm region is due to self-absorption. Sedbgdtion occurs in the case of
strongly emitting atomic lines, such as neutral iron or satwuen in soils. In the case
of very high plasma density conditions, the plasma itsetiralssts own emission. This
is mainly true for the resonance lines connected to thengrstate, but other lines may
also be affected [4]. In fact, the Fe (I) at 248.32i:resonance line connected to the
ground state, and has a high probability of self-absaorgkmure 5.5). As a
consequence, attempting to simply correlate signal intetasétyoroad range of

concentration of an element becomes invalid.
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5.6.1.2 Spectral Analysis of the 363 nm Region

Each of the surrogate soils was also analyzed in the®a&gion. Figure 5.8 are
sample spectra of iron in clay in this region. Responseswf iron peak intensity of
four Fe (I) lines are plotted Figure 5.9, and includel}-860.88 nm, 361.87 nm, 363.14

nm and 364.78 nm.
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Sample Spectra of Iron in Clay at the 363 nm Region
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Figure 5.8 Sample spectrum of Fe in clay in the 363 nimomegith Fe concentrations
ranging from 0.8 to 10 %.

Baseline Corrected SIBS Response Curves of Four InoLines in the 363 nm
Wavelength Region
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Figure 5.9 Response curves of Fe baseline correct&drgeasity for Fe (1) lines;
R?=0.97 for each of the four curves.
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Inspection of the iron emission intensity curves in the 363agion, shown in
Figure 5.9, indicate a linear responsé £9.97). This is expected due to the fact that
each of the iron lines observed in this region areesmnance lines connected to the
ground state. Therefore, their probability of self-absongs low, and our results

support the lack of self-absorption.

5.6.1.3 Surrogate Soil Conclusions

While the results from the surrogate soil testing have prowidght on the
impact of soil composition (in the form of bulk density impacsignal intensity) and
the emission response of Fe and C in both regions, thaigelef the clay substrate is
not a representative matrix for this work. The clay-basgebgate soils did not produce
the expected linear results in the C samples. Howewse tlesults may reveal a
limitation of the screw-feed design. The screw-feed goméition used during this
research had been optimized for delivery of a moresepanil composition. Therefore,
the various surrogates did not flow at a constant rateddii@n, signal nonlinearity as a
function of concentration was observed with Fe lines cdrdeo the ground state. This
nonlinearity is caused by of both the inconsistent sampleediglof the clays as well as
the expected saturation due to self-absorption at high ciwattens. This preliminary
research provided insight as to what linear range of otrat®ns can be quantified
using SIBS for the analysis of soil. Because of the limitatg@en in this research,

future work would include an alternative series of matriicésntified and evaluated as
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suitable matrices to study signal responses as it relatesni Eeaas well as the

optimization of the soil delivery system for clays.

5.6.2 Results of Particle Size

Three soil samples (4, 7 and 8) were prepared forttloy sf the relationship
between soil particle size and the variability of signal intenbityugh SIBS analysis.
The intensity of the neutral carbon line at 247.86 nmuwgasl to compare each of the
three soils. Figure 5.10 is a sample spectrum of soithtinree different mesh sizes in
the 248 nm region. Figure 5.11 (A-C) illustrate the bemeeorrected carbon peak
variability seen within a particular soil sample at the threeréffiteparticle sizes studied.
Figure 5.12 illustrates soil 4 with a particle size of 850 pong2sh) with outliers
removed prior to analysis. Similar results were seen withwtbether soils. Outlier

removal was accomplished using PCA.
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Figure 5.10 Raw (no outliers removed) averaged dataib# in the 248 nm region.
This graph illustrates the differences of signal intensity eetwthe three mesh sizes.
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Carbon Peak Variability of Soil 4, 200 Mesh
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Carbon Peak Variability of Soil 4, 20 Mesh
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Figure 5.11 A.) 200 mesh soil 4 B.) 100 mesh soil £C.nesh soil 4. A-C represents
total cumulative data points, with no outliers removed. As theclgasize increases, the
carbon peak variability decreases. The carbon peaksaae-line corrected.
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Carbon Peak Variability of Soil 4, 20 Mesh Soil
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Figure 5.12 Carbon peak variability of soil 4 20 mesh wittiers removed from the
data set.
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Results show as the particle size decreases, the signalilitgneithin a sample
increases. Although the homogeneity of the soil sampliesgsdr particle size decreases,
there is a reduction of variability of the carbon peak sitgn One possible outcome of
these results is that, in its final form, the SIBS analyzer maawire less soil processing
prior to analysis than a standard CHN analyzer. Tihesiadicates a limitation of the
current screw-feed design since it is evident that it doedatioer a consistent
reproducible amount of soil to the spark gap within an individoihsample. During
data collection, it was observed the larger particles were dadiveit of the screw-feeder
into the spark gap at a more consistent rate than the spetteles. This could be due
in part by electrostatic interactions that occur between theasullshe various materials
that make up the screw-feed and SIBS delivery systera.siflaller particles are more
susceptible to agglomeration because of the electrostatic irdasathan the larger
particles. Therefore, the 20 mesh samples do not inteithcthe screw-feed or sample
delivery system as much as the smaller particles. Anotssilge explanation for the
variation of carbon peak intensity within an individual soil sangpliue to the ability of
the screw to carry the soil through the screw-feed. |aiger particles were picked up
more easily and delivered to the spark gap. The smaligcles on the other hand,
clogged the screw-feed chamber, which prevented astentsflow of soil to the spark
gap. Table 5.8 summarizes the raw average carbonrmieakity at 247.86 nm, standard
deviation (STD) of the peak intensity and the relative stahdieviation (RSD) for all
samples. Since the 20 mesh samples had the lowest ecesbon intensity, removal of

outliers from these data sets was performed in order tevacthe lowest RSD possible.
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Table 5.9 indicates that by the removal of extreme outliersnatllata set, RSD values

of 8-16% were achieved for soils processed to 20 mesh.
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Table 5.8 A comparison of the average carbon signaltsesf three soils with three
different mesh sizes. Raw averaged data was usetetonilee average peak intensity,
standard deviation and relative standard deviation. As tiielpaize increases in each
sample, the relative standard deviation decreases.

Raw Averaged Data
Average C Peak o Relative Standard
Soil ID Intensity (a.u.) Standard Deviation Deviation
7, 200 mesh 6500.25 1847.78 0.28
7, 100 mesh 9370.01 1963.72 0.21
7, 20 mesh 8962.28 1560.36 0.17
8, 200 mesh 7663.25 1932.79 0.25
8, 100 mesh 9957.58 1524.53 0.15
3, 20 mesh 7777.92 1037.26 0.13
4, 200 mesh 13047.13 3706.78 0.28
4, 100 mesh 15238.76 2356.53 0.15
4, 20 mesh 13901.93 1490.09 0.11

Table 5.9 A comparison of the three soils of a 20 mesicigssize. Prior to averaging,
all outliers were removed from the data set using PCA witinantercial software
package (PLS Toolbox, Eigenvector). By removing outliges RSD is further
decreased within each data set.

Qutliers Removed
Average C Peak . Relative Standard
Soil Intensity (a.u.) Standard Deviation Deviation
7, 20 mesh 8890.76 1381.00 0.16
8,20 mesh 7879.43 823.13 0.10
4,20 mesh 13949.68 1104.03 0.08
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5.6.3 Univariate Results of Soil Carbon Analysis

As previously mentioned, all 9 soils samples were analgz&EU in order to
determine TC, IC and OC (Table 5.2). Initially, data walkected and analyzed based
on CLS prior to regression analysis. This was dongait) to understand the simplest
relationship between carbon peak intensity and measured Béeiminary evaluation of
the normalized spectral data was conducted using onpetileintensity of the carbon
line. Both the OC and TC values were compared to thelasducarbon peak intensity
at 247.86 nm. Figure 5.13 shows the response curi/€ ebmpared to the baseline
corrected peak intensities of the 9 soil samples. The tgahiarcarbon values were
also compared to signal intensity of the 9 soils (Figuré)5.These results were from

soil samples analyzed at PSI.
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Baseline Corrected SIBS Response of Total Carbon 6fSoils at
247.86 nm
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Figure 5.13 Total carbon of 9 soils compared to signahsitig
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In each case, the observed trend is very promising.eMemin both graphs, one
soil is an extreme outlier (soil 7). Based on the analytidal fdam CSU, it was
observed that the OC value for soil 7 was higher thaim@ealue. In addition, close
inspection of all the soil samples indicated that the overall sigtealsity was
significantly lower than the other eight samples, indicatipgssible inconsistency in the
sample delivery. Therefore, soil 7 was removed frons#mple set and the data were
re-evaluated. The plots of the remaining eight samplesindad in Figure 5.15 and

Figure 5.16.
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Baseline Corrected SIBS Response of Total Carbon 8fSoils at
247.86 nm
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Figure 5.15 Total carbon of 8 soils’#®.94.
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Figure 5.16 Total organic carbon of 8 soilé=R.97.
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After removing the soil 7 outlier from the comparison of totabon and total
organic carbon, both exhibit signs of a linear correlatiom theerange analyzed.
However, on close inspection, Figure 5.15 indicates tha ihéensity begins to saturate
at approximately 4.5 % TC. This saturation is not evidentvghanging the x axis to
reflect OC peak intensity as seen in Figure 5.16. Thisegto the fact that the highest
OC concentration is approximately 3%. Regardless, airdpproximation of peak
intensity as a function of concentration indicates good lineafihus, further research

was conducted on the development of a robust PLS madilgrediction of C in soil.

5.6.4 Initial Multivariate Regression Analysis Results

SIBS spectra were collected on various types of soilsaamparison was made
between the measured total carbon from CHN and SIBSrap# eight samples. Figure
5.17 shows a representative spectrum collected on sodet time collection conditions
specified in the 248 nm wavelength region. The intensitig@C (1) line at 247.86 nm
can be clearly identified in the spectrum. Additionally, eraisines attributable to Si
and Fe in the spectral region of interest are detectable BiB&spectra. Due to the
spectral dominance of these three elements in this regiosuneda-e and Si
concentrations were included in the model and compared wit8IBS spectra in each of
the 8 soils as potential predictors of elemental content. Fixglirealso indicates
underlying Fe line at 247.978 nm by the shoulder on tfi¢ Ide. However, our results
indicate good correlation between measured and predictedadbain despite the slight

overlap between the C (1) and Fe lines [35].
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Figure 5.17 SIBS spectrum of soil 4 from 245 to 256 mrincipal emission features in
this region are C | (247.86 nm), Fe | (248 to 249 nmnal) &i | (250 to 253 nm). These
lines were used to evaluate the prediction models [18].
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PLS was performed on the wavelength region of 2430#%3 nm. Figure 5.18
shows the resulting loadings plot from the first latent variélb¥d). Note that the most
weighted wavelength in the spectrum corresponds to theah@uline at 247.86 nm.
Table 5.10 summarizes the results for the regressionsamédy all 8 soils. Initially,
only the TC values for the soils were used to build the fab8el. The resulting model
with 2 latent variables (LVs) had arf Ralue of 0.945, with a root mean square error of
cross-validation (RMSECV) of 0.264. Subsequent modets tvailt using 3 LVs, which
resulted in an improvement of thé Ralue (0.972) and RMSECYV (0.189). Based on the
initial spectral window selected, Fe and Si were dominant fstarthe region.
Therefore, additional models were constructed to includerdtthand C, or Si and C to

evaluate the impact of these additional elements on the pregictver for TC.
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Figure 5.18 Loadings plot from the first latent variable (LY@ SIBS, capturing
50.14% of the variance. A comparison is made between\theegression coefficient
and the spectral data in the 248 nm region. The most tediglavelength in the
spectrum corresponds to the neutral C line at 247.86 8m [1

Table 5.10 Summary table of regression model which insletiements in the model, C
prediction error, RMSECV when using 2 and 3 LVs. TMSECV is reported as
percent (%). Data includes the summation of 10 shots@uddta points per soil sample
[18].

Elements in Modell C Prediction Error| 2 LVs | 3 LVs
c R? 0.945 | 0.972
RMSECV 0.264 0.189

2
C. Fe R 0.922 0.968
RMSECV 0.313 0.202
C si R? 0.925 | 0.970
’ RMSECV 0.310 0.196

2
C. Fe, Si R 0.909 0.967
RMSECV 0.340 0.204
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There was no improvement to thé & the RMSECV values when C and Fe were
used in the model. Similarly, there was also no impravero the Ror RMSECV
values when C and Si were used in the model, or wherred #iements were included
in the model (Table 5.10). A variance captured plot ({f€&ul9) shows the root mean
square of error (RMSEC) and RMSECV against the numiblatent variables. This plot
was constructed using carbon values only, with a summaetid@ shots and 10 data
points per soil sample. The variance captured plot is lusefdetermining the optimal
number of latent variables to retain in a model that is built ueméull data set. In
principle, the RMSEC must always decrease as the nushkstent variables retained in
the model increases. However, because the RMSECYV isrdesel from the cross-
validation experiment, in which the test samples were nottodaaild the model that
was used to test them, this value can actually increasetah@nany latent variables are
added to the model. The optimal number of latent variabtgpially the number at
which the addition of another latent variable does not greafiyove the performance of
the model and where there is less than a 10% differetwedrethe RMSEC and
RMSECYV values [15, 119-121]. Based on this plot, a tdtalld/s may be used without
overfitting. However, a more conservative number of (2and 3) was used to predict
carbon. This conservative approach was performedporese to the nature of the data
used in the PLS model. Since random summed data wdsasreate 10 subsets of soil
for each of the 8 soilshe use of latent variables that were consistent in other sbdrca

analysis studies in order to avoid overfitting [1B5jgure 5.20 is a plot of the measured
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vs. predicted carbon using the 8 soil samples. The resplohgad an &= 0.97,

indicating good correlation between the predicted and meahsarbon concentrations.
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Figure 5.19 Plot of calibration error (RMSEC) and crodglation error (RMSECV) as a
function of the number of latent variables retained in the iAb8el for carbon. The data
set included a summation of 10 shots with 10 data point®peiasnple [18].
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Figure 5.20 Plot of measured vs. predicted total carlmon & samples using SIBS. Use
of Carbon only with 3 LVs, with a summation of 10 shatd 40 data points per soil
sample [18].
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The correlation indicates that SIBS might be a viable methqddantify carbon
in soils. Eight soil samples were collected from a variocations throughout Colorado,
Oklahoma and New Mexico, and gave a good representsHtseveral different types of
soils, as well as the range of TC (0.64 to 4.31%). Usicglculation of (|[CleLs
predictiony [Clchnl/[Clchn)*100, we find that our accuracy ranges from 1-17% @und%
RSD (calculated for each of the 8 samples) range fr@nol3.5%. As noted earlier,
sequestration studies have observed an increase in soihdhgt is of this same
magnitude. Thus, this early work shows that SIBS will k@ahble technique for
monitoring sequestration. LODs are a less important metgaulse the carbon content
of agricultural soil is by definition high. However, we find gueliminary LOD using a
PLS model created from these eight soils to be 0.08%. Winlealue is higher than
those reported for LIBS, it is well below the value needeglitntify soil C in

agricultural soils for carbon sequestration applications.

5.6.5 Replication of Regression Analysis on the Portable SIBS Instrument

One of the first objectives was to replicate the regressialysis as seen in
section 5.6.4 on the portable SIBS instrument. Thus, Sp8tra were collected on the
8 soils, and a comparison was made between the medstyé@ and Si from CHN and
ICP-OES. Figure 5.21 shows a representative specoliected on soil 4. The
intensity of the C (I) line can be clearly identified in thecpum. Additionally, the Fe
and Si emission lines in the spectral region of interest &eetdble in the SIBS spectra.

In this case, due to the increase in resolution, a bettaragem of the underlying Fe
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lines to the C (I) line can be seen. Table 5.11 complaee®sults using 2 and 3 LVs
from section 5.7.4 with the regression analysis from tr@ple SIBS analyzer.

Although the number of summed data points per sample etddfrgm 10 to 7), the
results are promising. Theé Bnd RMSECYV for each model improved. However, just as
seen in the initial regression analysis model, the inclusiéie @nd Si did not improve
the R or RMSECV. This could be due, in part, to the fact tlthbagh Fe and Si do
dominate the spectral region of interest, there is no cornelagitveen the amount of C
in the soil and the amount of Fe or Si. Also, self-absormtidhe Fe emission lines near
the C (1) line was observed in the surrogate Fe soileretbre, a linear correlation of Fe
is potentially hindered due to the self-absorption, which in might negatively impact
the use of Fe in the model to predict carbon. Thus, indutiese elements in the model
will not improve the overall prediction of C. In addition, tlesults show good linearity
which further illustrates that there is no interference of théries with the C (l) line of

interest. Finally, the overall improvement of the resolution awgd our predictions.
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Figure 5.21 SIBS spectrum of soil 4 from 245 to 256 mrincipal emission features in
this region are C (l), Fe (I) and Si (I).

Table 5.11 A comparison of the two different SIBS instnutagon and the prediction.

Data Taken Portable

At PSI SIBS Analyzer

Elements in Model C Prediction Error| 2 LVs 3LVs 2 LVs 3LVs
c R2 0.945 0.972 0.981 0.994
RMSECV 0.264 0.189 0.156 0.087
C Fe R2 0.922 0.968 0.968 0.993
' RMSECV 0.314 | 0.202 0.200 0.094
C si R? 0.925 | 0.970 0.969] 0.99]
’ RMSECV 0.310 0.196 0.200 0.103
C Fe Si R? 0.909 | 0.967 0.974| 0.99]
' RMSECV 0.340 0.204 0.183 0.104
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5.6.6 The Inclusion of TC, IC and OC

SIBS spectra were collected on the 8 soils, and a compava® made between
the measured TC, OC and IC from CSU and SIBS spet8a&amples. Figure 5.22
shows a representative spectrum collected on soil 4 in &30 nm wavelength
region. This figure identifies the 358 to 359 nm wavelenggiion used to evaluate the
prediction models, and Table 5.12 illustrates the CN vibraticrad$®found in the UV
wavelength region. Recall that Figure 5.21 represents plesamectrum of soil 4 in the
248 nm spectral region collected from the portable SIEB/aer. PLS was performed
on the 245 to 250 nm region and the 352 to 366 nm redisrdescribed in 5.6.4, the
results indicated good correlation between measured carabpredicted carbon despite
the slight overlap between the C (1) and the Fe lines. ditiad, the resolution is
significantly improved due to the new spectrometers anaratpn of signals in the 248
nm region, which also may be a reason for the gooeletion. Table 5.13 summarizes
the results for the regression analysis for all 8 soils ptlkdiction of TC, IC and OC.
Table 5.14 illustrates the resulting model with both 3 LVs ah¥gl Using 3 LVs, the
resulting model had an’Ralue of approximately 0.97 for TC and OC, a RMSECV of
0.126 (OC) and 0.163 (TC), with a RMSECYV of 0.128 J@@ad 0.165 (TC). Using 4
LVs, the resulting model had arf Ralue of approximately 0.99 for TC and OC, a
RMSEC of 0.081 (OC) and 0.102 (TC), with a RMSEC\0 @83 (OC) and 0.104 (TC).
Due to the fact that no improvement was seen when Feiamet&included in the
previous models, they were excluded from any furthgnesssion analysis. It is important

to note that Table 5.13 also includes the relative erroraicn prediction. Although in
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some cases, the difference between the actual and predhtited was small, the relative
error is still rather large. This information gives good ins@n how small changes in
the prediction correlate to rather large relative error. eikample, the samples with low
C concentration have the largest relative error. This pesvadpreliminary sense of the
detection limits of the instrumentation. In addition, the relativeréor most of the IC
predictions is high, indicating that the current method of detami© by difference

may not be the best approach.
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Figure 5.22 SIBS spectrum of soil 4 from 350 to 370 fine principal emission feature
in this region is the CN (B-X) in the 358 to 359 nm regidihe region of 352 to 366 nm
was used to evaluate the prediction models.

Table 5.12 Peak wavelengths of the molecular bandedthemission lines found in
the UV spectral region. The (1-0), (2-1) and (3-2) atienal bands were used to
evaluate the prediction models [122].

. . . Excitati . "
Molecular Specieq Vibrational Band| Wavelength (nm xattation Electronic Transition
Energy(eV)
(0-0) 388.34
1-1) 387.14
(2-2) 386.19
3-3) 385.47 2 2t
CN System ( 3.2 B T+-oXX
Y (4-4) 385.09 -
(1-0) 359.04
(2-1) 358.59
(3-2) 358.39
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Table 5.13 Prediction results using 3LVs of TC, OC &hdIC was determined by the
difference between the prediction of TC and OC.

3LVs
Sample| - %--------- Prediction Relative Error
D oC TC IC ocC TC IC ocC TC IC
1 1.54 1.62 0.08 1.48 1.56 0.07 3.74 3.89 6.13
3.02 4.31 1.29 2.99 4.26 1.27 1.1] 1.09 1.04

1.25 1.39 0.14 1.40 161 0.20 12.3 15.61 4456
2.38 2.50 0.12 2.38 2.50 0.13 0.2 0.0p 6.13
2.15 2.22 0.07 2.06 2.09 0.03 4.3 6.18 60.P5

5
)
|
0.58 0.64 0.06 0.36 0.36 0.0d 37.49 43.96  102.96
7
3

0.82 0.85 0.03 0.96 1.02 0.06 16.9 20.29 120.28
0.84 0.90 0.06 0.96 1.04 0.09 13.7 1553 3949

© [0 |o |01 |~ (W (N

Table 5.14 TC and OC RMSEC and RMSECYV values for Bathd 4LVs. The R
values are also listed. The error is associated with eggmfeldel.

OC Prediction
3LVs 4LVs
RMSEC|RMSECV| R"2 IRMSEC|RMSECV |R"2
0.126 0.128 | 0.975 0.081 0.084f 0.989
TC Prediction
3LVs 4LVs
RMSEC|RMSECV| R"2 IRMSEC|RMSECV |R"2
0.163 0.165 | 0.979 0.107 0.104 0.991
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5.7 Chapter Conclusions and Future Work

To accurately determine small changes in soil C and caaséyg monitor soil
carbon sequestration, an accurate, robust, and portabienmrent must be developed.
SIBS is a promising and potentially field-deployable instrumentife measurement of
C in soil. During this phase, several surrogate soils d&veloped in order to study
signal response of C (organic, inorganic and elementallraras a function of
concentration. These results provided information on the limigtbthe current
screw-feed design, as well as the linear range of G-andn addition, several soils were
collected and characterized for TC, OC and IC. Thréewere used to study the effects
of particle size on signal reproducibility. It was determined tihe particle size does
play a role in the shot-to-shot variability and reproducibilDuring this phase, PLS
analysis of a limited data set results in producing a goodlaton between the
predicted and measured carbon concentratiohs (R93) without the inclusion of Fe and
Si in the model.

A portable SIBS analyzer was built at PSI, and tested assmgall sample set of
soils. This limited data set resulted in producing a gooeletion between the
predicted and measured carbon concentratiohs (R98). There was an overall
improvement in the predictions seen in the portable analylzen compared to the initial
data collected at PSI. Furthermore, the 350 nm to 408pectral region containing the
CN (B-X) molecular feature was included to predict thetioacof organic carbon. As a

result, the fraction of inorganic carbon was also predictednodel. This preliminary
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model of TC, IC and OC demonstrate that it may be possilgieetiict these fractions of
soil using SIBS instrumentation.

Future work will include testing a large soil data set in c@lexpand and
validate the current preliminary model. These soils will fealseoad range of TC in
order to better characterize the values of the accuremgisppn, LOD and LOQ of the
instrument. In total, 100 well-characterized soil samples witelsted to validate an
improved SIBS instrument prototype. The continuation oktreduation of spectral
windows to discriminate signals related to the presence ahmrgarbon from inorganic
carbon will be performed. In doing so, a more robusdehtw predict carbon in soill
samples will be constructed. Furthermore, the validatiagheomodel will be performed

using a portable SIBS soil analyzer prototype.
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Chapter 6 : Preliminary Correlations of Feature Strength in SIBS of Bioaerosols
This chapter outlines the preliminary studies using SIBSpassible future
detection method for bioaerosols. The majority of reseamdhtext in this chapter was

peer reviewed and published in 2610

6.1 Introduction

Bacterial identification has long been an interest for manysfielgcience
including microbiology, medicine, health care and military amtian governmental
organizations. For example, rapid detection and identificafitirmful aerosols such
asBacillus anthracis (anthrax) are critical objectives of both military and civiliatitess
[123]. The use of Sarin gas in the 1995 Tokyo subattack and the distribution of
Anthrax spores through the U.S. Postal Service in 20®fwar examples that
demonstrate the need for chemical and biological warfarg agasors [124]. However,
rapidly detecting and distinguishing between hazardous @mtbhzardous bacteria is no
easy task. Several optical systems have been developsstin years in order to
identify bacteria in the aerosol form. Most of these systefgson fluorescence to
distinguish between bioaerosols from non-bioaerosols [125-18 general, these

instruments can run continuously and in real time to triggempaovide a warning for the

2 Schmidt, M.S. and A.J.R. Bauéeliminary correlations of feature strength in spark-induced
breakdown spectroscopy of bioaerosols with concentrations measured in laboratory analyses. Applied
Optics, 201049(13): p. C101-C109
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existence of potentially life threatening bioaerosol particf@se limitation in using
fluorescence as a detection method is the fact that theefeequent false alarms. The
UV-visible fluorescence systems are incapable of distinguisirindentifying between
types of harmful or harmless micro-organisms. In additiois type of system cannot
determine the difference between molecules with similar floerese peaks, such as
polycyclic aromatic hydrocarbons or [123].

Current biochemical techniques such as polymerase awtion (PCR) can be
used to identify the genus and species of bacteria [1@B-Fowever, PCR and DNA
sequencing methods require time. Although these methed®gr specific, they do not
provide real-time measurements required for fast actiomecent years, there has been
several research efforts focused primarily on laserebdstection and identification of
bacteria. Specifically, LIBS has been applied as a sgecipc method of determining
hazardous bioaerosols in air. A number of groups Haweonstrated the ability of LIBS
for chemical and biological detection as simulants and biocaleri®, 40, 131, 132].
The use of both nanosecond and femtosecond pulse wadtis laave been used to
produce the LIBS plasma [46, 133]. However, theaiddBS as a detection method of
bioaerosols is still a relatively immature technique, and thirumentation is expensive.

This chapter focuses on the first fundamental studiedumed to compare the
signal output of bioaerosols with SIBS with the optical collectiongsteent. This
chapter also focuses on both elemental and molecular feattgaired in SIBS analysis,

and the preliminary results of SIBS signals compared todatmy elemental analysis
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with proton-induced x-ray emission (PIXE) and combusticalyesis for carbon,

hydrogen and nitrogen (2400 Perkin-Elmer CHN Analyzer).

6.2 Bioaerosol Generation and Instrument Design

Aqueous droplets containing bacteria and spores wereajeddry feeding a
suspension of sample material through a polydisperse atonagizele (Sono-tek, Milton,
NY). The operating principles of the nozzles employ Hiighuency waves. Disc-
shaped ceramic piezoelectric transducers convert electrex@yeimto mechanical
energy. The signal is amplified at the atomizing surfacevbytitanium cylinders. The
nozzles are configured so that the excitation of the piezdelerystals creates a
transverse standing wave along the length of the nozzgé. [Tdis frequency vibration
is coupled into the fluid, which generates polydispersesatyo The size of the droplet is

a function of the frequency and fluid flow rate throughrtbezle orifice

1/3
D, = (—J Equation 6.1

where Qs the fluid flow andf is the frequency. In the case of the Sono-tek unit, it

generates droplets with an average output particle dianfet8uon. Aerosols generated
in this way have been previously characterized with aAEBddynamic Particle Sizer
prior to spark analysis [16].

The droplet generator was situated at the top of a Plexiglasrt@bdownward-

directed orientation toward the drying column. During tineecpss, these droplets were
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entrained in air, and fall through a heated column (Figure The air in the column was
heated to 110°C to remove water from the particle droplgts. particles dry during the
traverse and are delivered to the spark gap through pipgrsystem. The spark gap
occurs between two rod-shaped electrodes that are plppetkenately 3.5 mm apart
and are placed at the centerline of the collection opticee @ particles fall through
the spark gap, they are collected on the bottom of a Plexagtaasion under the drying
column that houses the spark gap. This filter prevents lparfrom exiting the
generator and contaminating the air pump. These analgsssnstrated that under low
density conditions described here, dry aerosol is fomh@wlividual particles and that

very few are presented in agglomerated form.
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Figure 6.1 Drawing of spark gap and lens tube sectierfaced to an aerosol generator
that produces the sample described in the text. Air is puthpadgh the porous cylinder
that forms the generator and dries and delivers the papicddsced by the nebulizer to

the spark gap [17].
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The electrodes were mounted within the sampling assembgehwhich also
had a quartz window to pass the spark emission to opticas fidénis window was
sealed to prevent any escape of the bioaerosols while ajjdarithe collection of the
spark emission. As the particles were presented to thie g@ay the power supply was
energized and 700 mJ sparks were generated at & fatdzowhile the aerosolized
samples continued to flow through the gap at atmospherisyseesThe sparks produced
at this power were cylindrical, and each spark typicallg@ssed many particles. The
spark is a two-step phenomenon in which an initial arc ewéagtt {oltage and low
current) occurs to reduce the electrical resistance oirtiretae electrode gap before a
capacitor bank discharges across the spark gap. Fulbdigcof the spark circuitry has a
time constant of about 8—1@, during which time the plasma is formed and the sample
ablated. As the patrticles were processed by the sparkirigh both atomic and
molecular emission was focused into an optical fiber angnmdted to a 1/4 m
spectrometer with a 1200 lines/mm grating and then to anrAStar ICCD. This
instrumentation describes the general design for the SIB®doisol analyzer. Further
details will be described in the next section that deals with theséal optical position in

relation to the electrodes.
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6.3 Preliminary Electrode Position Correlations

The purposes of early experiments were to better charscsspects of the
plasma by varying the electrode placement relative to theabptliection in the
apparatus in the presence of various sample types.isTiesessary because the plasma
is not homogenous. Therefore, temperature and ablateegsing rates differ by
location within the spark gap. Another purpose of theserempnts was to identify and
optimize atomic emission lines such as calcium, and molecuatarés such as CN (B-
X) signals associated witBacillus thuringiensis (Bt). Plasma shape changes as a
function of time, and there are large temperature dififgze within the plasma which can
be observed by changing the electrode position. A singlei@sample, Bt, was used
to correlate spectral intensity with respect to the electrosiéigon Bt aerosols were
studied in the spectral regions around 279 nm and 38083m&cifically, calcium lines
were studied to determine differences in signal behavioeatatous electrode
positions. Aerosolized DI water and electrode material al@re also studied as
background. The electrodes were originally placed attie focus of the optics covered
the energized side (hot electrode) of the gap. The gaplven translated to allow optical
probing of the center of the plasma. Finally, the gap moved further until the
emission at the ground side of the gap was in view ofdiection optics. Figure 6.2
illustrates the SIBS design that houses the electrodes. DRhisngxperiment, the
electrode position was translated in order to capture the spasision at different focal

points.
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Figure 6.2 Photographs of the SIBS design. A). Clgsef the electrodes and the
optical translation. B). Photograph the collection optics. C).Ykime monochromator
coupled with the ICCD detector.
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6.4 SIBS of Bioaerosol Samples

The following sections describe the three biological samplestosmrrelate
feature strengths of SIBS with laboratory determined elemeotabosition. These
samples were used as simulants for hazardous bioaerdisalddition, specific details

for this experiment are described in the appropriate sections

6.4.1 Biological Simulants

Three biological samples were used as simulants for hamahilmaerosols:
Bacillus thuringiensis (Bt), Ragweed pollen (Rw), and Johnson grass smut)srBu
was obtained from Certis USA, (Javelin WG Tech Gradegll-¢haracterized ragweed
and smut powdered samples were purchased from THecraotific Particle Products.
Bt particles have an average aerodynamic diameter of alguin [36]. With an input
suspension of 77mg in 100 mL of water, there are 4.6 particles/cm of air in the
sample stream delivered to the analytical region. The gpgrks 3.5 mm wide, and the
sparks appear to be about 1 mm in thickness. Given dimesasions, there are about
400 particles of Bt present in the spark gap at the timaabf analytical spark. Johnson
grass smut particles have an aerodynamic diametenof[87]. Given the same
concentration of aqueous suspension, there are abotticdgseof smut fungus in the gap
for each analysis. Lastly, ragweed pollen has a repageodynamic diameter of about
20 um, which statistically yields 1 particle per 6 sparks [37]. sAmples are assumed to

have the same mass present in the spark gapg@f/particles, for each spark analysis.
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In this system, the electrode tips are not protected fromlsgrarticle impact.
Particles tend to settle on the electrodes, and it is likely thia¢ 0w repetition rate of
the current work (1 Hz) there is a signal contributiomftbe sample material that
accumulates between pulses on the electrodes. This wit affeactual system for the
monitoring of hazardous bioaerosols more than the experuhesoribed here, as the
delivered mass per time is held steady and material buildtipeagiectrodes remains

consistent for all three sample types.

6.4.2 Data Acquisition of Three Bioaerosols

Spectra of the three biological aerosols were collected in wisdbout 40 nm
wide. The data acquisition delay times of the collected speere varied from iis to
30 us, with a gate width of is. Data for 50 sparks were acquired at each delay time.
Spectra were acquired in two principal wavelength windovebgerve both atomic and
molecular features of interest. Spectral windows weraigad)of all samples with the
central wavelength of the spectrometer system held at 3@hdrB66 nm. The
biological samples were compared to background spectréiltéred air flow containing

relative humidity matched to that of the sample flow containieghtbaerosol.

6.5 Results
The following sections outline the results found from both tbet®de position
study as well as the spectral correlation between elememglositions of the three

biological samples as measured by combustion and PIXks@al
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6.5.1 Electrode Position Results

The purpose of the electrode experiments was to bettexatbaze aspects of the
plasma by varying the electrode placement relative to th&daaaf the probed volume
in the apparatus in the presence of Bt. Plasma shapgehas a function of time and
focal point. There are large temperature differenagsmthe plasma, which can be
observed by changing the electrode position. The eleghtadement experiment
indicated that by focusing the optics on the hot electrodéuliiiéme profile of the peak
intensity of the sample can be observed. Figure 6\8sstite time profile of calcium I
at the hot electrode compared to signals related to elecwotleand water. By
observing the full time profile of calcium I, it appears ttit maximum peak intensity
occurs at 4us. Figure 6.4 shows the time profile of caldiwat the ground electrode,
which does not give a full time profile of the peak intensitiis experiment also
confirmed spectral differences between the hot and grel@atrode position. Figure 6.5
illustrates high-resolution data collected with optimized instrumentatinfiguration.
Figure 6.5 shows spectral data in the 365 nm to 405 gimevhich depicts Ca ll, N I,
O Il 'and CH (A-X) atomic and molecular features. Thiscsum is representative of Bt
with 81mg/100mL aerosol sample with the optics focused ohdhelectrode. In
addition, by focusing the data collections on the hot electrodiecular features are
observed where as these features were not observedediteng on the ground
electrode. Thus, all data were collected in the following sextdmle focusing on the

hot electrode.
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Figure 6.3 Time profile of calcium 1l (393.36 nm) feew at hot electrode.
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6.5.2 Elemental Composition Results

The major elements present in the three powdered biologroples are
presented in Figure 6.6. Carbon, nitrogen, and hydrageunts were acquired with
combustion analyses. Minor elements were acquired wiKg Bhd are shown in Figure
6.7. Concentration of oxygen was calculated in a massdsafeom the other results.
This information was used to create response curvescarben, nitrogen, and hydrogen
concentrations of the samples vary widely, as do the #lacgents. These preliminary
data indicate that elemental composition may be useful in trefdason of bioaerosol

material, even though the sample set is not large enougtstati®tically significant.
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Figure 6.6Elemental analysis dacillus thuringiensis (Bt), ragweed pollen, and Johnson
grass smut. Major elements were measured with a Perkin-ElRié analyzer by
Elemental Analysis Inc., Lexington, Kentucky, USA [17].
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Figure 6.7 Elemental analysis of Bacillus thuringiensis (@dweed pollen, and
Johnson grass smut. Minor elements were measured witingrmluced x-ray emission
(PIXE) by Elemental Analysis Inc., Lexington, Kentucky,AJR7].
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6.5.3 SIBS Atomic and Molecular Features

Understanding the relationship between the concentrationiotigaglemental
species and the SIBS signals is a key goal of this woesidBs the electrode lines, the
atomic features most prominent in the wavelength regiong stutty are Ca, Fe, and Si.
There are also ionized N lines present. Molecular emissanres of CN (B2- X2z,
OH (A’2*- X7II), and N* (BZ," — X?Z,") are all known to be present in the region
between 350 and 400nm [12]. The 0-0 band head (BN X) is located at 388.3 nm,
and the vibrational manifold extends to the blue (1-1 bandl te387.1 and 2—-2 band
head at 386.1 nm). These CN features are clearlyepa all samples, particularly at
times early in the plasma evolution. The OH features irréigi®n coexist with b
features from 345nm to nearly 360nm. Because ofélyee@ of overlap of these two
species and their diffuse spectra, even though theyearycvisible in the spectroscopy,
their relative abundances are difficult to assess. Thegbeachief emission features of
interest to this study and are tabulated in Table 6.1. Thecolar features were only

evident by focusing the signal collection optics on the hot elietro
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Table 6.1 Principal lines observed in the SIBS analydisoaferosols [17].

Principal Lines Observed in the SIBS
Analysis of Bioaerosols

Species Observed Lines (nm)

Ca 315.89
317.93
318.13
370.60
373.69
CN 387.07
388.21
Fe 385.64
388.63
Si 288.15
390.55
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6.5.4 Spectral Results

Representative spectral data in two wavelength regions aesh Figure 6.8
and Figure 6.9. Both figures show only emission spdatrthe three samples at one
delay time (lus for the 300nm region, 15 for the 366nm region) for simplicity. Major
features are labeled in the captions and are also fourabie 6.1. The elements from
the bioaerosol samples are intermixed with lines from the etectaterial, which is
ablated each time the spark is fired. These electrode haegetl characterized, and
their presence helps not only to calibrate wavelength, butderstand the temperature

evolution of the spark.
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Johnson grass smut (smut) from 350 to 390nm. Principakem features in this region
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This spectral information was processed in a varietyayfsw Time profiles of
each important emission feature were created with backdroarrected peak height.
Temporal evolution of CN signals from all the samples arevshio Figure 6.10. There
is a small amount of CN generated in the sample-free plaswduced from N and C in
the plasma from Nand CQ in the air. Using laser-induced fluorescence database and
spectral simulation software (LIFBASE) and National Instiaft&tandards and
Technology (NIST) atomic line databases [122, 135], we lceeated a model spectrum
at 6000 K that roughly reproduces the spectral data (atkadislkali metal elements,
known to be present in many biological materials, are not iadludthe model for
simplicity), and demonstrates the aforementioned molecufaplexity in the 350—
360nm region. This modeled spectrum is shown in Figur.

The temporal profile in Figure 6. Ehows the CN time profile associated with all
three biological samples and a background with matched eslatimidity. The profile
in this figure seems to indicate the presence of two soaf¢es emission, the first
being from the sample as it is being processed by thk, spal a second as CN appears
to also be generated in the plasma from the recombinatidpnfodm the air with carbon
in the sample. Error bars in Figure 6id@icate uncertainty by percentage (Bt 7%,
ragweed 10% and 15% for both humid air and smut sanwitédh is correlated to the
amount of uncertainty typically seen in electrode- opbrks at these signal levels. The
background correction was performed by using one-poimection. Through this

method, any remaining Bremstrahlung and continuum emissiemisved. As
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previously mentioned, a small amount of CN is formed amdbe detected when

comparing the background signal to the signals producdaeliyiree samples of interest.

164



5.0E+05
=s=miatched RH
| == 1]
3 0E+0G L 2
i 1 celies AT
L]
L]

- H = cogwend
‘5 1.0E+E
b
w
ir}
&
E 1.0E+1E -
2
3
'E LOErS
£

LOL+5

Q.0E:00

o 5 10 15 20 25 -1
delay time jus)

Figure 6.10 Background corrected CN temporal profilé88tZhm (0 to O vibrational
band) for Bt, RW, Johnson grass smut smut, and air watichad relative humidity as a
background [17].

200

180

160

140

120

100

modeled combined signal

20

1]
50 355 B0 I6E iFo iTs 1ED 385 390

wavelength {nm)

Figure 6.11 Modeled molecular spectra convolved with eléetlines. This synthetic
spectrum models the same spectral region seen in Figur&6l8cular features (CN
and N) were modeled at 6000 K [17].

165



There are interesting differences in the time profiles o e the samples. These data
clearly appear different than CN spectra excited with battosecond and femtosecond
lasers. Baudelet al. reported that in the case of femtosecond LIBS, CN ean b
observed from bacterial samples and identified as originlkbngablation of protein
structures within the cells [46, 133]. They also perforthedanalysis on graphite
samples, which show markedly different behavior, supgpa recombination CN
production channel. In the case of the current SIBS tteayrowth portion of the time
profile actually takes place during the excitation spark, wbichplicates the analysis of
the results. The time profile of Ca Il at 373.69 nm is showFigure 6.12, and is
background corrected through a one-point correctioredsrmqmed on the CN feature in
Figure 6.10. The time profile of ionized Ca is representativbe behavior of most
elements in the post spark environment, in that it has acheadg the excitation pulse
followed by emission decay. As expected, the decaynefston features is faster for
ionized species than neutral ones. This graph is showmr@sparison to the time
profile of the CN (Figure 6.10), which shows a periodighal growth before the decay

begins, rather than the exponential decay expected in th@tcawst atomic features.
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The temporal profiles are important for the signal optimizatidhespecies of
interest. While peak height and peak area measuremattschplasma ablation
spectroscopic techniques are only rarely related in aingfahway to concentration,
total emission over the duration of the feature is often re[a&d Therefore, the
emission characteristic used to create the response tsithhessum of the signal in the
time profile. In cases where the emission line is relatively &f interference from
emissions of other species, the relationship between this sigmahation and elemental
analysis appears to be nearly linear. This type dfioekhip is shown in Figure 6.13 and
Figure 6.14. Figure 6.1shows integrated background subtracted signals of the CN
vibrational features at 387.07nm (dashed line). Espedciatiyworthy in this preliminary
data is the correlation between the measured concentrétdnogen in the sample and
the integrated signal of the CN spectral data. The cornela&tween these two values
appears to be reasonable, at least in these three cas@te iof the fact that there is
about 2.5.g of air in the spark gap and about @g7of sample. Background CN signal
from excitation of humidified air is also present, from plagxatation of N and CQ in
ambient air. A linear fit of these data has &ofR0.934.

Similarly, we observed good correlations in the case agassgrom Fe, Ca, and
Al with elemental analysis in this wavelength region. The intedr@a Il (373.69 nm)
data are plotted against PIXE Ca data in Figure 6.14. Arliiteof these data has afd R
of 0.995. The silicon lines at 288.16 and 390.55 nmaldvave linear relationships with
the elemental composition data. There are electrode linestlagdatomic lines

underlying each of these features, complicating the intatpe of the emission strength
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in these regions. Given a clear line, however, these praliyndata demonstrate good
agreement between the summed atomic and molecular emiasmbiise independently
measured elemental composition. However, these resulisediminary and do not yet
indicate that SIBS can be used to classify biological aero3biste are several
challenges which make the ability to distinguish between biolbgpeies difficult. For
example, it is not be probable to pre-test every possibéediypacteria to put into a
database. Thus, while our research indicates linear doretetween measured
elemental composition and signal emission, the preliminary desamted in this chapter

does not show that SIBS can be used to distinguish arsifgla®aerosols at this point.
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6.6 Chapter Conclusions

First, the early electrode position study was important toveeall fundamental
understanding of SIBS technology. As previously mentipS8#8S is a relatively new
analytical tool to quantify the elemental composition of samplésrefore, the basic
understanding of how the spectral signals behaved atetifffocused regions of the
plasma is crucial for the optimization of SIBS. The datagmed in this chapter
indicated that by focusing on the hot electrode, a full intepsdiile of calcium could be
obtained. This is important when determining the optimal dafaisition profile for the
elements of interest. In addition, it was observed that lysiog only on the hot
electrode, molecular features were observed. The elitféime profiles achieved while
focusing at different probed volume of the plasma indicatdshie plasma is not
homogenous. This is also evident in the fact that no moldeatures were observed
when focused on the ground electrodes in the prelimotata, Thus, all the data
presented was collected while focusing on the hot electrode.

Second, the preliminary work lends credence to predtauss that the
integrated emission strength has a relationship with indepep@siablished elemental
composition measurements. In four out of five emissiotufes, there appears to be a
linear dependence between the temporally integrated featemgth and the
concentration of the associated element. In the casetbeS#mission features in these
wavelength regions are not free of interference from aleenents. Additionally, it has
been observed in this small and preliminary data set thatNRB-€X) emission has a

linear relationship with the nitrogen content of the samptietermined with combustion
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analysis. In addition, these data demonstrate varyicgydanetics from sample to
sample. These results present preliminary data correltngic and molecular
emission strengths with elemental analysis. However, furtisearch must be
performed in order to determine if SIBS is a viable apptioao classify biological

aerosols.

172



Chapter 7 : LIBS Spectroscopic Studies of Hematite in Simulated Martian

Atmosphere

7.1 Introduction

In recent years, the use of LIBS for planetary explondtias been proposed. In
fact, NASA’s Mars Science Laboratory (MSL) rover, rahCuriosity, contains the first
LIBS instrument (ChemCam) for the exploration of Mars [Z8he primary goal of
ChemCam is to investigate and analyze the diversity of thtadviageochemistry [136].
Mars has an atmosphere which is comprised of approxiy2te3% carbon dioxide,
2.7% nitrogen and 1.6% argon, with an average atmadspiressure of about 7 T (varies
from 1 to 9 T), depending upon altitude and meteorologigaditons. Earth, on the
other hand, has an atmosphere which is comprised ahappately 78% nitrogen, 21%
oxygen, 1% argon and trace amounts of carbon digRRle Thus, the atmospheric
composition and pressure on Mars produces differeniqaiysoperties of the plasma
compared to Earth [28].

Several studies have been conducted to understandebedadfpressure on the
LIBS spectra [5, 20, 137-140]. Yalgahal. found that when using a femtosecond laser at
low pressures, the emission peaks are better definedagkdrbund emission is reduced
[138]. They also observed an increase in peak inteasibyv pressures similar to the
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Martian atmosphere (1 to 4 T). However, a simulated lan®sphere was not used
during this study. Sallé al. studied the influence of the ambient pressure, 7 Torr of
CO,, on the calibration curves prepared from soil and claytpdll87]. Results
indicated that useful calibration curves could be obtainediateel pressure, and these
curves from clays and soils showed that matrix effecteappss important at low
pressures. Conversely, an atmosphere comprisedef}i was used to simulate the
Martian atmosphere, when the Mars atmosphere is approkroaés CQ. Thus, the
calibration curves produced under pure,€0uld be inaccurate when applied to data
from Mars. In fact, some researchers often use oOlytQ represent the Martian
atmosphere in laboratory simulations and calibration effort, [180]. Many variables
can affect LIBS signal such as, temperature, laser pgagng delay and width, sample
surface conditions and the composition of the atmosphen¢hef studies will improve
the ability to optimize the use of LIBS in harsh environmenth @1s Mars.

The objective of this study was to evaluate how differentspres and
atmospheric compositions altered LIBS spectra of a simutanMartian mineral.
Initially, this research focused on understanding how thagss in atmospheric
composition would impact spectral linewidths. The hypothesisheghe LIBS spectra
under a CQatmosphere will behave differently than LIBS spectra uadaore carefully
simulated Martian atmosphere. Our research group hyjzekesat the small amounts
of N2 and Ar under low pressure might significantly alter tebdvior of the plasma
formation, and therefore, the apparent atom emissions.islthige to the fact that a pure

CO, atmosphere has a higher thermal conductivity than a Matimosphere. A high
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thermal conductivity means that the heat transfer occurs thatrea low thermal
conductivity. Thus, the Mars-simulated atmosphere wouldige a plasma that
transfers heat at a slower rate, which would result in a tqgpilgema lifetime. In
addition, Ar has a high ionization potential which means it doeseadily give up
electrons. Thus, Ar easily ionizes elements within a sanophpared to CQ
Furthermore, the high ionization potential of Ar might incraasepotential for plasma
shielding, which would result in smaller plasmas comparedCi®.,aatmosphere [141].
These differences should influence plasma formationtraase differences should be
observed in the linewidths, intensities, and plasma size a#oiu of atmospheric
composition and pressure.

Comparisons between linewidths and pressures as well asapdae verses
pressure was studied to observe differences, if anygkettihe two different
atmospheres. Another purpose of this research wasgstralie that the signal intensity is
influenced not only by the concentration of the element isdngple, but also by the

properties of the plasma itself [142].

7.2 Experimental Design

The following sections outline the different experimental detailwdxn the
various studies. First, early LIBS work included buildingagauum chamber in order to
study the LIBS spectra from hematite. An atmosphere aeatpof CQ was analyzed at
three different delay times. The goal of this study wakowshe spectral behaviors as a

function of delay time in a C{atmosphere.
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Second, later LIBS work included the use of a motorizeds¥ge while
maintaining a similar vacuum chamber setup. This resedsohinvolved the use of a
more accurate Martian-simulated atmosphere compriseot ointy CQ, but Ar and N.
The purpose of this was to determine whether there actralpdifferences based on the

atmospheric make-up.

7.2.1 Establishment of Early LIBS Experiments

A large portion of this research included the design aildibg of a proper setup
that would allow the study of hematite under varying pressurematite was used as a
Mars simulated surface due to iron rich nature of Martidris83]. An INNOV-X
portable x-ray fluorescence device (PXRF, Olympus, WohJA) was used to
determine the elemental concentrations in the rock used camalgsis. Table 7.1
includes the composition of the predominant elements foutitihematite. Figure 7.1
illustrates the design for this experiment. LIBS experimeetgwarried out using Q-
switched Nd: YAG laser (Quantel, Bozeman, MT) that hadufipud wavelength of 1064
nm. The beam energy was 110 mJ per pulse, and dreplalse width was 10.3 ns with a
repetition rate of 20 Hz. The plasma that is created froralilaive pulse emits light
that is collected by a fiber optic bundle situated at a 45° tditaetion of the laser input
focused onto sample surface. This information was detiiera ¥4 m spectrometer with
a 1200 I/mm grating interfaced to an Andor iStar ICCD (Anbechnology, South
Windsor, CT). For these initial experiments, an unpolishdéiicosample (containing

hematite) was attached to a stationary platform. This platf@sused to position the
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hematite directly under the collection optics at a 45° angis, the sample was
stationary during data collection, and was only movebgieally after several data
points were collected. This was done primarily so that éicewm was not broken during
sampling. Three delay times were collected for this wai (Q0, 1.5 ps), with a gate
width of 1 pus. 20 laser shots were taken at each peeasdraveraged. The range of the
collected spectrum is approximately 40 nm, and the certeelength was set to 380 nm.
The glass container was connected to a §@nder through a flowmeter, as well as a
capacitance manometer to measure the pressure insideithbar.

A pure CQ atmosphere under reduced pressure was used to det¢hmieffect
of atmosphere on the spectra produced by the plasm&®©, Atmosphere was measured
from 0.1 to 600 Torr (T). To test this, a €&linder was opened and allowed to fill the
vessel. The pump was then turned on to create the vaaiudrh T, which purged the
chamber of Earth atmosphere. A continuous flow of @& regulated to maintain a
constant pressure at each measurement. Each time itteel gegessure was achieved, the
laser was turned on and data collected. Data were collsgpedximately every 1 T
from 0.1 to 15 T and then every 10 T after that up toTLOGubsequently, readings were
only taken every 50 T, up to 600 T. This was repefatedach of the three delay times.

The spectra created by each of these pressures infethehatmospheres were
then fit to Gaussian profiles using WaveMetrics (Igofjveare to determine the
linewidths of the elements of interest. Ca Il at 396.85va® the principal peak
analyzed. The plasmas created by the pulses were agedny a digital camera

(‘night’ setting in a dark room) to correlate the size of tasma to the pressure at which
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it was taken. These images were processed with AdoliedPlop to determine the
number of pixels in the plasma-illuminated region. Thesewlata collected as a

function of CQ pressures from 0.1 to 590 T.
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Figure 7.1 A schematic diagram of the early experimen&&ldetup for analyzing
oolitic hematite sample under a ¢@imosphere. A digital camera mounted on a stand
was used to collect plasma images.

Table 7.1 Elemental composition determined by XRF of thealtiee used during data
analysis.

Element] % Compositionf +

S 3.68 0.27
K 1.76 0.04
Ca 6.06 0.11
Ti 0.61 0.02
Ba 0.05 0.004
Cr 0.01 0.002
Mn 0.14 0.004
Fe >10%
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7.2.2 Experimental Design Comparing Earth, CQ and Mars Atmospheres

During these experiments, the laser and vacuum charebigindvere maintained
from the previous section. However, there were chataogée sampling platform and
surface. First, a cut and polished hematite sample wasruseder to maintain a
constant focal distance between the focal lens and samplilage, and therefore, reduce
shot-to-shot variability during sampling. The hematite sampkealso attached to a
motorized XY stage, which was placed inside the evacuated gfeamber (Figure 7.2).
The stage was motorized so that the position of the roclkcevasolled without breaking
the vacuum inside the chamber. The primary reasandioslating the hematite sample
during analysis was to avoid repeated ablation at the saaw#olo which creates a crater
and changes the focal distance between focusing lensuanudessurface [144]. In
addition, it is important to sample many areas of the hematiels to account for
inhomogeneity [145]. Averaging the spectra over diffelerations on the hematite
sample gives a more accurate correlation with the bulk catiggosf the sample. The
motorized XY stage was engineered in the lab. Two identicahtare dovetail manual
translation stages were purchased from ThorLabs (Newthn, These were attached
together in such a way that one would move left and ri§iplgne) and the other would
move up and down (Y plane). To motorize the manuaéstan RC controller with
servo motors and gear wheels were purchased. Hnevpeels were each attached to
each of the stage translational knobs. Each stage hawhitsesvo to control the
movement in either the X or Y direction. The servos seraired to the stage inside the

vacuum chamber, and a rubber band was used to ¢dheegheels on the servo motor
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to the wheel on the stage. The motors were adapteatsindy could turn 360° instead
of 180°, and therefore be used for continuous operattmmtinuous operation, allows
for motion control of the stage in both the X and Y stage Isameiously. This method
made it possible to reduce the number of shots in the giate while keeping the
vacuum sealed during the experiment.

All the measurements were obtained using a 20-Hz repetitioywih a delay
time between plasma formation and data acquisition qisldnd an acquisition gate
width of 1us. Spectra from 40 laser shots were taken at eaclupressd averaged.
The range of the collected spectrum is approximately 4Ganchthe center wavelength
was set to 380 nm. The glass container was connediect&odifferent cylinders (CO
Ar, and N) through flowmeters, as well as a capacitance manonoetegdsure the
pressure inside the chamber. Therefore, the flow ratbe three gases were maintained
to deliver the correct gas ratios for a simulated Martian gtheys. While collecting
data under a pure G@nvironment, the Ar andJValues were closed, and only £@as
allowed to enter the chamber.

When using pure CQa continuous flow of CQs added to the vacuum chamber
until the desired pressure is achieved. However, wheg asgas mixture from three
different cylinders, one will only know the total pressurd,the fractions from each
cylinder. In order to achieve the specific atmosphereetetdsimulate a Martian
atmosphere, the flow rate of the three tanks had to beatakib Each flowmeter was
calibrated using a soap film bubble flowmeter. The cylimaher flowmeter was attached

to the bottom of a volumetric glass tube containing a small anedliquid soap. As the
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cylinder valve pushed air through the tube, a flat soaplbubimterposed in the flow
path. While the air flow causes the soap film to move fraenmlume mark to another,
the travel time is measured with a stopwatch. The flowcatehen be directly
calculated using the travel time and the known tube volume.rdtk at which the
bubbles traveled corresponded to a certain reading dlotinaeter at each pressure
output from the cylinder valve. This procedure was repegttseveral different valve
settings for each gas cylinder, and a linear regressismpardgormed for each. By using
the information obtained from this calibration curve, it wassiabs to know the exact
valve settings at which C@ccounted for 95% of the total gas flow, &tcounted for
3%, and Ar accounted for 2%.

Two main experiments were done to determine the effed¢trafsphere on the
spectra produced by the plasmas. First, a pureai@osphere was measured from 0.1 to
200 T. To test this, the G@ylinder was opened and allowed to fill the vessel. The pump
was then turned on to create the vacuum at 0.1 T,w@®used to slowly pressurize the
chamber to get the remaining measurements. Each timeshedipressure was
achieved, the laser was turned on and data collectath vitere collected approximately
every 1 T from 0.1 to 15 T and then every 10 T dftat until 100 T. Subsequently,
readings were only taken every 25 T. Next, a mocarate Mars simulated atmosphere
was tested, with 95% G0O3% N, and 2% Ar. This was achieved by allowing the;CO
N>, and Ar valves connected to the flowmeters to be openaaportional amounts to
the representative percentages. The same procedutsedito evaluate from 0.1 to 200

T. In addition, spectral data was collected under Earth atmeos from 0.1 to 600 T.
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The objective of this was to observe differences in thetigpdioe widths and intensities
between Earth ambient atmosphere compared to those,arcvars.

The spectra created by each of these pressures infethehatmospheres were
then fit to Gaussian profiles and analyzed using WaveMsd(igor) software to
determine the linewidths of the elements of interest. Cd ll,ahd Fe | were the
principal peaks analyzed. The plasmas created by thespwere also imaged by a
Phantom v7.3 high speed camera (Vision Research, Wiayh¢o correlate the size of
the plasma to the pressure at which it was taken. Thegesmaere processed with
Adobe Photoshop to determine the number of pixels in thenpldiiminated region.
These data were collected as a function of @@l Martian-simulated atmospheres using

pressures from 0.1 to 200 T.
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Figure 7.2 A schematic diagram of the LIBS setup foryenmad) hematite sample under a
CO, and Martian atmosphere. Each cylinder was attacheddlva and flowmeter. A
mixing valve was in place prior to the glass chamber in dodallow proper gas ratios
into the chamber.
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7.3 Results

The following sections present results for both preliminaryissuof pressures
under a CQatmosphere and a Mars-simulated atmosphere. The org@iose of this
research was to observe differences, if any, betwpeneaCQ and a Mars-like
atmosphere. Earth atmosphere was also analyzed utder@DO T in order to make
general observations of the differences between spectakidihs and intensities.
Section 7.3.1 includes G@ata only using an unpolished, stationary hematite sample.
Section 7.3.2 includes GCEarth and Mars atmospheres using a polished hematite

sample attached to a motorized stage for data collection.

7.3.1 Results of a Pure CQAtmosphere

LIBS spectra of hematite samples were obtained at ayafipressures at three
delay times including 500 ns, 1.0 us and 1.5 ps. Fig@rshbws sample spectra of the
wavelength region of 360 nm to 400 nm under a @@hosphere at four different
pressures with a 500 ns gate delay. The majority of iim&ss region consist of Ca ll,
Al'l, Si I and Fe I, and the line assignments were identdretireferenced by the NIST
Atomic Spectra Database [135]. Figure 7.4 representplsaspectra of the wavelength
region 390 nm to 398 nm under a £&dmosphere at four different pressures with a 500
ns gate delay. This narrow wavelength region illustratebrtbadening of the spectral
lines as the pressure increases. At extremely low pesssbe spectral line intensity is
low. As the pressure increases, the spectral intensittee @arious lines increase until a

pressure of approximately 11 T is reached. At this poiatinfensities remain
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statistically constant until approximately 30 T. At this point, thensities begin to

decrease, and is illustrated in Figure 7.5.
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Figure 7.3 Sample spectra under a;@®nosphere at a variety of pressures from 360 nm
to 400 nm with a 500 ns delay. Key elemental featurelalaeded, and the majority of

the lines in this region consist of Fe.
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Figure 7.4 Four sample spectra under a @@hosphere in the 390 nm to 398 nm region.
This narrow region illustrates the change in linewidth and irtfewith an increase in
pressure.
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Figure 7.5 A comparison of the Ca (Il) 396.85 nm haseorrected line intensity of

hematite under a GGtmosphere. The intensity of the Ca line begins dengeasound
30T.
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To determine linewidths of spectra collected under differemiiions, the
widths of the Ca Il peak (396.85 nm) at varying pressureler a C@atmosphere were
fit to Gaussian profiles. Figure 7.6 compares the Cadlbetween the three different
delay times at a variety of pressures. A comparisomveate between the linewidth of
the Ca (1) line at 396.85 nm with increasing pressuregee thfferent gate delays of
500 ns, 1.0 pus and 1.5 ps while maintaining a gate widttDgis. The Ca (ll) line is
considerably narrower at low pressures (0.1 to 10ii) the gate delays of the 1.0 us
and 1.5 us delay times compared to the 500 ns timeheAsressure increases, the width
of the Ca (ll) line increases at each delay time. ldeailg,would evaluate several gated
delay times in order to optimize the spectral signals of inter@sessures resembling
Mars atmosphere. This would include maximizing signal inemgile providing the
best S/N enhancement at 7 T. These preliminary results tedz slight changes in
the gate delay can have significant changes in linewidthaddition, the linewidth
increase is not linear under a £@mosphere, which is to be expected. The main line-
broadening mechanism is the Stark effect (pressure brimagevhich is related to
electron number density. The Ca (1) at 396.85 nmahasv energy final level
(connected to the ground state), which is known to exhilitibbsorption. At 7 T, self-
absorption is minimized, and an improvement of the speatatalis observed. This is
due to the fact that at low pressures, electron collisiongdueed, which results in
narrow line profiles. At high pressures, there is an as@en collisions which result in

broadening.
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times. As the pressure increases, the linewidth increasésaaly.
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Another important aspect of this experiment is to compareléisenp size and
pressure. Figure 7.7 relates the area of the plganelq) in the images as the pressure
increases under pure GOThese preliminary data do not include errors bars since
minimal data were collected. However, the apparent siteeqilasma drops with
pressure, with the exception of behavior at the very |l@sgure region (< 1 T). At the
low pressure region, it is increasingly difficult to form asptea because of the increased
expansion due to the lack of sufficient atmosphere to praddguate plasma
confinement, and decreased collision excitation. As theyreggreases, the plasma is
confined to a small area and is expected to have a highsityl Although preliminary,
these results are consistent with other research. For &xaracinet al. examined 2D
plasma images of a Cu plasma at 760, 1.79, 0.85.46d Jorr [138]. They found that
the plasma becomes less ordered as the pressuresgscaed expands more toward the

laser as pressure is reduced. These results coincidéheitbsults found in Figure 7.7.
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Figure 7.7 Plasma area (pixels) compared to pressuten(iEr a C@atmosphere.
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7.3.2 Results of LIBS Spectra under Earth, C@and Martian Atmospheres

LIBS spectra of hematite samples were obtained at ayafipressures at a
delay of 1.5 us and a gate width of 1.0 us under thiflsrent atmospheres. Figure 7.8
and Figure 7.9 are sample spectra of the wavelengtinreg®60 to 400 nm under a
Mars-simulated atmosphere. The majority of lines in this regimsist of Ca Il, Si |,
and Fe |, and the line assignments were identified ancerefed by the NIST Atomic
Spectra Database [135]. At very low pressures (Q.fh&)overall spectral intensity is
considerably lower than in higher pressures. Figgdlléstrates the change in spectral
linewidths and intensities with a change in pressure.

In order to assess the effect of the varying ambientymeshe widths of Ca ll,
Al l and Fe | peaks at varying pressures under bothlated atmospheres were fit to
Gaussian profiles. Figure 7.10, Figure 7.11 and Figur2 compare the Al (1) 396.1 nm,
Ca (I) 396.8 nm and Fe (I) 362.1 nm lines, respelgtivaetween the two different
atmospheric (Mars and Gconditions from 0.1 to 10 T. Just as seen in the prelimina
results using C@only, the linewidths increase with an increase in presbutenon-
linearly. However, using this preliminary data, there arstatistical differences
between linewidth and pressure between @l a Mars-like atmosphere. Table 7.2
illustrates the linewidths of Al (1), Ca (ll) and Fe (I) undleree different atmospheres.
However, for Ca (Il) and Al (I), there are statisticaliyrsficant differences between
ambient Earth pressure (600 T) and the other two atmasphtapproximately 7 T. On
the other hand the linewidth of Fe (I) remains relativelystammt between the three

atmospheres. These results found in Table 7.2 demorsgthtdbsorption. The line
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broadening observed in the Ca (Il) and Al (1) lines are @ the fact that these lines have
their energy of the lower level of transition to the grounceqte®5]. Thus, the line
broadening in all three atmospheres indicates these lirfes oM self-absorption as
the pressure increases. On the other hand, the Fee(8tIB62.1 nm does not have its
lower level of transition to the ground state, and its linewiethains nearly constant
across all atmospheres. These results are consistent veighabiained from Salkk al.
and Arpet al. at high pressure: the elements that are present at caticerstiof more
than a few percent by weight (Fe and Ca, Table 7.1) isghwle, and have ground state
transitions, are those that show strong effects of a peegsurease by broadening and
self-absorption [137, 140]. Elements that are present irtémeentrations will not
exhibit the strong effects of broadening with pressure asereven if they are resonance
lines. These results also illustrate that the inclusion of Ar iividns-like atmosphere
did not have an increase in plasma shielding, and therefatecrease in linewidths.
Similarly, the signal intensities of Fe (I), Al (I) and C3 (llere compared
between the three different atmospheres as they relatesgsuprencrease. Figure 7.13 is
a comparison of the Ca (Il) 396.85 nm emission line betva® and Mars atmospheres.
At low pressures, the electron density and plasma shieldgngiaimal, which results in
an increase in signal intensity. In addition, ablation of ttgeetasample increases with
decreasing pressure. At low pressures, plasma shiesdiaguced which permits more
of the incident laser pulse energy to reach the samplacei$]. At low pressures (< 1
T), there are reduced excitation and reduced collisionsa rAsult, species excitation

and the element signal decrease with these extremely Iesypes. For pressure below
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0.001 T, ablated species are no longer confined nesarthet surface, and are ejected
immediately upon laser irradiation. In this case, the time lagtwellisions is so great
that further pressure reduction does not affect excitatisarople species [5]. However,
as the pressure increases, the electron density anthsinegpshielding increase, which
result in a decrease of signal intensity [76, 146]. Witimarease in plasma shielding,
part of the laser energy is absorbed by the plasma, arefdle the laser energy
deposited on the sample is lower, resulting in weaker sigtegisities [28, 147-149].
When the pressure around the plasma increases, theaptasie more quickly due to the
reduction of the plasma lifetime and the increase in collisibhgher pressures [141].

Figure 7.13 also indicates that the Mars plasma is brightethka®Q plasma as
seen by the overall more intense Ca (Il) emission line aehgiessures. Table 7.3
compares the intensities of the Ca (Il), Fe (I) and Alir{gs in Earth, Mars and GO
atmospheres. Intensities at ambient conditions (600 T)waes than at Martian or CO
conditions. This is due to the fact that the Mars atmospteera@ lower thermal
conductivity than air, which reduces the cooling rate of thenpa and results in an
extended plasma lifetime [5, 20, 138, 139]. A high thecoatuctivity (Earth
atmosphere) medium produces a relatively fast heat tramifeln results in a fast
cooling rate and plasma expansion [141]. This indicatesht@ailartian conditions are
ideal for ablation and ionization [28]. However, statisticdledénces are seen between
the Al (I) and Fe (1) lines under the Mars and @@mospheres. This, in part, could be
attributed to data collection at different rock locations, andtbee, different

compositional makeup. Composition analysis was not pertboneghe hematite
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samples used during these experiments. But, this is thdikebgitause for the
differences of line intensities of Al (I) and Fe (1) sirfozeh line widths and plasma sizes
were not statistically different.

Differences in emission intensity may also be due to thegesain the geometry
of the plume as a function of pressure. As the presmmeases, the plasma becomes
larger and consequently, the plasma plume is impossibl#iyorhage with the fiber
optic at very low pressures (< 3 T) [146]. Thus, theral percentage of light captured
by the optics is low, which alters the emission line intensities|[1BBerefore, the
change in emission intensities may be a result of a charige alignment of the plasma
light on the fiber as the pressure increases [140].cle& that the collection location in
relation to the confined plasma contributes to the variationiset@reen experiments,

and is a limitation under these conditions.
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Figure 7.8 Sample spectra of five different pressuresrumdlars-like atmosphere with a
gate delay of 1.5 ps.
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Figure 7.9 Sample spectra of five different pressuresavitth s delay under a Mars-
like atmosphere. These close-up spectra illustrate the chrahige width with a change
in pressure.
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Comparison of the Al (I) 396.1 nm Line Under Both ©, and Mars-
Simulated Atmospheres
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Figure 7.10 Comparison of an Al | line under two differ@mospheres at a gate delay of
1.5usfrom0.1t0o 10 T.

Comparison of the Ca (Il) 396.8 nm Line Under BothCO, and Mars-
Simulated Atmospheres
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Figure 7.11 Comparison of a Ca Il line under two diffeegmospheres at a gate delay of
1.5usfrom0.1to 10 T.
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Comparison of the Fe (1) 362.1 nm Line Under Both O, and Mars-
Simulated Atmospheres
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Figure 7.12 Comparison of a Fe | line under two diffeegmtospheres at a gate delay of
1.5usfrom0.1t0o 10 T.

Table 7.2 Widths of emission lines in the 360 nm to 400amge under various
conditions. Error was determined from the line fits.

Emission Wavelength (nm) FWHM (nm)

Line g Earth atm. |CO, 7.5 TIMars 7.1 T
0261 | 0142 | 0137

Call 396.8 + 0067 | +.0013| +.0027
0204 | 0131] 0127

Al 396.1 + 0115 | +.0012| +.0014
0184 | 0144 ] 0.148

Fel 362.1 + 0106 | +.0043| +.0064
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Table 7.3 Intensities of emission lines in the 360 nm to 40€@amge in Earth, Mars and

CO, atmospheres. Error determined from the number efitems.

Emission Wavelenath (nm) Intensities (a.u.)
Line gth ("M h atm. [CO, 7.5 TiMars 7.4 T
6683.35 | 12650.08 12828.28
Call 396.8 +1024.07 + 154508 < 893.30
3946.48 | 11807.86 4363.90
Al 396.1 +557.40| +895.66 +354.31
92932 | 272973 105880
Fel 362.1 +172.10| +233.01 *116.13
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Photographs of the plasmas were taken with a fast frameamera in order to
compare the plasma size with the pressure. Figuredégdidts the formation and
degradation of the plasma under a Mars-simulated atmosgihere T. Measurements of
the plasma area were completed using Adobe Photoshopeaedaken during the
brightest frame of the plasma. Figure 7.15 comparegléisena size and pressure for
both atmospheric conditions. At low pressure (< 5 T), tliegl@smas are different sizes
and behave differently. However, at 5 T, the two plasanaselatively similar in size.
Additionally, although the plasma sizes are different, theativieend of plasma size
with increasing pressure is the same between the two ataresphAlthough slightly
different sizes, this difference is not enough to produderdiices seen in the linewidths
seen in Ca (I), Al () and Fe (I). This could indicatattthe electron densities are
confined in a similar manner producing comparable resus though the atmospheric
composition is slightly different. The initial hypothesis sigggé that the inclusion of Ar
in the atmosphere would produce a higher degree of plakmalding, which would
decrease the apparent linewidth due to a lower electron ylehkitvever, these results
indicate that the slight compositional differences between thettmaspheres do not

change the plasma confinement significantly.
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Figure 7.14 A-D (left to right), Output of plasma formation) Baser flashlamp
illuminating hematite sample just prior to laser pulse. B). Duasgr pulse, creation of
plasma. This used to determine plasma size. C and DlaBespulse, the degradation
of the plasma. These pictures were collected under dfiangated atmosphere at 5.1 T
with 500 us, 700 ps, 800 ps, 900 ps; frames and timelieginning of picture

collection.
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Figure 7.15 Plasma area compared to pressure of thdiffei@nt atmospheres.
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7.4 Chapter Conclusions and Future Research

It has been demonstrated that Mars-like conditions show is@mifeffects on
plasma. The results from this study did not produce clatstical differences in both
the linewidths and/or plasma size between the &@ Mars atmospheres. However, it is
evident that analyte signals (linewidths and intensities) anegtyrdependent on
pressure. Results from this study indicate that thereig;mdicant change in plasma
expansion as a function of pressure. In addition, theposeitional differences between
Mars atmosphere and Earth atmosphere affect the pgmaasion and lifetime of
plasma. This is due to the thermal conductivity differebetseen the two
atmospheres. Through this research, it is evident that pkasmation and emission
depend on several factors: nature of the sample, timiag dad gate width, number of
laser shots, angle at which irradiance is collected, presswlehe nature of the
surrounding gas to name a few. Therefore, quantifglamental composition in
geological formations on Mars will be a challenge.

Further research should be performed to ensure maeeajdicates, and confirm
the preliminary findings. However, the preliminary resultsadictelate with other
researchers performing similar experiments presented ioltager. The change in
plasma dynamics between 0.1 and 10 T under a Mars-sedwdmosphere in
comparison to Cérlone is significant for Mars exploration. As expected|itrevidths
did not increase linearly, and further studies should hdwzied to better understand and
identifying the nature of this relationship. Future reseahduld also include a

comparison of delay times for LIBS spectral optimization dsagea comparison
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between elemental composition and peak intensities. Thesessuillligéid in many
approaches to making future analysis quantitative. Thexdiather careful examination

of the LIBS plasma dynamics under Martian atmospherispres must be studied.
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Chapter 8 : Conclusions and Future Work
This work addressed the study of two plasma spectrostaghiniques for the
analysis of biological and environmental matrices. Thegbods included SIBS applied
to the study of bioaerosols as well as the developmenpaftable SIBS analyzer for the
measurement of carbon in soils. In addition, LIBS wasetiit compare various
atmospheric conditions, and the effect on plasma formatidisectral analysis.
Conclusions and future work are presented for eacH s&periments in the following

sections.

8.1 The Development of a Portable SIBS Analyzer

This study encompassed several experiments towardsvélepiment of a soil
carbon analyzer. The initial experiments described in tehdesulted in the
development of sample delivery hardware to the spark igdue &1BS instrument, and
preliminary data analysis that demonstrated the possibility afgpkcation of SIBS to a
portable soil carbon monitor. The neutral carbon line irR2##8&nm spectral region was
used throughout this research to quantify carbon in sbdsal soil samples were
collected and characterized for total carbon. Subsets &iBf# spectra of these
characterized soils were subjected to a variety of univaratenultivariate data
analyses. Using SIBS and partial least squares fitting witkagent variables, an
estimate of total carbon in soil over a range of 0.71 4 %6Gvith a detection limit of
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between 0.2-0.3 % by dry weight was achieved. Althouginal sample set was used
for this experiment, reasonable results were found.

Chapter 5 included results built on the fundamental reséawak in Chapter 4.
During this phase, several surrogate soils were analyzedén to study signal response
of C (organic, inorganic and elemental) and Fe as a funofiooncentration. These
results provided information on the limitations of the currerg\g-feed design, as well
as the linear range of C and Fe. In addition, seveital\sere collected and
characterized for TC, OC and IC. Three soils were tsstldy the effects of particle
size on signal reproducibility. It was determined that the padize does play a role in
the shot-to-shot variability and reproducibility. PLS analyss performed on a small
sample set of soils, and produced a good correlation betthe predicted and measured
carbon concentrations {R 0.927). Metal analysis was performed (ICP-OEShen
soils, and the concentrations of Si and Fe were determiffedand Si were included in
the PLS model, because of their spectral dominance in 8ar@4egion. Additionally,
these elements were modeled to better understand the spespiaise on the prediction
of carbon. It was determined by including Fe and Si imthdel in addition to C, the
prediction of C was not improved. Thus, Fe and Si wetencluded in subsequent
models throughout this research.

A portable SIBS analyzer was built by our collaboratoRSHt and tested using a
small sample set of soils. Initially, a comparison was mateces the early data
collected using the SIBS instrumentation, and the first pratotyfhe purpose of this

research was to ensure that the new instrumentation funcipoogeerly, and that the
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portable instrument provided C predictions similar or bettar ihg@revious studies.
This limited data set resulted in producing a good correlagbonden the predicted and
measured carbon concentration$ £90.98). There was an overall improvement in the
predictions seen in the portable analyzer when comparée toitial data collected at
PSI. Furthermore, the 350 nm to 400 nm spectral regintaining the CN (B-X)
molecular feature was included to predict the fraction ofrocgaarbon. As a result, the
fraction of inorganic carbon was also predicted. Thimneary model of TC, IC and
OC demonstrate that it may be possible to predict these fradfsoil using SIBS
instrumentation.

Future work will include testing a large soil data set in c@lexpand and
validate the current preliminary model using a portable Si8Sanalyzer prototype.
These soils will have a broad range of TC in order to tbefit@racterize the values of the
accuracy, precision, LOD and LOQ of the instrument. talta00 well-characterized
soil samples will be tested to validate an improved SIBS instrupnetotype. Once all
100 samples are analyzed, the chosen spectral windgwsdiat C in soil will be re-
evaluated. Having a large sample set will provide more datantirm our initial
spectral regions of interest. The continuation of the evaluatispectral windows will
also allow the discrimination of signals related to the presehaeganic carbon from
inorganic carbon. The main purpose behind this reseasho quantify TC in soil in
order to verify the use of soils as land-sinks for carntioxide from the atmosphere. The
current gold standard in quantifying total carbon in soil istgh CHN. Additional,

labor intensive, analyses are performed in order tocplaatify the fractions of OC and
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IC in soils. If SIBS can provide a method to determine @C,and IC in soils, then this
will provide a portable, rapid technique for the determinaticzadoon in soils. To
accurately determine changes in soil C, and consequeatigansoil carbon
sequestration, an accurate, robust, and portable instrumushbe developed. SIBS is a

promising and potentially field-deployable instrument for thasaueement of C in soil.

8.2 The Use of SIBS to Study Bioaerosols

The purpose of this research was to apply SIBS to tlly sfibioaerosols. First,
the electrode position with relation to the collection optics wasestuas part of the
overall fundamental understanding of SIBS technologyrasates to plasma formation.
Thus, the basic understanding of how the spectral sigahb/bd at different focused
regions of the plasma is crucial for the optimization of SIBBe data presented in
Chapter 6 indicated that by focusing on the hot electrodeded electrode), a full
intensity profile of calcium could be obtained. This is impdrmen determining the
optimal data acquisition profile for the elements of interests fdsearch also illustrates
the importance of how the position of the optics effects theatimn of irradiation
produced from SIBS signals. It was observed that hysiog on the hot electrode,
molecular features were observed. The different timélgg@chieved while focusing at
different probed volume of the plasma indicates that the plesna homogenous. This
is also evident in the fact that no molecular features weenadxs when focused on the

ground electrodes in the preliminary data.
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Second, the preliminary work provided data that illustratedtiegrated
emission strength has a relationship with independently estabkémental
composition measurements. For example, there was adiepandence between the
temporally integrated calcium feature strength compared tootieentration determined
through an external laboratory. Additionally, it has beeresl in this small and
preliminary data set that the CN (B—X) emission has a lirgationship with the
nitrogen content of the sample as determined with combustaiysan

The SIBS instrumentation used during this research did aeépt the deposition
of particles on the electrodes. Preliminary research ousthef a SIBS sheath flow
system, seen in Figure 8.1, has been investigatedshHath flow system is attached to
the bottom of the heated drying column, and takes the pfabe spark chamber. The
sheath flow system allows for a 2 to 3 mm collimated partickastrto flow through the
electrodes through a proper flow balance of air. Rinstcollimated particle stream will
reduce the agglomeration of particles on the electrodes, whiam, will reduce
contamination and carry over from sample to sample. $a@fiithis system will allow
the determination of particle mass at any given time in the gpgrk In addition, no
research has been reported on the complete vaporizaimmhivadual particles. Thus,
this system would be used to determine the upper size linthédacomplete particle size
vaporization. Researchers in the LIBS community haverteg the upper size limit for
complete vaporization. For example, Carranza and Habredta range of silica
particles which consisted of 1.0 to 5.1 um [151]. Thepred an upper size limit of 2.1

pm diameter silica particle for a laser pulse energy of 32amdetermined by the
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deviation from a linear mass response of the silicon atomgse&m signal [151]. These
results depend on the laser pulse energy, and in tuuidatso depend on the spark
energy used during these experiments. However, thegkts would provide an

understanding on the upper particle size vaporization limit (&IB§.
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Figure 8.1 Diagram of the sheath flow design.
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8.3 Plasma Dynamics as a Function of Pressure and Atmospheric Composition

The purpose of this research was to illustrate that the abtmosgonditions
found on Mars show significant effects on plasma. Coispas were made in the
spectra of hematite collected in a pure,;@@nosphere and a Mars-simulated atmosphere
under different pressures. First, the preliminary studdaded the modeling of the Ca
Il linewidth at 396.86 nm as a function of pressure u@{@r Peak intensity of this line
was also studied as a function of pressure. Photogadphs plasma size under varying
pressure were also analyzed through Photoshop. Sdemwidths, intensities and
plasma size were studied under a Mars-simulated atmosgietemmpared to the results
found under a pure G@tmosphere. The results from this study did not produee cle
statistical differences in both the line widths and or plasmabsizeeen the COand
Mars atmospheres. However, it is evident that analytelsigimeewidths and intensities)
are strongly dependent on pressure. Results from tlg istdicate that there is a
significant change in plasma expansion as a function egpre. In addition, the
compositional differences between Mars atmosphere and &artdsphere affect the
plasma expansion and lifetime of plasma due to thermal cowitiuc Thus, the plasma
expansion affects the ability to capture the full plasma at fesspres through fiber
optics. This research demonstrated that that plasma fornaaibemission depend on
several factors including pressure, gate width and deldyth@composition of the
surrounding atmosphere to name a few. Therefoimmtfying elemental composition in

geological formations on Mars is a challenge.
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Further research should be performed to collect morgaatstablish
reproducibility and sources of variance, and confirm tieépinary findings. In
addition, comparisons between elemental composition and geakiires and widths
should be made. This information will provide a better undeding as to how neutral
and ionized lines behave under atmospheric conditions simiMat®. This information
is pertinent in order to build calibration curves, and thereftggermine concentrations
of geological formations on Mars. The change in plasynamiics between 0.1 and 10 T
under a Mars-simulated atmosphere in comparison tcalo@e is significant for Mars
exploration. As expected, the linewidths did not increasautlg, and further studies
should be conducted to better understand and identifyingatbeerof this relationship.
Future research should also include a comparison of telag for LIBS spectral
optimization as well as a comparison between elemental compasiiiopeak
intensities. The optimization of the optical collection in relatioth&plasma expansion
should be performed. These studies will aid in many appesato making future
analysis quantitative. Therefore, further careful examinaifdhe LIBS plasma

dynamics under Martian atmospheric pressures must bedtudie
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