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ABSTRACT

Recent behavioral studies have investigated the importance of hand and arm
position in visual attentional processes. Reed et al. (2006) found facilitated)(fas
detection for targets that appear in the space near the hand, relative fodppgetring
on the opposite side of a monitor display. The current study aimed to explore the
potential bottom-up and top-down neural sources underlying this hand-bias effect on
attention with ERP. Using a standard, non-predictive visual cuing paradigm, we
examined early (N1, P1) and later (P3) ERP components in response target fimasenta
in three conditions: with the non-responding hand resting on the table (Restinghewith t
hand held up near the screen and target location (Up), and with the hand held up but away
from the screen (Away). An effect of hand-position was found for the P3 in a central
electrode group, in which validity effects that were present in the Restthdway
conditions, were not present in the Up condition. This result suggests that top-down
sources of attentional bias from positioning a hand near the screen can alter the
occurrence of validity effects in this ERP component. However, signififfi@ctewere
not found in the earlier P1 and N1 components, nor did the behavioral results completely
replicate the original findings of Reed et al. (2006). The limited findiraya these other

aspects of the study may be explained by a number of limitations discussed ipethe pa
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Chapter 1: Introduction

Overview

As people go about their daily lives, they are faced with a constant stream of
stimuli and inputs from multiple sensory modalities. Because it is impossipledess
all of this information, the most relevant stimuli must be selected for fystbeessing.
Selective attention is the cognitive process by which we select, from ahengtiad of
inputs and stimuli we are constantly faced with, particular objects or spattiblufor
further processing (Pashler, 1998). However, attention does not work at randamot It is
only directed by the properties of stimuli in the environment, but also is directed in
accord with our goals to select the most important stimuli to facilitaterggoing actions
(Tipper, 2004).

Consider the archetypal example of reaching for a mug of coffee. In order to
accomplish this successfully, we may first need to visually scan tleedabthich the
mug rests in order to identify it, localize its location, and distinguish it froyrother
nearby objects. These initial steps in the task are primarily visual, buatéty the goal
is to reach out, grasp the mug’s handle, and successfully lift it. Acconmglighs
requires the coordination of visual, somatosensory, and proprioceptive inputs, in addition
to information about general body position — the relation among its parts and the other
objects in the environment. Thus, the goal of the task, to reach and grasp, implicates the
body in a central way such that it should be expected to have an important role in the
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allocation of spatial attention. This study aims to better understand how tharbod
particular hand position, can influence spatial attention by exploring the
electrophysiological signatures of a previously demonstrated behaviectlafhand
position on attention.
Attention and The Body

Many current theories of visual attention focus on explaining how attention
knows what to select from the environment, i.e. attentional control (Luck & Vecera,
2002). Control of attention is typically considered to be determined by factors coming
from two general directions: bottom-up features and top-down control parameters.
Bottom-up factors are also termstimulus drivenas they are comprised of features from
or aspects of the environment that change attention in significant wayesxdraple, a
red item in an array of green items (i.e., color singleton)pbps$ outas salient and
automatically draw attention constitutes a bottom-up effect on attentgpn {beeuwes,
1992). Other examples of bottom-up influences include the abrupt onset of a stimulus
(Yantis & Jonides, 1984), or the onset of apparent motion (Abrams & Christ, 2003).
Alternatively, top-down factors of attentional control are more closelyectlatan
individual's task set, goal, or strategy. For example, being instructedktéolored
targets might lead one to strategically look for these specific targatdirected manner
affecting overall performance (e.g., Folk, Remington & Johnston, 1992). Both bottom-up
and top-down factors compete for control to govern the allocation of attentisim@e
& Duncan, 1995), but little is known about how the body and its effectors might control

attention or how it might fit into this dichotomy.



Although many theories address the visuospatial aspects of selectiveattenti
some researchers have reasoned that human perceptual and attention sysien® ope
help us perform functional and adaptive actions (Previc, 1990; Berthoz, 1991; Tipper,
2004). This latter point of view constitutes an embodied perspective of cognition and
attention. The embodied perspective acknowledges that we are physicamMa#gings
physical goals in the real world that are mediated by our bodies. Berthoz §1§9éJl
that the co-evolution of perception and action mechanisms led to the development of
functionalneural representations of space that exist to aid our actions, and thus that these
mechanisms generally should be studied in an integrated manner. In other words, our
brains evolved and they develop in the physical world, learning through experience and
interactions with it. It follows from our phylogeny and ontogeny that a fairegegfr our
brain organization would reflect specialization in spatial processing spdgias it
relates to navigation and interaction with the world.

Previc (1990) formalized what is meant by a functional representationce bpa
dividing visual space into distinct regions that he theorized would be represented by
different neural regions and thus unique systems. In particular, he noted that the upper
and lower visual fields present different types of information that would have unique
functional importance for an organism. The upper visual field is typicakywed for
viewing scenes or objects at a distance, and accordingly maps more readillgeon to t
dorsal visual stream where object recognition processes are predominant. &he low
visual field, however, usually encompasses space that more nearby an upradjhgsta
primate or human. It is within this space that we can reach out for, grasp, and manipulate
objects. Thus spatial representations, especially as they relate to thevitidogymore
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important here, and accordingly correspond to the dorsal visual processingvstreEm
these processes occur.

In addition to the vertical dimensions of visual space, Previc (1998) also
formalized the structure of spatial representations in general in tetins different
regions relationship to the body. Peripersonal space is the space nearbyidoahih
which they are able to reach out and grasp and touch objects — in other words, action
space. Extrapersonal space lies beyond this region, but Action Extrapersthalaars
enough that an individual could move and act within this space. Beyond this, Ambient
Extrapersonal space extends to the boundaries of our visual field and awarerssss. The
functional divisions of space into different regions amount essentially to uniqua spati
frames of reference. A spatial reference frame is a thealretastruct for how the brain
represents different regions of space, which essentially is equivakeebtirdinate
system centered around a particular easily identifiable point in sgadmén, Watson,

& Valenstein, 2003). For example, some reference frames are egocentriayabd m
retinotopic (i.e., centered around the point of fixation), head-centered, or bodyedenter
about the torso midline. Reference frames may also be allocentric, tetteyed

around an external object or scene. At any given moment, multiple referamasfare
employed by the brain to coordinate the best possible representation of sgace for
particular task. In Previc's model, the body and its potential for action ardipednn
delineating how these reference frames are established. Peripersoaat ggticularly
important because it is where we actively engage and interact with tlte Waus, we

should expect to find a close linking between vision and our body and action systems in

this region in particular.



What evidence exists for how visual and embodied factors interact to change
behavior? Much of the research on embodied attention has focused on how
environmental or perceptual variables influence attention and subsequenabphysic
responses. For example, a number of studies have investigated the kinematichkiofr
movements in the context of different visual displays and demonstrated how the@resen
of visual distractors can affect the trajectory and speed of a reachingerave a
target (Tipper, Lortie, & Baylis, 1992; Pratt & Abrams, 1994; Howard & Tipper, 1997)
Tipper, et al. (1992) utilized a panel with a 3 x 3 array of LEDs which would light up
yellow (target) or red (distractor). Participants rested theid a front of the panel, and
reached out to touch the yellow target when cued. However, when a red distsactivr al
up between their hand’s starting position and the target, their time to reach ¢hevisg
significantly slower. This occurred whether the starting position was Ineguselves at
the bottom of the panel or far from them on the opposite side of the panel. This suggested
that the inhibitory effects of the distractor were occurring in an actiordbagsence
frame. Howard and Tipper (1997) studied the trajectory path of reaches iraa simi
paradigm. As participants reached to a far target location, a distractor yopeiar an
one of several locations around the path of the reach. They found that the trajectory of the
reach deviated away from the distractors, changing the path of theTaashit is
evident that low level visual features, as basic as a light that irrelevidng task, can
influence reaching behavior in basic ways.

The physical affordances of an object can also affect how responses are made.
An affordance is a feature of an object or of the environment that allows for aulaartic
action to be made. For example, a chair affords sitting, while the handle onadfardg
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grasping. Tucker and Ellis (2004) had participants respond to the presentation of objects
in one of two ways — with a small pinch or a full hand-grasp. Responses werenash

the affordances of the displayed object corresponded to the type of response/émbe Qi
(e.g., hammer for hand-grasp). Tipper, Paul, and Hayes (2006) conducted a similar
experiment, but had participants attend either to the affordance of the objechor to a
irrelevant feature, such as color. The same compatibility effect was Vet

affordance was attended, but was not observed when color was attended. Thiedugges
that attention to action relevant feature was necessary for visual settunéduence
responding, but it is possible nonetheless for higher level features to affacaphys
responses.

Although visual features of the environment can influence how actions and
responses are carried out, relatively few studies have examined how currentrbody pa
configurations and actions might influence the allocation of visual attention. Gndbb a
Reed (2002) studied the effect of trunk orientation on spatial attention orienting.
Participants performed a target detection task while orienting their toasghs ahead, to
the right, or left (all the while maintaining a forward head position). Toegd a spatial
bias in the form of faster response times (RTS) to targets appearinglirettteon the
torso was oriented, demonstrating how the basic orientation of the body canhaffect t
allocation of visual attention. Grubb, Reed, Bate, Garza, & Roberts (2008) iatedtig
the effects of trunk orientation on attention during a walking task. They foundrsimila
trunk orientation biases when participants were walking, especially dughgrimotor-
load conditions (i.e., slower walking which took more effort). This bias was not present
when participants were standing still, however, suggesting that an embodieddattor
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as trunk orientation becomes more important when it is potentially relevant to upcoming
events.

In summary, interactions between embodied factors and visual attention should be
expected for a number of theoretical, ecological, and neurological reasseardtein
this area, however, tends to focus on how visual features influence physical responses
Fewer studies have investigated how the body might affect visual processesnéut s
have demonstrated how body orientation can have an effect on spatial attention orienting
Next we discuss how the hands in particular can affect attention.
The Hands and Attention

The orientation of the body and trunk can influence where we are able to reach
and grasp, but ultimately the hand serves as the effector that we use to intbrtet w
world. As human beings we rely greatly on our hands, whether we are grasping, objec
manipulating tools, or even communicating with gestures. Thus, we should expétt a tig
linking between the visual systems that guide our behavior and the variousksetwor
involved in controlling our hand position and movements. Further, this link should be
bidirectional to facilitate the updating of visual systems as we move acdtexour
actions. Accordingly, recent studies have demonstrated that the orientation aiod posit
of the hands appears to have a significant influence on the orienting of attention.

A potentially important neurological link between vision and hand representations
comes from studies with non-human primates investigating visuo-tacti@lblmeurons
(see Graziano, Yap, & Gross, 1994). Of particular importance are bimodal nthabns
respond both to tactile stimuli presented on the hand and to visual stimuli presented on or
near the hand. The response of these neurons to visual stimuli decreases amaofunct
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the distance between the visual stimulus and the hand (Graziano & Gross, 1998). Further,
when the hand moves to a different position, the receptive fields of the cells miove wit

the hand, but not with the eyes, suggesting that these cells encode space in leaad-cent
coordinates (Graziano, Yap, & Gross, 1994). This suggests that bimodal neurons such as
these may be responsible for integrating information across visual and riaaditdities,

specific to the hand in this case, in order to facilitate the grasping of objects and
processing of visual information near the hands (Ladavas, di Pellegrino, FaZafns,

1998).

A hand-based reference frame has also been implicated in human
neuropsychological studies. For example, optic ataxia is a condition in which patient
cannot accurately reach to an object unless they first fixate their gaze ajebt
(Farah, 2003). Buxbaum and Coslett (1998) reported a unique patient, however, who had
difficulty fixating on locations other than to where he was reaching. In othelsyibre
patient’s gaze seemed to be captured by his hand position and unable to disengage from a
hand-based frame of reference. Coslett and Lie (2004) found that tactietiextin two
patients with right parietal damage was alleviated in the contralesiaréhitteen the
ipsilesional hand was positioned proximal to it. Finally, Schendel and Robertson (2004)
reported a patient with a right hemianopsia (i.e., blindness due to occipital loagejam
resulting in vision loss in his left hemifield. This vision loss was attenuated, hgweve
when he held his left hand up near a display screen of targets. When his hand was held
proximal to the targets, he demonstrated a significant increase in hig @bietect
targets in the previously blind hemifield. Thus, it is evident that hand position can
alleviate certain neuropsychological visual deficits, perhaps by regraitiditional
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neural systems to contribute to perceptual processing. At a minimum, #sesstudies
further support the utilization of a hand-centered reference frame in visuabattent
processing.

More recent studies with neurologically intact individuals further support a hand-
centered frame by demonstrating that hand position can bias visual attentiosgadde
near the hand (Abrams, Davoli, Du, Knapp, & Paull, 2008; Reed, Grubb, & Steele, 2006;
Reed, Betz, Garza, & Roberts, 2010). Reed et al. (2006) tested participantsdaedsta
predictive spatial cuing paradigm, in which participants had to detect a tppgeiri;g
in one of two laterally positioned locations, just following the cuing of one of the
locations (Figure 1). Trials in which targets appeared in the cued location wdre val
while those in which they appeared in the non-cued location were invalid, and attentiona
shifts were inferred from faster RTs in valid relative to invalid triite key
manipulation was to have participants position their non-responding hand up near the
screen, so that it was proximal to one of the lateral target locations. troaddifinding
a standard validity effect, an effect was found in which responses to targetsrappear
proximal to the hand were detected faster overall, regardless of cueyvahdit
subsequent experiment, hand position was manipulated so that it was still held up, but not
as near the target location. There was no hand effect for the more distahlocat
demonstrating that that this facilitation depended on the hand’s physical pyoxirthie
target location. The effect was also not due to having a visible object on one side of the
display, as an arbitrary visual anchor in place of the hand by the screen produced no
effects. Finally, the visual input was an important contribution for the effedt,was
present but weaker when the hand location was hidden from view. Similarly,
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proprioceptive inputs alone also resulted in a weaker, but present effect. This was
demonstrated in a final experiment in which a stuffed rubber glove was held near the
screen and the participant wore an identical glove on their hand, which restadlapthe
to provide a tactile link to the fake hand. In all of these experiments, the hand was not
relevant to the purely visual detection task, but its location apparently biasem@ajtent
facilitating target detection in the space near it. Furthermore, the effée hand did

not interact with cue validity; instead an overall facilitation of targetctiete near the

hand was observed, regardless of cue validity. This lack of interaction suggested that
visual attention was generally biased to the space near the hand, potentially from
additional processing contribution from bimodal neurons.

Although bimodal neurons offer a neurological explanation for the attentional bias
found near the hand, it is also possible that the bias exists for the functional purpose of
facilitating potential actions with the hand. If this is true, then the spapaytaphy of
the bias around the hand might reflect its functional nature. To investigatedbdeR
al. (2010) compared the relative detection facilitation for targets appewmangliffering
regions around the hand and arms. In an initial experiment, they manipulated hand
position such that the target would appear either near the palm side in “grasuey e
near the back of the hand in “hitting/avoidance space”. Though a bias effdoindsn
both conditions, it was significantly greater in the palm-side condition, camsrgté
the functional importance of the hand for grasping objects. Palm-side was n@&aredm
to the space near the inside of the forearm, with similar results in whiclveblagreater
facilitation was found for targets appearing near the palm. A subsequent egerim
investigated whether this functional topography could be extended in space through the
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use of a tool. After practicing using a small rake, participants held thepakear the
screen instead of their hand. The bias effect was found for this condition, but it was not
present when the hand was held in the same position without rake. Finally, conditions
were compared in which either the prongs of the rake or the back of the rakéace
target location. The facilitation was observed when the prongs faced thddaegen,
but not for the back of the rake condition, suggesting that the same functional topography
observed around the hand could be extended through the use of a tool. Thus, the
attentional bias from the hand appears to be functionally related to the affordatiees
hand or any tools it might be employing, suggesting the importance of aaaitiadtors
and task relevance in this effect.

The biasing effect of the hand appears to be functional, but in the above studies
the hand’s position is not explicitly relevant to performing the task. Pariisipeere
required to respond with a button press when a target appeared, but their non-responding
hand was the one held up and was otherwise unoccupied. In order to investigate the effect
of having the responding hand near the target locations, we conducted an experiment in
which the response mouse was positioned near the screen where the non-responding hand
was positioned in the previous experiments (Reed, Garza, iat@eparatior). We
directly compared this to the standard condition in which the response was given with a
mouse on the desk and the non-responding hand was held proximal to the target location.
Importantly, the condition labels emphasized where the response would occur (i.e., desk,
screen), and participants could see and were aware of the conditions labels. When
responding near the screen, the same bias effect was observed, whereinppegetsca
near the hand were detected faster, though this hand was now responding. Iriteresting
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however, for the desk condition, which was identical to conditions in previous
experiments with one hand held up, the familiar pattern of data were reversed.rBTs we
now slower near the hand held up, but faster on the same side as the responding hand.
This pattern of data suggested a stimulus-response compatibility effeticintargets
appearing on the same side as the response receive facilitation, even thougiotiseres
was given on the desk. Further, this occurred despite the non-responding being held up
near the screen, in contrast to previous experiments. One key difference with this
experiment was that the response location was emphasized in the condition laael, inst
of the hand to be held up. This suggests that factors such as the task instructions,
emphasis, and labels brought about this change from the previous result in this paradigm.
The implication is that the hand-bias effect is subject to top-down influendesasuc
participant interpretation of the task, and more broadly the context in which the hand is
positioned and the particular goals of the individual.

Another study investigating the effect of hand position on visual attention under a
different context than the above studies also found somewhat inconsistentiesars
et al., 2008). Abrams et al. investigated the effect of hands held near the scremsuah a
search paradigm, but instructed participants to hold both hands up near the screen. On the
display, an array of randomly positioned letters (Es or Us) appeared, in adaligion t
single target letter (H or S), and participants had to respond as to which lettmedppe
Abrams et al. found that visual search was slower when the hands were held bp near t
screen than when they were placed in the lap. They interpreted this fasdamginability
to attentionally disengage from items near the hands, consequently slowing the sear
However, the placement of both hands near the screen is problematic becauseethe grea
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context of the experimental setup is known to affect the outcome of hand-basedaffect
attention. It is possible that the slower search times may have resultedtieoactions
between the two hands, and not from the hands affecting attention directly. Regjafdle
the interpretation, these disparate results across attention paradignghtsghke
importance of task context for this effect.

Although the hand-bias effect is subject to top-down influences, one study has
demonstrated how the hand has a clear bottom-up effect on perception. Cosman &
Vecera (n presg investigated the effect of the hand in a figure-ground experiment.
Assigning what is figure and what is ground is typically considered appe process
that occurs preattentively (Julesz, 1984; Kimchi & Peterson, 2008). In this study,
participants performed a visual working memory task in which they viewed ambiguous
two-region figure-ground displays, and subsequently reported which region apimeare
the previous display. When one hand was held up to one side of the display, participants
were faster at remembering the region near the hand compared to that dhpdsated.

This effect was not found when a wooden dowel was placed near the screen, sgiggestin
that the hand positioned influenced figure-ground assignment by increasing lihedite

of the region near the hand being assigned as figure. This finding suggests hiaaidthe
can alter visual perception very early in processing, perhaps in a bottom-up manner.

In summary, the position of the hand can affect visual perception and attention in
fundamental ways. Hand-based effects on visual attention have been demomstrated i
neuropsychological patients and healthy individuals across a number of studiesgAlt
data from non-human primates suggests the bimodal neurons may a play a role in biasing
attention to the space near the hand, behavioral data from humans suggests that the
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source of the bias may derive from top-down as well as bottom-up sources. It esanot cl
from the behavioral data how early or late in processing the effect is occurhie

current study aims to shed light on this issue by considering the effect ohthe ha
through the use of electroencephalography (EEG) to better understand the tiraetours
processes related to this effect. Specifically, this study investipate classic ERP
signatures of attention might be modulated by the presence of the hand.

ERP and attention

EEG studies using event-related potentials (ERP) have been utilized wtensi
in studies on attention because certain ERP waveforms, or components, have been
associated with specific perceptual and cognitive processing stagés 2005).

Because EEG can be measured at a very high temporal resolution as processing is
occurring in real time, the resulting ERPs are good indicators for digghigg among

early versus late effects of the experimental manipulation that might not bealise

from behavioral measures. Spatial cuing paradigms similar to that useddgtRee

(2006, 2010) have been well studied using EEG and ERP (Hopfinger, Luck, & Hillyard,
2004).

In particular, several ERP components have been shown to discriminate among
different attentional effects. The P1 (a positive deflection occurring inRiredfound
80-130 ms) and the N1 (a negative deflection occurring in the ERP around 150-200 ms)
are early ERP components thought to reflect selective attention mechaseenisgure
2, from Hopfinger & Mangun, 2001). The P1 and N1 appear over posterior to central
regions of the scalp, and are maximal in the hemisphere contralateral wetioé si
presentation (left vs. right) of a visual stimulus. Both show relativelygraatplitudes
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(i.e., enhancements) to stimuli appearing in attended regions of space comphose t
appearing in unattended regions. In other words, the amplitudes of these compenents ar
enhanced for targets appearing in recently cued locations (i.e., validly alatiyerto
responses for targets appearing in noncued locations (i.e., invalidly cued)étpothe

P1 and N1 are also enhanced during different tasks. The P1 is enhanced for vadidly cu
targets in both discrimination and detection tasks, suggesting it reflectsaxifyri
bottom-up, reflexive attentional mechanism (Hopfinger & Mangun, 2001). The N1, by
contrast, is enhanced for validly cued targets in discrimination tasks, but natotetec
tasks (Vogel & Luck, 2000), suggesting the volitional addition of processing resources
for making difficult discriminations (Luck, 1995). Importantly, the N1 but not the P1 is
sensitive to cross-modal tactile cuing (Kennett, Eimer, Spence, & Driver,. 2081 ett

et al. (2001) cued participants on their left or right hand with a vibrotactile ssmul
before an LED target would light up near one of the hands. They found enhanced
responses at the N1 over occipital sites when the side of the visual targsponded to
that of the tactile cue, but not at the P1. This finding suggested that mukimoda
information can influence attentional selection at a relatively stalye of processing,

but not as early as the P1.

The N1 has separable posterior and anterior forms with slightly different
latencies (Luck, 1995). He, Fan, Zhou, & Chen (2004) investigated the N1 response to
space- and object-based cues. Specifically, they utilized two horizomtaihted,
rectangular visual stimuli that extended across the display and could beecipdebrally
at either end. An invalid target that appeared in the same rectangle as thascobject-
based, but an invalid target that appeared in a different rectangle was sgaite-bas
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Interestingly, they found modulatory effects of attention on the anterior N sysee-
based cues, but not on the posterior N1. Their findings suggested that the ardtésior N
more sensitive to space-based than object-based attention manipulations, while the
posterior N1 is more sensitive to object-based attention shifts. He, Humphneys, Fa
Chen, & Han (2008) confirmed their findings with a topographical analysis which
demonstrated that the anterior N1 had a unique scalp distribution and again was enhanced
for spatial, but not object-based, cues. Finally, Vogel & Luck (2000) presented
participants with a arrays of colored letters to which they had to respond onlyawhen
particular color was present, and black letters to which they were requilatpty give

a detection response. In one of the conditions, speed was emphasized by giving
participants feedback about their response times. This latter conditiondesulte
enhanced anterior N1 amplitudes relative to the other conditions, which the authors
suggested was related to the preparation of the motor response which likely was
heightened in this particular condition. Thus, because the anterior N1 t$veectiosi
spatial shifts in attention as well as cross-modal tactile-visual caimthmay be related
to motor response preparation, it is a good candidate for identifying modulations of
attention related to the proximal location of the hand to a visual stimulus.

The P3 is a later component that occurs around 300 ms as a large pronounced
positivity over central regions of the scalp (Key, Dove, & Maguire, 2005). Although the
P3 is easily identifiable and therefore frequently studied, its precise @ssoevith a
particular cognitive process is less well understood, perhaps because ofassiveeress
across paradigms (Luck, 2005). The classic result associated with thenP3 is a
enhancement to infrequently occurring stimuli relative to frequently oogusnes, and
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its amplitude increases as the frequency of targets decreases (Dohoaon &
Donchin, 1977). This sensitivity to target probability has been interpreted asimgflec
the updating of one’s current context or environment (Donchin & Coles, 1988). However,
the P3 is sensitive to attention allocation, and has been used as an index of how much
attention is effortfully being used in a particular task (e.g., Jonkman et al., 20€0My,Fi
in a recent study, Simon-Dack et al. (2009) demonstrated an enhancement in the P3 when
multimodal visual and tactile stimuli corresponded. They investigated thedsRénse
of viewing a visual stimulus, specifically a laser pointer, presented on otheclaand.
Attention was increased when the laser shone on the participants finger abtopare
when it was presented just above the finger, as reflected by enhancemertighe bt
and the P3. Their findings suggest that the P3 may be sensitive to the integration of visual
information with inputs from proprioceptive and somatosensory areas. Thus, the P3 is
also a good candidate to assess how the allocation top-down attention might be
modulated by hand position near the screen.
Current Study

The current study utilizes ERP in order to explore the neural mechanisms
underlying the hand-based effect on attention. All of the previous behaviorakstudie
investigating this effect have only measured response times to visual,sti@king it
difficult to draw strong conclusions about how hand position affects attention atmtiffere
stages of processing. In particular, it is not clear whether the souwatterdfonal bias is
bottom-up, perhaps deriving from the tactile and proprioceptive inputs of the hand’s
position. It is also possible that top-down inputs are more influential, whethetHfeom
functional affordances the hand adds by making targets candidates for actiom or fr
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participants explicit awareness of their hand position. Thus, the current stugdioaim
investigate the relative contributions of these potential sources of bias efféut by

studying ERPs which will provide unique insight into early and late stages ospiuge
Further, because the ERP components under investigation have been well studied in
previous visuospatial cuing studies, it will be possible to make stronger inferences about
the sources of bias revealed by effects at particular components.

In order to investigate how the presence of the hand might modulate standard
attentional effects on these ERP components, we modified the behavioral paradigm
developed in Reed et al. (2006) to adapt it to an ERP methodology. First, nonyedicti
cues were used in this study to ensure that the relative contributions/efulecues
were exogenous and bottom-up in nature. Reed et al. (2006) used predictive cues to
ensure strong validity effects in their original study, but subsequent work has
demonstrated that non-predictive cues are sufficient to elicit validegtsfin this
paradigm while still observing the bias from the hand (Reed &b gkeparatior).

Second, a visual shield was added to block participants’ view of their hands imdyis st

in order to equate visual inputs across conditions. Reed et al. (2006, experiment 3)
observed the hand-based effect even when the view of the hands was shielded, although it
was slightly weaker as a result. Thus it is possible that a weaket efight be obtained

from using the visual shields, but ERP is a more sensitive and direct measaenthat

detect smaller cognitive difference that cannot always be detected draigyvi

The current study also included three experimental conditions: Resting, Up, and
Away. In the Resting condition, participants rested their non-responding haad fre
table, as they would in a classic visuospatial cuing experiment. This conditiod asrae
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baseline control condition in which standard ERP results were predicted and would
provide confirmation of the effectiveness of the basic paradigm. In the Up condition,
participants held their non-responding hand up near the screen by one of the target
locations, as was done in Reed et al. (2006). This condition was the critical expalim
manipulation from which it would be possible to test the overall effect on standard ERPs
of holding a hand up and the specific effect the hand might have on responses to targets
appearing near the hand. In the Away condition, participants held their non-regpondin
hand up vertically and away from the screen, with an elbow resting on the table. eBecaus
it is unknown what the effect holding a hand up would be on the ERPs, the away
condition was designed to control for this variable while maintaining the hands’ distanc
from the target location. Further, Reed et al. (2006) included an experiment mttic
hand was held up, but away from the target location, which resulted in an attenuation of
the hand-based effect. By including this similar condition, it might be possiblestd!ef
relative contribution of hand-proximity (e.g., as opposed to top-down awareness of hand
position) to the overall hand-bias effect. A noteworthy difference betweedesign and
the prior behavioral experiments is that Reed and colleagues (2006; 2010) only compared
two conditions in any experiment; for example, one experiment compared condhtions i
which the non-responding hand was held up near the screen to those in which it was
resting on the desk. The design of the current study with three conditions nesxih@z
efficiency of this initial exploratory EEG study by essentially boxing experiments 1
and 4 from Reed et al. (2006).

Finally, the current study increased the number of trials per condition tosacrea
power and decrease noise in order to obtain a high enough signal-to-noise ratio for
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statistically significant ERPs. Previous ERP studies have utilizechtegreumber of

trials per condition than the current study (e.g., He et al., 2008; Vogel & Luck, 2000), but
the number of conditions and the need to counterbalance hand-side precluded the use of
such a great number of trials in order to limit the overall session lengthasanable

time. Thus, hand-side as a counterbalance variable was collapsed into a Slale,vari

with levels ipsilateral and contralateral (i.e., target appears on saener vpposite side

of screen as hand, respectively). Categorizing the data in this manneddiboee

doubling of trials per factor cell. However, it should be noted that previous behavioral
studies (e.g., Reed et al., 2006, 2010) always included the fully expanded lateralize
variables (e.qg., left and right hand), and in some cases found lateralizesl iefightch

the hand-bias was stronger for the left than the right hand. It is possible, rieitedio
collapsing across hand-size may diminish observed behavioral effects.

Consistent with previous ERP studies utilizing spatial cuing paradigms, ayalidi
effect was predicted to occur for each of the discussed ERP components in which
responses to validly cued targets would have a greater amplitude relativelidly
cued targets. The critical comparisons for the determining hand-based effeattention
in the ERPs are between the Up and Away condition. If simply holding a hand up
affected ERPs, then main effects of condition should be observed for one or both of these
conditions, relative to the Resting condition. If holding a hand near the screeicad, crit
then main effects of condition should differentiate the Up condition from the Resting
condition. If the proximity of the hand to the target matters, then signifgidetby
Condition interactions should be observed, in particular for the Up condition. Finally,
although previous behavioral studies have not found validity to interact with the hand-
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bias effects, it is possible that such interactions might be detectablERR. Thus, a
three-way interaction between Validity, Side, and Condition would indicate that hand
proximity not only has an effect on attention, but that the hand can influence thegffect
visual cues on attention. Modulations of the different ERPs due to hand position will give
insight to the relative contribution of bottom-up and top-down influences elicitdteby t

hand.
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Chapter 2: Methods

Participants

Forty-one University of Denver undergraduates (14 male, mean age = 20)6 years
participated for extra credit in Psychology courses. The first nineiparits were pilot
subjects to ensure that the EEG system worked properly and to train lab perttaseel
data were excluded from subsequent analyses. Technical difficulties thstimg
prevented the completion of the experiment for one participant; this data was als
excluded from analyses. One additional participant was excluded for reporanmg a
history of serious traumatic head injury. A total of 30 participants’ data was tsedbriair
subsequent data processing and analysis.
Stimuli and Apparatus

Stimuli were presented on a 24-inch wide screen monitor with E-primel.0 for Net
Station software (Psychological Software Tools, Pittsburgh, PA) teltokestimulus
presentation and behavioral responses with EEG recording. Stimuli consiated of
fixation cross (2), two square target locations’J2and a solid target circle (R Target
location squares were located 2@ each side of the fixation cross, and the target
appeared centered within each square. Stimuli were black against a whiteobadkgr

Two white foam-core boards (36 cm high, 47 cm deep) were situated vertically on
a table in front of the participant to shield participants’ view of their hands andequat

visual inputs across conditions (Figure 3a). Each board was positiofielitsigle each
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target location and extended outward from the monitor to participant. Particggants
approximately 50 cm in front of the computer monitor with their arms restirsgdeuf
the foam-core boards. Responses were given on a four-key button box resting on the
table. Depending on the condition, the non-responding hand was positioned in one of
three positions depending on the condition. In the Resting condition, it rested flat on the
table; in the Up condition, it was held up near and lateral to the target location on the
monitor, but still outside the foam-core board, with the palm facing inward-{gaee
3b); in the Away condition, the was held up but away from the monitor with the elbow
resting on the table (see Figure 3c).
Electroencephalogram (EEG) Recording

EEG was recorded using a 128-channel Geodesic Sensor Net (Electrical
Geodesics Inc., EGI) and data acquisition software (Netstation, EGlpérsor Net
was a cap consisting of 128 silver/silver chloride (Ag/AgCl) electrondsedded in
sponges soaked in a NaCl electrolyte solution before recording. The cirenogef
participants’ heads were measured to determine the appropriate cap sieg foedd.
Two additional measurements were made to identify reference points @aliinéos
proper placement: one over the top of the head from the nasion to inion, and the second
over the top of the head from the left to the right preauricular points. The midpoint of
these measurements were marked on the scalp with a red grease pencilt®timelica
location of Cz. The cap was placed on the head first by aligning the vertawade
(Vref) with this mark, and bringing the outer edges of the cap down over the rest of t
scalp. After securing the chinstrap, the electrodes were distribugat/ecross the
scalp, including two electrodes positioned below the eyes to record the elecigoacul

23



All signals were recorded referenced to a single vertex electrodpleshat 250 Hz, and
filtered at .1 to 100 Hz. Impedances were checked online prior to recording and were
accepted when they were below 50 Kohms. EEG was recorded continuously within eac
experimental block.
Procedure

Participants performed a standard spatial cuing paradigm with a detection
response (e.g., Posner & Presti, 1987). The display timing and number ofi¢rials
modeled after He et al. (2008) in order to optimize the paradigm for EEG wolildde
et al. (2008) found enhancements of the anterior N1 when targets were cued with
peripherally located, space-based cues, as in the current study. On the disgiackh
fixation cross was flanked on each side by a square target location, and pastiek@nt
instructed to fixate on the cross and not move their gaze away from it. At thef gtach
trial, the borders of one of the two target location squares darkened by bebmhding
(the visual cue). After an SOA of 150 ms, the target circle appeared aithercued
location (valid trial; 45% of total trials) or in the non-cued location (invalad; 5% of
total trials). Participants responded to the appearance of the target as gslipklsible
on the button box. A variable inter-trial interval of 1500-2500 ms followed before a new
trial began. On catch trials (10% of total trials), a target would not appedhéan of the
locations, and participants were required to withhold a response. Each block consisted of
120 trials (54 valid, 54 invalid, 12 catch), resulting in a total of 720 trials for the entire
testing session.

Before the start of each block, participants were instructed how to position thei
non-responding hand in accord to the particular condition for that block (i.e., Resting, Up,
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or Away). In the Resting condition, participants held their non-responding hawod flat
the table in front of them. In both the Up and Away conditions, participants held their
non-responding hand up by resting an elbow comfortably on the table. In the Up
condition, the hand was positioned near the target location on the screen, but outside the
visual shield, with the palm open and facing inward (see Figure 3b). In the Away
condition, the hand was positioned vertically and laterally, approximately 6fbaomttie
monitor, with the palm held comfortably open (see Figure 3c). Each condition was
performed twice, once for each hand, for a total of 6 blocks, and blocks occurred in
random order. Participants were given the opportunity to rest their eyesebetach
block, and impedances were rechecked every two blocks. The overhead lights were
dimmed during testing and turned back on during breaks.

Prior to the experimental blocks, participants performed a brief practicie diflo
the Up condition with the left hand consisting of 14 trials (six valid, six idyvaAio catch
trials) to ensure they understood the task.

Behavioral Data Processing

Errors (i.e., responses to catch trials) were tabulated for eachpaenticight
participants responded excess of 15% of the catch trials and were excludéatfinem
analysis. Results from previous studies (e.g., Reed et al., 2010) have indicated that thi
high degree of errors reflect inattention to the task resulting in abdatnpatterns. For
the remaining participants, mean response times (RTs) were calcolagath condition
(Resting, Up, Away), trial validity (Valid, Invalid), and target side wekpect to non-
responding hand (Ispilateral, Contralateral). To eliminate errors frogigaiton and
inattention, only RTs within a 150 to 900 ms time window were included in the mean
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calculation. One participant was excluded from further analysis for ¢n&iis that
exceeded this time window greater than an average of 15% of the total trialselitbeaus
generally slow response times likely reflected inattention.

Finally, because we were interested particularly in how hand-position might
modulate validity effects in the ERPs, only participants who demonstratableeli
validity effects behaviorally were included in subsequent analyses. This fireesides
having faster overall RTs to valid relative to invalid trials in at least fouofilne six
experimental blocks. In addition, we were also concerned that the extendédolietings
experiment may have contributed to participant fatigue and inattentioBébeioral
Analyses by Blockelow) and as a result, participants would stop responding to the cues
and stop displaying a validity effect. By these criteria, an additiona pagicipants
were excluded from further analysis.
EEG Artifact Removal and Data Reduction

The EEG data were processed offline using Net Station 4.1 software (&Elkectri
Geodesics Inc., EGI). The continuous data were first digitally fdtaseng 0.1 Hz high-
pass and 90 Hz low-pass elliptical filters, based on filters used by prewdiesse.g.,
He et al., 2008). The data were next segmented into 900 ms epochs (100 ms pre-cue
baseline, 150 ms SOA between cue and target, and 650 ms post-target), anchored to
target onset (target = 0 ms time point), and labeled according to condition
(Resting/Up/Away), trial validity (Valid/Invalid), and target proxisnto the non-
responding hand (Ipsilateral/Contralateral for targets appearing on teéopasite side
of the monitor as the hand, respectively). The segments were visually inlsfoecte
artifacts, and were excluded from further analysis if they containedresedf eye-
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blinks or eye-movements, which result in large amplitude fluctuations that can
significantly alter ERPs if they remain in the averages. The remaemgments were
scanned for off-scale activity and were marked bad for containing agjreigyer than
+/- 150 pV, movement artifact, or high frequency noise. Individual channels that were
marked bad in more than 60% of the segments for each participant were excluded from
the entire recording. Segments containing more than eight bad channels (not including
channels marked bad for the entire recording) were excluded from furtisiganghree
participants were excluded from further ERP analysis for having too fdacaftee
trials per condition. The remaining artifact-free trials for each segtype were
averaged together to produce 12 ERPs [Condition (3) x Validity (2) x Side (2)]ctor ea
participant. The number of artifact free trials included in the averagadbrsgment
type ranged from 32 to 54 (M = 43.7; SD = 6.21). Channels that previously were marked
bad for the entire recording were replaced using spherical-spline intespokst data
were mathematically converted to the average reference and thendaselected by
subtracting the mean voltage of the 100 ms pre-cue baseline from the voltagé value a
each time point in the remainder of the segment.
ERP Selection and Definition

Previous ERP studies investigating the anterior N1 have found validityseffec
over central leads (e.g., He et al., 2008; Zhou & Chen, 2004). Thus, a central channel
group corresponding roughly to Cz and slightly posterior was selected to athelyze
P1/N1 complex (Channels vref, 32, 55, & 81; see Figure 4a). A peak-to-peakeneas
was utilized to maximize any differences between conditions occurringsalooth the
P1 and N1. This peak-to-peak measure was defined as the difference between the
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maximum peak amplitude of the P1 and the minimum peak amplitude of the N1.
Following a visual inspection of individual participants’ ERPs, windows for each
component were defined that would encompass the peak amplitude for a given
component for every individual, while not including the peak from other components.
Thus, the peak amplitude of the P1 was defined as the maximum point of the ERP
relative to baseline within a 60 to 150 ms time window. The peak of the N1 was defined
as the minimum point within a 120 to 220 ms time window. Then, for each channel, the
peak amplitude of the P1 was subtracted from the peak amplitude of the N1. The
resulting values for each channel were averaged together to obtain theovahee f
group.

The P3 was also observed over central leads, but was more widespread and
identifiable of a larger area. In order to maximize the signal-tcenaiso of the P3, a
larger channel group was chosen for these analyses, corresponding roughgntb C
CPz (Channels 7, 107, vref, 32, 55, 81, 38, 54, 62, 80, & 88; see Figure 4b). Because it
has a less well-defined peak, mean amplitude was used to analyze the P3, ddfired a
average amplitude within a 300 to 500 ms time window. The means for each channel
were averaged together across the channel group.

Finally, due to technical difficulties with achieving good scalp contatt véds
over occipital regions, the overall quality of the data at occipital leads wasarad not

optimal, precluding analyses of posterior P1 and N1 components.

28



Chapter 3: Resultsand Discussion

Alpha was set at the .05 level for all analysest-Adists are two-tailed, and all
reported effects are Greenhouse-Geisser corrected where appropriate
Behavioral Analyses

In order to confirm the replication of the basic cuing paradigm and hand-bias
effect, RTs were first analyzed in an omnibus Analysis of Variance (ANOWAhe 30
participants who successfully completed the experiment, nine were excluded for
excessive responding to catch trials or slow RTs, and an additional three alede=éx
for signs of inattention evident by a lack of consistent validity effect in iieividual
data. Mean RTs from the remaining 18 participants were submittedtoa3 X2 X 2
repeated measures ANOVA with factors Condition (Resting, Up, Away), \la(Mlid,
Invalid), and Side (Ipsilateral, Contralateral). Confirming the basic quamgdigm, a
main effect of Validity was foundq(1,17) = 8.79p < .01,M& = 7,655.27], in which
responses to validly cued targets £ 345 msSE= 16.7] were faster than responses to
invalidly cued targetsMl = 357 msSE= 18.4]. The hand-bias effect was not replicated
in the behavioral analysis, neither as a main effect of CondRi@dn7) = 1.11p = .33,
MS = 2404.54], nor in the Condition X Side interactiéi(d,34) = 0.61p = .53,MS =
130.58]. There were no interactions of a potential hand-bias effect with Valithiéy:en
the two way Condition X Validity interactior(2,34) = 1.14p = .325MS. = 259.79]
nor in the three-way Condition X Validity X Side interacti®i{4,34) = 1.14p = .325,
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MS, = 259.79]. No other main effects or interactions were significant (see Tabléull for
statistics).

Although the two-way and three-way interactions in the omnibus ANOVA were
not significant, we predicted validity effects at each of the conditions whicht@zbie
could be modulated by hand position. Thaugyiori pairedt-tests comparing validity in
each condition and location were conducted in order to determine where the strongest
validity effects were occurring. Validity effects were sigrafit in the Resting condition
on both the Ipsilaterat([L7) = 3.23, p < .01] and the Contralateral sidgis’) = 2.23, p <
.05], in which RTs to valid trials were faster than those to invalid trials (see Zdbt
full statistics)]. In the Up condition, a similar validity effect was foundren t
Contralateral sidet(17) = 2.53, p < .05], but not on the Ipsilateral sif&7]) = 1.70, p =
11]. Finally, in the Away condition, a marginally significant validity effeets found on
the Contralateral sid&([L7) = 1.97, p = .06], but it was not significant on the Ipsilateral
side f(17) = 1.37, p = .19]. In summary, a validity effect was found across sides in the
Resting condition, but it was only found contralateral to the hand in the Up and Away
conditions. This pattern of results across suggests that although the interact®nstwe
significant in the omnibus ANOVA, there may have been some influence of the hand on
validity effects when it was held up either near or away from the screen.

These behavioral results are different from previous experiments usihg simi
paradigms (Reed et al. 2006, 2010). However, as discussed in the introduction, a number
of differences exist between the prior studies and this one. In addition to the EEG
measure and as a result of using it, the length of this experiment had to bedxtende
considerably relative to previous studies. This occurred both as the result of tisemcl
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of an extra condition (i.e., Away) as an extra control comparison, and of the extension of
the number of trials in individual blocks to include enough trials achieve good signal-to-
noise ratio in the ERP. Further, previous studies investigating this effedllypcliude
about 36 subjects for each experiment in order to achieve enough power to discriminate
among effects in a 2 X 2 factorial design. Although 41 participants total vatee i@
the current study, an unusually high attrition for this paradigm was observed do@rtly
to technical difficulties with EEG recording, but also due to a large numbetobf tcil
responders. Repeated responding to catch trials is typically regardedmasfa s
inattention or fatigue on the part of the participant. This high level of inattemtiong
the participants, which resulted in the high attrition rate and consequent lack of power,
may have been due to the extended length of the experimental blocks and session overall.
In order to investigate this hypothesis further, we conducted a block analysis on the
behavioral data to explore the possibility of fatigue or inattention effects.
Behavioral Analysis: Block Analysis

In order to determine the overall effect of the session length on mean RTs and
validity, a 2 X 6 repeated-measures ANOVA with factors Validity (Vdhealid) and
Block (Block 1, 2, 3, 4, 5, 6) was conducted using the means from the 18 participants
who met the criteria to be included in the final analysis. A main effect ofialvas
found [F(1,17) = 8.79p < .01,MS. = 7,655.27], in which responses to validly cued
targets M = 345 msSE= 16.7] were faster than responses to invalidly cued targets |
357 ms SE= 18.4]. Note this is identical to the main effect of validity found in the
original omnibus ANOVA on RTs. A main effect of block was also significa(&,B5) =
8.93,p < .0001MS = 18865.03], in which RTs appeared to decrease following after the
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first and second block, after which they reached an asymptote and remainedasteady
the remainder of the experiment (see Figure 5). P&itests between consecutive blocks
confirmed that the mean RT for Block ¥ E 388 msSE= 19.0] was greater than the
mean RT for Block 2 = 371 msSE= 16.3;t(17) = 2.27 p < .05], and that the mean
RT for Block was greater than that for BlockM £ 347 msSE= 15.9;t(17) =3.55p <
.01]. The rest of the paired comparisons were not significarttall1,n.s; see Table 2
for full statistics). The decreasing asymptotic curve of RTs adioeks suggested a
prevalent learning effect was occurring in which participants’ ghdiperform the task
increased over time.

Such a learning effect could decrease the variability of the sample oeer tim
leading to a ceiling effect that could conceal other effects as thareepércarried on.
To test this hypothesis, pairetests comparing validity were conducted at each block.
Significant validity effects were found in Blocks 1, 2, 4, and 5, (all p < .05) and a
marginally significant validity effect was found in Block 3 (p = .052), but theliwgli
effect in Block 6 was not significant € 1,n.s; see Table 3 for full statistics). This
pattern of results suggest that enough variability existed among the Rfthaufihal
block, at which point the mean RTs to valid versus invalid trials were statistical
indistinguishable. In other words, the visual cues seemed to have little or nmaffect
participants’ attention once they reached thédBck. Together with the previous
analyses, this suggests that participants gradually became bditedatdction task until
Block 3 when their RTs reached a ceiling. After this, however, their penfmereat
detecting the target may have continued to improve until the visual cues had horeffec
their visual attention. Although this is not a clear sign of fatigue, it does swggest
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particular form of inattention as peripherally located visual cues araliypilcought to
automaticallyendogenouslghift attention in their direction. This did not occur until the
6" block, suggesting that the overall length of the experiment contributed to this
inattention®

Because the analysis of validity over block suggested that the learningoedfec
not settle until the third block, it was possible that the hand-bias effects mighirize f
by only analyzing the first three blocks. However, because block order was raedom
across participants, there was little overlap among the particulatioosdierformed by
each participants in the first three blocks. Thus, in order to investigate thisiftgssi
data from the first three blocks were analyzed with condition as a betweettsubje
variable to ensure that each participant had at least two full blocks of a particula
condition. This resulted in approximately one-third of the entire sample beingedldoa
each condition. Specifically, the Resting condition had five participants, the Ugioondi
had six participants, and the Away condition had five participants. The RTs from these
participants were analyzed in a 2 X 2 X 3 repeated measure ANOVA witm\sitbjects
factors Validity (Valid, Invalid) and Side (Ipsi-, Contralateral) and betwsubjects
factor Condition (Resting, Up, Away). None of the effects from this analysis wer
significant (see Table 4). However, splitting Condition into a between subjeetblega
resulted in a very small N for each group. In consideration of this limitatioririae- t
way interaction of Validity X Side X Condition is of potential interdgtl],13) = 1.755p
=.212,MS = 220.103]. In the general pattern of mean RTs, a weak validity effect can

observed for both sides in the resting condition, and potentially although to a lesser

! Analyses including the participants excluded fsponding to catch trials and for not having vaidi
effects resulted in this same pattern of results.
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degree for the contralateral side in the Up and Away conditions (Figure 6gvidgwhe
validity effects are either potentially not present for the ipsilatedal in the Away
condition, or reversed for the ipsilateral side in the Up condition. This suggests that the
hand-bias effect may have been observable earlier in the experimentl éafoireg
effects decreased variability in participants performance later in $bmse

In summary of the behavioral data, validity effects were found confirming the
basic paradigm. Although the hand-based bias was not replicated behaviorally, paired
comparisons suggested that holding a hand up (both near to and away from the screen)
may have affected validity effects in locations near the hand. This pogsikt
supported by analyses using only the first three blocks of data in order to avoid
contamination by learning effects in the latter portion of the experimenarEatich as
having small N due to attrition, inattention, and lack of variability due to learning may
have decreased power to such an extent that the critical interactions focaticepivere
apparent in the omnibus ANOVA. Nevertheless, because ERP is a more sensitive
measure than behavioral RTSs, it is possible that hand-based affects ooratteaytibe
observable in the ERPs that were not apparent in the behavioral data.
ERP Analysis: P1 & N1

Of the 18 participants included in the behavioral analyses, three additional
participants were excluded from ERP analysis for having too noisy or too flat \EiRP
non-distinct components, leaving a total of 15 participants for ERP analysiseeFigu
plots the grand average of the ERP for valid and invalid trials in the Restingaordit
the vertex electrode. The P1 is observable as a positive deflection peakmgnat&0
ms, and the N1 is observable as a negative deflection at 150 ms.
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In order to confirm the effects of visual cuing (i.e., validity effects)amye
components in the ERP and to test how hand position might modulate early ERPs, the
P1/N1 peak-to-peak measure was analyzed in an omnibus ANOVA. Mean peak
amplitude differences between the P1 and N1 were submitted to a 3 X 2 X 2 repeated
measures ANOVA with factors Condition (Resting, Up, Away), Validity (¥ alnvalid),
and Side (Ipsilateral, Contralateral). The main effect of Validity wasigoifisant
[F(1,14) = 1.79p = .202,MS = 2.254], suggesting that the validity effect observed in the
behavioral results was not reflected or detectable in the P1/N1 complex. A hand-bia
effect was not observed, either as a main effect of CondRidnl4) = 1.824p = .180,

MS = 1.714], nor as an interaction of Condition X SiBEL[14) = .092p = .903,MS. =
.107]. Finally, none of the interactions with Validity were significant, inclutieg
critical three-way interactiorF[2,28) = .656p = .505,MS, = .754]. Thus there was no
detectable validity effect in the P1/N1 complex, nor was there an observaaiecéfthe
hand. None of the other main effects or interactions in this omnibus analysis were
significant (see Table 5 for full statistics).

Although there were no significant effects in the omnibus analysis, and because
validity effects were predicted based on previous studies and the behavioral result
pairedt-tests comparing valid and invalid trials were conducted to determine if any
validity effects were occurring in any of the conditions or sides. A sigmificalidity
effect was found in the Up condition, contralateral to the highd)[= 2.79, p < .02] in
which valid trials had a greater amplitude peak differeMe 3.76 uV SE= .505] than
invalid trials M = 3.14 pV,SE= .441]. All other paired comparisons were not
significant.
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These results are different from previously reported results that usecea@ubs
these data (Garza, Reed, & Snyder, 2009). In that preliminary subset of thé subjec
group, validity effects were found for both sides in the Resting condition, and for the
contralateral side in the Up condition. These previous results suggested thaNthe P1/
complex was sensitive to trial validity in the Resting condition, but that when nide ha
was held up, amplitude for invalid trials near the hand were increased to the wanas le
that for valid trials, eliminating the validity effect. Although the resultthe current
study are not statistically significant, the same pattern of datdl lstervable in the
ERPs across these two conditions (Figure 8).

In summary, the early ERP components did not indicate significant influences of
the hand on visual attention. None of the statistical tests from the omnibus ANO¥A wer
significant and only one of the directed comparisons of validity was signitfi
Cognitive process can have effects on the latency of the peak of ERP components in
addition to their amplitude (Luck, 2005). The latency of the N1 was thus analyzed in
similar statistical analyses as those above, but none of those effectsywificast.

Finally, visual inspection of the grand means suggested that leads over the right
hemisphere might have more pronounced effects than leads over the left hemisphere
Because non-predictive, peripherally located visual cues are known to affect the
amplitude of both the P1 and the N1, it is likely that non-optimal testing factors in this
particular study masked observable results. In particular, the lack of cagmifesults in
these early ERP components may have been due to poor signal-to-noise ratio due to a
smaller than desirable number of trials per condition and the same potential peavkenf
that affected the behavioral results.
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ERP Analysis: P3

Although significant effects were not found for the earlier components, it was
possible that more top-down effects on attention were occurring at the later P3
component, or that influences from somatosensory or proprioceptive inputs could be
reflected later (Simon-Dack et al., 2009). It was also possible tharearhsked effects
from the P1 or N1 could be observable downstream. Further, the P3 is a larger, more
robust ERP component that requires fewer trials to achieve a more reigidé The P3
is observable in Figure 7 as a large slow wave that begins at around 300 ms and continues
for approximately 200 ms.

In order to test whether trial validity had an effect on the amplitude of the@3, a
to determine if hand position modulated any validity effects observed there, the mean
amplitudes for the P3 were analyzed in an omnibus ANOVA. Mean amplitudes for the P3
were submitted to a 3 X 2 X 2 repeated measures ANOVA with factors Condition
(Resting, Up, Away), Validity (Valid, Invalid), and Side (Ipsilateral, Caldteral). A
main effect of Validity was found(1,14) = 11.88p < .01,MS. = 5.597], in which the
mean amplitude in response to validly cued targdts .42 uV,SE= .450] was greater
than that to invalidly cued targetsl [= 2.07 uV,SE= .411], consistent with the validity
effects observed in the behavioral results. A hand-bias effect independentdatfy\vedis
not observed either as a main effect of Conditki [L4) = .128p = .863,MS. = .200],
nor as an interaction of Condition X Sidg1,14) = .933p = .394,MS = .580].
However, the Condition X Validity interaction was significaR(d,28) = 3.72p < .05,
MS = 1.502], suggesting that validity effects were modulated by hand-position in at least
one of the conditions. The three-way Condition X Validity X Side interaction was not
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significant [F(2,28) = .257p = .729,MS. = .219], suggesting that the hand-bias
interaction with Validity was not localized to the region near the hand. No other m
effects or interactions were significant (see Table 6 for full Stz)st

Pairedt-tests comparing validity at each condition were conducted in order to
explore the Condition X Validity interaction. The validity effects wegasicant in both
the Restingt{14) = 2.56p < .05] and the Awayt(14) = 4.47p < .001] conditions, but
not in the Up condition [t(14) < h.s Figure 9]. In the Resting condition, mean
amplitude was greater for valid trialgl [= 4.82 pV,SE= .873] than for invalid trials\!
=3.92 pV,SE= .813]. Similarly, in the Away condition, mean amplitude was also
greater for valid trialsN1 = 5.14 pV,SE= .940] than for invalid trials\l = 3.91 uV,SE
=.900]. These results suggest that cue validity had an effect on the P3 when the hand was
resting or held away from the screen in which the mean amplitude for the component was
greater for validly cued targets than invalidly cued targets. When the harkldagp
near the screen, however, no validity effect was observed. Although the three-way
interaction was not significant, the pattern of means in Up condition appeared to be that
of a validity effect in the contralateral location, and a reversal of thisrpah the
ipsilateral location, near the hand. This would suggest that the amplitude of the P3 was
affected by hand proximity such that the validity effect in this region weassed. To
test whether the contralateral validity effect or the ipsilatersnse validity effect were
significant, paired comparisons of validity were conducted for each locatetiner
pairedt-test was significant (afy’'s > .05). To test whether hand proximity was
modulating P3 amplitude for a particular validity type, location was comparelid
and invalid trial types. Again, neither pairetkst was significant (afi's > .05).
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It was possible that the observed effects at the P3 were actually thefesult

downstream effects from the P1/N1 complex that may have influenced lateoments.

In order to test this hypothesis, Pearson correlations were conductedhfaoeaddion

between the peak-to-peak amplitude measure from the P1/N1 and the mean amplitude of
the P3. None of the correlations across ERP components were significantlecg)Ta
suggesting that the effects observed at the P3 were not a result of eatier @fturring

at the P1/N1.

In summary, the results from the analysis of the P3 confirmed the effect of the
visual cues on attention in the ERP and indicated a potential hand-based effect on
attention. The amplitude of the P3 was greater for valid trials than for inkalglfor
both control conditions (Resting and Away). There was no validity effect prekent w
the hand was held near the screen, suggesting that hand proximity modulateidlitiye val
effect. Although it appeared as though the validity effect reversed fmtsaappearing
near the hand, this could not be confirmed by paired comparisons. Because there were no
statistically significant differences in the Up condition, it is not cldaether hand
proximity was affecting the amplitude of the P3 in this condition or whether theesimpl
act of holding the hand up near the screen affected the amplitude for both sidaseBeca
the P3 reflects higher level cognition, it is possible that the modulation of thsuzar
component may have been due to top-down influences, such as the participants
interpretation of the condition. In other words, participants were directiyated to
position their hand near the screen for the Up condition, and away from it or resting in the
other two conditions. It is possible that their explicit knowledge of the experimenta
manipulation in this manner may have altered their perception of the task otrttem\s
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in performing it. As noted earlier, the P3 can reflect many different higher cognitive
processes, so it is not clear from these results alone what might be drivipartitslar
effect. However, it is noteworthy that positioning the hand near the screerfex@n af

validity effects in the P3 at all.
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Chapter 4: General Discussion
Summary

This study is the first to investigate hand-based bias effects on visardlat
using ERP. Previous behavioral studies have demonstrated that holding a hand near the
screen during a spatial cuing task can bias attention to the space neardilgatinta
responses to targets appearing in that space (Reed et al., 2006, 2010). The aim of the
current study was to investigate the relative bottom-up and top-down contrilftions
hand-based effects on visual attention with ERP. Participants perfordetelction task
in three conditions, in which their hand was either resting on the table (Resting
condition), up near the screen (Up condition), and up away from the screen (Away
condition), and both early and later occurring ERPs were analyzed to attempt to
discriminate between bottom-up and top-down effects on attention, respectively.

For the behavioral results, we predicted to replicate the original hand-based
attentional bias in the behavioral results that was found in previous behavioral studies. A
general validity effect was found, which confirmed the basic visual cuiragljgan.

None of the critical interactions with and between the factors of condition andidand-s
were significant. The lack of a condition X hand-side interaction indicates thaarlde
effect from previous behavioral studies was not replicated. The limitatians#lyahave

contributed to this lack of replication will be described below.
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Despite the lack of replication in the behavioral results, we hypothesized that
because ERP is a more direct and sensitive measure, hand-based effectdirbght s
observable in the ERPs. For all of the ERP components, we predicted to observe
enhancements (i.e., greater amplitudes) in response to validly cued tatle rel
invalidly cued trials. We additionally hypothesized that hand position could modulate of
these validity effects in responses to targets appearing near the hanthéipdt/N1
complex was analyzed using a peak-to-peak measure to maximize potefetiahdds in
amplitude across conditions. Unfortunately, none of the effects in the omnibus ANOVA
for these early components were significant. The N1 and P1 are both typitedlyced
to validly cued targets, but this was not found in these data, even though a general
validity effect was present in the behavioral results. In a previously peesanstract
using a subset of these data (Garza et al., 2009), we found a general valiclity ¢ffe
Resting condition and a localized one in the Contralateral side of the Up condition, but
not in the Ipsilateral side of the Up condition side. In these previous results,ateghps
though responses to invalid, but not valid, trials were getting an extra enhana@ment f
the proximity of the hand, diminishing the validity effect. The same genetatmpaf
data was observed here, but because none of the statistical tests wecasigotfncrete
conclusions could not be drawn.

The last set of analyses investigated potential effects of the hand on later
attentional processes by examining the mean amplitude of the P3 component. @onsiste
with the behavioral results, a general validity effect was found for the P3 in vileich t
mean amplitude was greater in response to validly cued trials than to invakdlyrals.
Further, an interaction between condition and validity revealed that valitetstevere
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present for the two control conditions (i.e., Resting and Away), but were not for the
critical Up condition. Although the pattern of data in the Up condition suggested that a
validity effect might be present contralateral to the hand, but not near it, tHesertiés
were not significant in the analyses. Thus, the most we can conclude from théiseses
that holding a hand up to the screen altered the response of the P3, regardless of the
location of the target with respect to the hand. This result likely was not theatesul
noise from holding a hand up in general, as the validity effect was stilhpiasbe

Away condition.

The P3 is thought to reflect more top-down influences on attention such as
context updating (Donchin & Coles, 1988) and the volitional allocation of attention (e.g.,
Jonkman et al., 2000). It is possible, therefore, that the act of holding a hand near the
screen altered participants’ engagement with the task and the infludmattooh-up cue
validity at this later stage of processing. In other words, the cues mayttiiee s
attention early on in a bottom-up manner, but the context of the Up condition may have
masked ongoing effects of cue validity later in the ERP. We know from recent
experiments in our laboratory that task instruction and experimental contextveaa ha
significant effect on the behavioral outcome of hand-position experimerad @Ral.jn
preparatior). Although holding a hand up near the screen was not explicitly relevant to
the detection task in the current study, participants were clearly aividreir hand
position and the instructions to place them near the screen as an experimental
manipulation. This awareness of the situation may contribute to the lack of vaffdity
in the P3 observed in the Up condition. Although it is possible that the effects at the P3
may have reflected downstream attentional effects from earlier comppoentlations

43



between the P1/N1 and P3 were not significant. However, because the overall BRPs ma
have been too noisy to achieve good signal-to-noise ratio at these earlier caispbee
lack of significant correlations may have occurred as a result of this n@sniining
the precise effect that hand position had on the P3 requires more study.
Theoretical Implications

Recent behavioral studies have demonstrated how hand-position can affect visual
attention in bottom-up (Cosman & Vecesapmittegl, as well as in top-down directions
(Reed et al.in preparatior). Although the current study was largely inconclusive,
findings at the P3 suggested that top-down influences related to hand position may have
altered how bottom-up visual cues were processed later in cognition. Given thepotent
for both top-down and bottom-up influences in these effects of hand position on visual
attention, it is useful to interpret these findings within the context of thedbiase
competition model of attention (Desimone & Duncan, 1995; Duncan, 2006). In this
model, attention is defined by the competition among stimuli entering the praressi
stream. Each stimulus may be represented perceptually at the stalest of
processing, but stimuli with more salient features (e.g., brightness) will tiae
competition to be selected for further processing. This competition represeats-hpit
stimulus driven types of attention. Importantly, the competition is biased incovap
direction from other cortical areas, depending on an individual’'s task, goals, and other
contextual factors, to favor one stimulus for selection over others. Because the
competition among stimuli can occur across sensory modalities, and the sotiee of t

bias may originate from multiple brain regions, this model provides a meghémisiow
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influences from different neural systems may be integrated for funcaadajoal
oriented behavior.

With respect to the attentional bias of the hand on visual attention, the model
provides a good framework from which to continue exploring the neural mechanisms
underlying this effect. Bottom-up and top-down factors appear to interact to prbduce t
behavioral effects observed so far. It might be the case that the various-bpttom
features introduced when the hand is present add to the competition already in progress
among the various visual stimuli in the experiments. Further, top-down factgnslaya
a greater role in classic visual attention experiments when participardgsicitly
asked to perform the unusual task of placing their hand near the screen. Ircapagial
paradigms, the visual cue shifts attention to a target location in a bottom-up manner. In
the current study, additional competition may originate from the proximity of tieéiha
the form of tactile, proprioceptive, and even additional visual information. This is all
subject to top-down bias from higher level executive systems, however, dependieg on t
goals and interpretation of the task by the participant. Because embodiesl ¢actor
potentially influence attention from both directions, future studies should aim to ydentif
what particular embodied factors predominate in the control of attention aswled a
direction of their influence.

Limitations and Recommendations for Future Study

The results of the current study were limited by a number of shortcomitigs
design and execution of the experiment. Unfortunately, the predicted regaliding the
influence of hand position generally were not observed in the behavioral data, nor in the
ERPs. Many of the null findings in this study, however, may have stemmed from issue
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of low power, high attrition, lack of engagement by the participants, and possil#y som
minor technical difficulties. Despite these shortcomings, it is importar@mhember that
this was the first ERP study to investigate hand-based effects on attentidrpravitied
many indications of how future studies should proceed.

The lack of replication in the behavioral results may have occurred for a numbe
of reasons. First, the sample size of the data set was too small due to aeaitepti
high attrition rate. More participants were excluded from analysis thampatéd for
frequent responses to catch trials. This reduced the sample size of the datdsdut it a
suggested that inattention may have been a general problem during testing. Athgtewor
difference between this study and the previous behavioral ones was the length of the
testing session. Because ERPs require a greater number of triadsghéion than
behavioral studies, the length of the blocks was more than doubled relative to previous
studies. Further, the previous behavioral studies typically only included two conditions
per experiment — an experimental condition and a control. The current study irmtuded
additional control in the Away condition, but this also increased the overall length of the
testing session by a third. Thus, a second factor that may have produced the lack of
replication was the length of the experiment, which potentially contributed tentiah
and fatigue. Block analyses demonstrated that RTs became consecusitezlyiail the
3 block, suggesting the existence of a learning effect. Such a learniogoeffid result
in a floor effect in which RTs reach their maximum speed, regardless ofregptal
condition. It is also possible that participants became good enough at the deds&tion t
that they were able to mentally disengage from the other aspects of thenexperot
relevant to achieving the goal of responding quickly and accurately. Sucleencetild
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potentially decrease overall variability in responding, consequently maskangatbns
with critical variables. Paired comparisons revealed a lack of validégteh the final
block, even for the participants who met all the criteria to be included in the final
analysis. This suggested that the visual cues were not affecting visaéibatby the end
of the testing session, again possibly due to fatigue or disengagement from the more
peripheral aspects of the experiment.

The limited results from the ERP data, especially among the earliariogc
ERP components, may have resulted from poor signal-to-noise ratio and lack of power.
Typical ERP studies investigating effects at the P1 and N1 can include up toesr t
the number of trials per condition as that used in the current study in order to achieve a
good signal-to-noise ratio. Using such an extensive number of trials in the ciueint
would have significantly increased the testing time, the length of which veaslglan
issue. We attempted to ameliorate this limitation by collapsing leftightlhand
conditions into the factor Side, with contralateral and ipsilateral targetdosat
Although this effectively doubled the number of trials per condition, it may not have been
enough to obtain observable effects at these early components. Coding in this manner
also had the cost of limiting the types of hemispheric laterality anghpsssble.
Although it was possible to compare effects across brain hemispheres in,genasl
not possible to investigate lateralized responses to stimuli in particulal kesuifields.
In previous behavioral studies (Reed et al., 2006, 2010), the effect of hand position on
attention was often lateralized, appearing stronger when the left haneagph
relative to the right hand. It is further possible, therefore, the effect odsertiee
current study was weakened from collapsing over hand-side. Because dintitasens
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and nulls findings, it is perhaps too early to draw strong conclusions about the potential
effect of hand position on these early ERP components.

Because the overall length of this experiment was such a central mjtatiure
studies should aim to reduce the length of the testing session, or build in safegtards tha
can compensate for problems stemming from the length. First, the current gddy us
three conditions in a single experiment to maximize efficiency and contnoiglit be
more effective in this case, however, to implement the conditions in a between subjects
design, or else to conduct a series of experiments with 2 X 2 that sequentiatiytrule
confounds. Second, the number of trials per condition requires a delicate balance in order
to obtain the amount of data necessary for a good signal-to-noise ratio in thenwERe
ensuring that participants do not succumb to fatigue and inattention. Having fewer
conditions would certainly help with this issue as well, but a large numberlsfwoald
still be needed for clear data. An additional recommendation, therefore, would be to
include more breaks from the task and divide the testing session into smaller blocks.
Third, a more engaging task than simple target detection could be used to beitainmai
participants’ attention throughout testing. A discrimination task (e.g., respotodiad
vs. blue targets with a forced-choice button response) could help to ensure that
participants stay engaged with the task, and it would allow the analysis ofateoas
additional measure of engagement. However, it would be important first to oeterm
how hand-bias might transpire in such a discrimination task, because an altstnate ta
may engage different neural systems (e.g., ventral processagsior color

discrimination) to result in a different overall pattern of results.
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Finally, the overall length of the experiment could be reduced simply byngilizi
a paradigm with few factors. Although an aim of the current study was to adapt the
paradigm utilized by Reed et al. (2006, 2010) to an adapted ERP study, it might be the
case that a spatial cuing paradigm is not the best suited method for afcRRial
investigation of hand-based effects on attention. Not only does spatial cuing require a
great number of trials to produce effects in the P1 and N1, but including cue validity adds
an extra factor that can potentially interact with the variable of stterand position.
Spatial cuing is just one among many paradigms that have been utilized to study
attention, and others may be better suited for ERP. For example, an oddball paradigm, in
which participants are required to respond only to infrequent targets in a stream of
frequent and infrequent stimuli, would eliminate validity as a factor, deetba number
of necessary trials, and still reflect effects on attention in ERP.

Another potential error in the design of this experiment that was not recognized
until data collection was complete was the lack of a temporal ‘jittewdsst the cue and
the target. In other words, although the ERPs were time-locked to the targetvdheare
variation in timing between the cue onset and target onset. Thus, the ERPs were also
essentially time-locked to the cue, and ongoing ERPs in response to the cue may have
contaminated the response to the target which was of interest. This is & gadsibility
given the short SOA of 150 ms. However, concern for this issue is eased somewhat by
previous studies that have used similar paradigms without a jitter betweeamdciaeget
(e.qg., He et al., 2008), and by the grand mean in the current study appearindygeneral

similar to those in the previous study. The current study also used a peedkto-
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measure to analyze the P1/N1 complex, which may have helped diminish this cgncern b
subtracting out any lasting effects from the cue.

Further limitations of the current study had less to do with the design and more to
do with data collection and the testing apparatus. The current study used a high-dens
EEG recording cap (EGI, Electrical Geodesics, Inc.), in which thérieecsensors are
embedded in electrolyte soaked sponges that rest on the participants shalpgithis
recording method has many advantages over more traditional EEG recostamgsy
including more data from the high-density recording and ease of electrod=tpp) it
is not without imperfections. Foremost among the issues with the cap is itsibasic f
across participants, particularly over posterior regions of the scalp. Althioaiglap is
designed to fit snugly, for many participants it was difficult to achi@aglgontact with
the scalp for occipital leads, because of a number of factors includmgrgth, hair
type, and even basic head shape. These factors are particularly problentheddGI
caps used in the current study because the electrodes are embedded in sgasiges tha
top of the scalp. Because of the shape and size of the sponges, it is not always possible to
obtain a good degree of contact with the scalp with certain hair types. Asofeig
limitation, data from leads over occipital regions were generally too noignédysis.

Another relative advantage of the EGI system is that the electrical imgeeda
each electrode does not need to be as low as in gel-based, low impedanceigystem
order to obtain a good signal. The recommended setting is to keep impedances below a
50 Kohm threshold. During pilot testing, however, we discovered that noise from leads
across the scalp could be significantly reduced by ensuring the impedanceeateake
electrode, which served as the reference for all other leads, was reducedh as
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possible. Frequently, this meant lowering its impedance measure to less than X) Kohm
even after it was well below the recommended threshold. This was not done to every
electrode, however, and it leads to speculation about the quality of data collected from
other leads that were considered ‘good’. This is of particular importantesf®1 and

N1 components, which are relatively small and potentially subject to being ariagke
noise.

In an issue related to the previous shortcoming, the data from certain pasicipant
appeared to be contaminated by a high frequency noise that was apparent even during
recording. This seemed to occur randomly to particular participants, and although
reducing the impedance of the reference electrode helped reduce the coisé, mot
always be eliminated completely. The source of the noise could not be ldchlize
correspondence with two other laboratories using the EGI system revealed simi
problems for them. One possible cause of the noise may stem from the usageselyrelat
old electrode caps, though this hypothesis is only speculative. An outside souraisonay
be contributing to the noise as the testing rooms are not electrically shieldethé
outside environment. Further testing and communication with EGI is needed to determine
the origin of this problem.

In summary, the prevalence of null findings in this study may stem from a numbe
of limitations in its design and implementation. The largest issue appearecetatbd r
with the length of the testing sessions, which could be reduced in future studies by
limiting the inclusion of conditions and taking advantage of paradigms and designs that
would reduce patrticipant fatigue and inattention. Finally, technical liomsimay have
reduced the quality of the ERP data.
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Future Directions

This study provided an initial step towards understanding how the body and its
effectors might influence attention at a neural level. It showed limited sujpp@n
influence of the hand on attention in the P3, 300 to 500 ms following target onset.
However, a number of questions remain regarding how to interpret this finding. The P3
observed in central electrodes in this study may be a downstream efbectpfal ERPs
that were too noisy to be observed independently. Alternatively, the P3 may b&vadica
of somatosensory inputs integrating with visual inputs. Finally, this resaltedy
suggest that top-down influences of hand position bias attention by creatikg a tas
context which indicates that targets appearing near it may be casduladetion.

A first step in exploring potential effects of the hand on visual attention would be
to explore how it occurs in paradigms other than spatial cuing. For example, vésahal se
paradigms with a laterally positioned hand near the screen would allow fanegonecise
mapping of the topography of the hands’ region of influence. By manipulating the
number of items in the search and task difficulty, it would be possible to determine
whether hand-proximity changes the saliency of nearby targets. imglsidigleton
distractors designed to automatically capture attention in the searcly displil
provide a method for determining how bias from the hand interacts with bottom-up
capture effects, or whether the hand captures attention in a bottom-up maitfner itse
Finally, it is not clear whether hand-position is simply directing spdtiahtion, or if it is
additionally enhancing visual perception in the space near the hand. The use of different

discrimination tasks (e.g., brightness discrimination) or types of ta@ets spatial
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frequency gratings) could help ascertain whether hand proximity hasheffext on
perception, or whether it is first biasing attention and consequently changoegoen.

Top-down influences of the hand on attention could be studied through the use of
oddball paradigms. One advantage of using an oddball design is that the relative
frequency of targets to distractors can be manipulated, which has the effisetiodg a
how much attention participants allocate to the appearance of a particaldust The
addition of the hand near the screen in this paradigm could inform how much the simple
placement of the hand changes top-attention. Changing the instruction set andsmphasi
of importance of the hand could provide further insight into how individuals’ awareness
of their hand factors into the overall biasing effect.

In addition to using new paradigms, new measures and methods of analysis could
be used to further investigate this effect. Analysis of continuous EEG would provide an
additional angle from which to understand the neural mechanisms underlying this
behavioral effect. For example, activity in the alpha band (8-14 Hz) is known taskecre
with the onset of a visual cue, even before the appearance of a target, ahatfieaght
reflect attentional readiness in preparation for the target (Thut, NiBtzeldt, &
Pascual-Leone, 2006). It is possible that this sort of readiness might conramus
present whenever a hand is held up near a screen, or that activity in the alpha band
following cue onset could decrease to even greater degrees when the harehts pres
These hypotheses could be examined by analyzing levels of alpha astivibdows
before and after the appearance of cues and targets, with and without hand presence
Furthermore, gamma band (30-130 Hz) activity has been related to inareaestion
preceding target onset (Tallon-Baudry, Bertrand, Hénaff, Isnard, &e1is2005), and
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has been linked to the binding and integration of perceptual features of attenddid stim
(Keil, Gruber, & Miiller, 2001). It is possible that changes in gamma aeiindty could
reflect the cross-modal integration hypothesized to underlie the efféw blhd on

visual attention.

Finally, a better understanding of this effect, both behaviorally and neuralig, c
have important implications for patients suffering from spatial attention drsodde to
stroke or traumatic brain injuries. Hemispatial neglect is a syndrome aoiyefined
as a failure to report, orient, or respond to stimuli presented in space coral#betiee
lesion, and that is not the result of primary sensory or motor deficits (Heilwatson,

& Valenstein, 2003). The contemporary understanding of neglect is that it is
heterogeneous syndrome that affects a number of interacting cognitoespes

including spatial attention, motor programming, and spatial representatidar(\18198).
Given this heterogeneity, patients may be able to recruit intact ngstahs to facilitate
their attentional performance, and behavioral training to strategicallygpogihand in
optimal locations might be one way to do so. Thus, future studies investigating if and
how this hand-based effect on attention manifests in such patients could be important i
the development of novel therapies to treat their deficits.

In conclusion, the effect of the body, and particularly hand-position, on visual
attention is a relatively understudied aspect of cognition, despite having pogentiall
widespread implications for theories of attention, multimodal sensory intagratid
translational relevance for patients with spatial attention defidis.ctrrent study was
the first to investigate the neural mechanisms underlying the behaviodabhaed effect
on visual attention reported by Reed et al. (2006). The findings revealed that holding a
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hand near the screen can alter the occurrence of a validity effect in they§Ssteng that
top-down influences from the positioning of the hand may play a role in this effect.
Unfortunately, a number of flaws limited the findings from earlier ERP compsaedt
from the behavioral data. However, these limitations provide important guidedmes f
how future studies investigating this effect should proceed. Future studies should
continue to investigate what aspects of this effect originate from bottomeuj@down

sources, while continuing to ground this effect in the greater attentioriuiera
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Table 1
Full Statistics for Behavioral (RTs) Omnibus ANOVA (Condition X Validity X Side)

F p MS

Condition 1.113 0.332 2404.54
Validity 8.785 0.009* 7655.27
Side 0.074 0.789 24.41
Cond X Val 1.141 0.325 259.78
Cond X Side 0.610 0.527 130.58
Val X Side 0.037 0.850 7.042
Cond X Val X Side 0.938 0.400 98.19
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Table 2
Full Statistics for Behavioral (RTs) Analysis by Block (Validity X Block)

F p MS
Block 8.929 >0.001* 18865.03
Validity 8.708 0.009* 7533.71
Block X Val 0.703 0.582 144.71
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Table 3
Paired Comparisons (RTs) of Valid vs. Invalid Means at Each Block

t p SE
Block 1 2.265 0.037* 6.58
Block 2 2.501 0.023* 5.39
Block 3 2.087 0.052 5.92
Block 4 3.391 0.003* 3.32
Block 5 2.543 0.021* 5.35
Block 6 0.907 0.377 5.78
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Table 4
Full Statistics for Behavioral (RTs) from Blocks 1-3, Omnibus ANOVA (\faid8ide X

Condition) with Condition as a between subjects factor

F p MS

Validity 0.830 0.379 541.17
Validity X Condition 1.139 0.350 742.46
Side 2.397 0.146 487.40
Side X Cond 0.710 0.510 144.42
Condition 0.204 0.818 8481.14
Val X Side 0.121 0.734 15.16
Val X Side X Cond 1.755 0.212 220.10
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Table 5
Full Statistics for P1/N1 Omnibus ANOVA (Condition X Validity X Side)

F p MS

Condition 1.824 0.180 1.714
Validity 1.791 0.202 2.254

Side 0.936 0.350 0.709
Cond X Val 0.218 0.753 0.273
Cond X Side 0.092 0.903 0.107
Val X Side 0.600 0.451 0.426
Cond X Val X Side 0.656 0.431 1.288
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Table 6
Full Statistics for P3 Omnibus ANOVA (Condition X Validity X Side)

F p MS
Condition 0.128 0.863 0.200
Validity 11.887 0.004* 5.590
Side 0.028 0.870 0.020
Cond X Val 3.715 0.039* 1.500
Cond X Side 0.933 0.394 0.580
Val X Side 0.000 0.999 0.000
Cond X Val X Side 0.257 0.729 0.219
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Table 7
Correlations of P1/N1 & P3 for each condition

Pearson p
UpValNr -0.021 0.93
UpValOp 0.003 0.99
UpInvNr 0.057 0.84
UplnvOp 0.231 0.41
RsValNr -0.007 0.98
RsValOp 0.324 0.24
RsInvNr 0.097 0.73
RsInvOp 0.328 0.23
AwValNr 0.0575 0.84
AwValOp 0.183 0.51
AwInvNr 0.342 0.21
AwlnvOp -0.086 0.76
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Figure 1.

Validly Cued
Trial
+
o +
| + O
Invalidly Cued
Trial
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O+ m
+
Catch Trial o+
B + O

Figure 1.Examples of a valid, invalid, and catch trial from Reed et al. (2006). One target
location was cued by darkening, and a target subsequently appeared in the s@&ne locat
(valid), opposite location (invalid), or not at all (catch).

69



Figure 2.

-2 uVolts

Cued-Location
------ Uncued-Location

Figure 2.From Hopfinger & Mangun, (2001): The P1 and N1 components of the early
ERP response to a visual target. Note that the N1 is enhanced at the cued location in this
example from a discrimination task.
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Figure 3a.
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Figure 3.a) Experimental setup with white foam-core shields to equate visual inputs
across conditions. b) Hand position for the Up condition. ¢) Hand position for the Away
condition.
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Figure 4a.

Figure 4.a) Electrode group defined for analysis of the P1/N1 complex (channels vref,
32, 55, & 81), corresponding roughly to Cz. Electrode group defined for analysis of the
P3 component (channels 7, 107, vref, 32, 55, 81, 38, 54, 62, 80, & 88), covering a
widespread, central region.
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Figure 5.

RTs: Validity by Block
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Figure 5.RTs to valid and invalid trials at each block. RTs decrease after Blocks One and
Two, and then asymptote at Block Three. Validity effects were significantaoginally
significant in all blocks except Block Six.
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Figure 6a.

RTs

RTs - Resting Cond

410 -

400 -

390 -

380 -

370

360 -

350 -

340

ispi

Side

contra

O valid
m invalid

6b.

RTs

RTs - Up Condition

410 ~

400 -

390 -

380 -

370 A

360

350 -

340

ispi

Side

contra

O valid
@ invalid

75




6cC.
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Figure 6.Bar chart of mean RTs,from the first 3 blocks. The a) Resting, b) Up, and c)
Away conditions were analyzed as between-subjects factors. Each chets degan

RTs for valid and invalid trials at each side (Ispilateral and Contralt&dghough none

of the differences were significant because of the relatively smadiiy $plitting

condition into a between-subjects factor, the overall pattern suggests somefdféed
position on validity at each side. In the Resting condition, the mean RT is fastbdto va
compared to invalid trials invalid trials, regardless of side. In the Up condition, the
validity effect appears greatly diminished on the Contralateral sidep@ssibly reversed
on the Ipsilateral side. In the Away condition, the validity appears slightiynished on
the contralateral side, but either not present or potentially reversed on thteipkgide.
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Figure 7.
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Figure 7.Grand average ERP waveform for valid and invalid trials in the Resting
condition. The P1 is visible as a positive deflection peaking at about 80 ms. The N1 is
visible as a negative deflection peaking at about 150 ms. The P3 is the larger, positive
slow wave starting at about 300 ms and returning to baseline at about 500 ms.

77



Figure 8a.
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8c.
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Figure 8.Bar chart of the mean peak amplitude difference between the P1 and N1
components, for the a) Resting, b) Up, and c) Away conditions. Each chart depicts mean
amplitudes for valid and invalid trials at each side (Ispilateral and Qtendéd In the

Resting condition, the mean amplitude is enhanced for valid relative to invakg trial
regardless of side. In the Up condition, this is also true on the Contraladerabsi not

on the Ipsilateral side. Although none of these differences are significapatiern of

results are the same as previously reported significant results using acsthss¢ data.
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Figure 9a.

P3 Mean Amp - Resting Condition

2.5

uv
N

1.5 A

Ipsilateral

Side

Contralateral

O valid
@ invalid

9b.

P3 Mean Amp - Up Condition

2.5

uv
N

1.5

Ipsilateral

Side

Contralateral

O valid
@ invalid

80




9c.
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Figure 9.Bar chart of the mean amplitude of the P3 component, for the a) Resting, b) Up,
and c) Away conditions. Each chart depicts mean amplitudes for valid and inzad$id tri

at each side (Ispilateral and Contralteral). Main effects of Validégeviound in the

Resting and Away conditions, in which the mean amplitude is significantly enhanced for
valid relative to invalid trials on both sides, but not in the Up condition. None of the
differences in the Up condition were significant.
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