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CONFERENCE ON THE FOUNDATIONS OF QUANTUM MECHANICS
October 1-5, 1962

Public Relations Policy

In order that each participant may feel free to express himself

spontaneously in the spirit of the limited attendance portion of this

conference, the chairman has adopted the following policy regarding
references. It is understood that each person present, before
referring in publication to remarks made by a participant during these
sessions is expected to check such material with the participant or
participants concerned. Reports of general conclusions are to be
checked with the chairman. This policy applies as well to the published

report of the proceedings, which is to be edited by the chairman.

Dr. Podolsky: In the heat of an argument I can make a statement, and
I probably will, which any freshman with a pencil and paper and five
minutes can prove to be nonsense. Perhaps a few minutes later I might
regret having made the statement. Now, we don't want such statements
to get out. The principle reason for this is to make sure the
participants won't stop to worry about whether or not what they're
saying is really so, or whether it is nonsense. We want the
participants to feel free to express themselves spontaneously, and
afterwards, in more sober discussions, withdraw these statements

without things getting out in the newspapers.
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Conference - October 1-5, 1962

Part of Monday Morning Session after introductions:

Podolsky: You probably have seen in the newspapers some reference to
quantum-mechanical action at a distance. The idea of that occurred to me
and probably has occurred to many other people. I would like sometime
to have a discussion on this subject. Aharonov and Bohm suggested an
experiment which was, as you know, performed by Mélllenstedt, and which
can be interpreted in two ways. One is that the vector potential has
physical significance. That was the way in which they presented it. But
if you consider the fact that the observed phase shift in the wave function
actually turns out to be proportional to the flux, which is gauge invariant,
one might interpret the result of the experiment in a different way, namely,
that the reason we have the shift is quantum-mechanical action at a
distance. The fact that flux through a loop formed by the two electron
beams actually affects the wave function of these two electron beams and
produces the observed phase shift at the place where the flux is not, will
be an example of an action at a distance. Now if this experiment was alone
it would not convince me that there is such an action at a distance, because
then it would be simplest to say that a vector potential has a direct effect.
But there is this old question, sometimes referred to as the
Einstein-Podolsky-Rosen paradox, where also we have a kind of action at
a distance. You are all probably familiar with that. I have discussed
this question of quantum-mechanical action at a distance with several
people and one of them said "Well, of course, in all the quantum-mechanical
effects there is action at a distance." For example: when you take the
so-called reduction of a wave packet and the wave function suddenly
changes from one thing to something quite different, there is again a kind

of action at a distance, I would like expressions of opinion about
this question of action at a distance.
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Aharonov: It is clear that this action at a distance is never observable
in the usual sense. The usual statement about observation involves
probabilistic statements, and it is clearly the case that in all the other
examples that you mention about action at a distance there will be a change
in a particular case, but not a probabilistic change in an ensemble of
cases.
Podolsky: But what about the Aharonov-Bohm experiment?
Aharonov: Well, in that case there is a change in probabilities too, of
course, because that is what we observe in the experiment. But one can
in that particular case discuss a local action which involves an
interaction with potentials. You wanted to strengthen the idea of action
at a distance by discussing other examples, but I am not aware of any other
example of action at a distance that will involve change in probabilities
and not only in information. In one particular case, namely, in the case
of ensembles, there is no change in probabilities after so-called action
at a distance.
Podolsky: What about the experiment of Wu and Shaknov?
Aharonov: Well, this case is exactly similar to any other example of the
Einstein-Podolsky-Rosen paradox. That is to say: in any individual case,
when you make an experiment on one of the particles that are involved in
the setup of the paradox, you learn something about the state of the other
particle. In that sense, you have made a change in the wave function of
the total system, and also of the particle that is far away. So you can
predict something about the probabilities of an experiment that will be
made on the other particle. But if you consider an ensemble of similar
experiments, you ask whether your measurements of the first particle in
each pair of particles that appear in his ensemble will cause changes in

probability of the second particle in the ensemble. This means
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that the observer that makes experiments on the second particle (all the
members that are called second particle in the ensemble of
Einstein-Podolsky-Rosen pairs) will never be able to discover that the
experiment was done on the first particle. On the other hand, this action
at a distance cannot send any information, or any change of probabilities
to the faraway members. In other words, there is a transformation of

knowledge but not of probabilities from one side to the other.

Podolsky: That makes the wave function purely a subjective entity. That
this isn't a subjective thing is shown by the fact that in a measurement
when there is a transformation of knowledge, the wave function changes

completely, while no other change occurs.

(A brief discussion here continues about the question whether the change

is complete or if only a partial change occurs in the wave function).

Wigner: Well, it is true that under certain conditions the change in the
wave function is complete. Anyway, it does not matter whether it is a
complete change or a partial change.

Rosen: Do you accept, then, that the change in the wave function is

theough the process of measurement, rather than by a change in our

knowledge?

Wigner: No.
Furry: By introduction of means of measurement, one could introduce a
statistical situation which, from the point of view of the coordinates

of the particle to be measured, is a mixed state. This mixed state is just

the same thing as the classical Gibbs ensemble. I did not say it

well, perhaps, but I will try to say it better this afternocon. When one

makes the measurement one chooses from among those, Now, this has the

difficulty, as in the case of Einstein-Podolsky-Rosen, that the ensemble
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can be interpreted from many points of view. When I said the Gibbs ensemble,
it implies a realistic interpretation. This realistic interpretation is
valid only in the usual laboratory set-up, when one is interested in
measuring something that has non-uniform distribution over the

various possible results of the measurement. It is typical of the

Einstein=-Podolsky=Rosen distribution that is uniform, therefore it is

possible to interpret it in many different ways. This is, in a sense,
an artificial situation, but the theory has to deal also with artificial
situations. Well, it just seems to me that the problem is perhaps the
wholeness of the quantum state, and the quantum state may have this
character as a whole extending over a very large distance. In a certain
sense it is like the Wu experiment, and this may conflict with
old-fashioned ideas. But probably we just have to accept these new
properties. London suggested that this property of wholeness may extend
over a very large distance in a many bodied system.

Wigner: I do not think though, if I may put my two-bits in, that I fully
agree with what Professor Furry says: that the consequences of quantum
theory are such that there is no way out of what he has mentioned. There
are suspicious elements, though, since under some conditions it is very,
very difficult to confirm the consequences of quantum theory. This point
has been emphasized, the first time in my knowledge, in the book of Bohm.
The fact that it is so difficult to verify it makes one suspicious that
perhaps all that is quantum theory cannot be applied to these very
difficult situations. I would like to hear about what the people that
probably have thought very deeply and greatly about it think.
Aharonov: I wonder if you are familiar with an article that was written

on this subject by Professor Bohm and myself, in which we analyze an
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experiment that was done by Yu. (He pronounced it like "you".)
Wigner, wholly astonished asks: By who?
Aharonov: By Wu. (referring to Wu and Shaknov) The experiment involves
a case that is similar to the paradox in which two photons emerge from
annihilation of electron and positron, and there is correlation between
the photons polarization of a type similar to the correlation discussed
in the products of Einstein, Podolsky, and Rosen. The correlation is
complete in the sense that whenever you measure the polarization of
one of the photons in an arbitrary direction, you find the polarization
of the other photon in the same direction well defined. This means
that by different measurements on the first photon, one could put the
second photon in eigen states corresponding to a non-commuting operator,
namely, polarization in different directions. The purpose of our
article was to show that no semi-classical description for this
situation would suffice. If one assumes that the photons in each
particular case are in a well-defined state of polarization, and one
just gets the correlations in different directions as an average over
different cases (that is, in different cases the polarization is well
defined in different directions) one finds that the correlation between
the results of measurement on one side and those on the other side are
not enough. The only possibility to account for the experimental
results would be to assume that really the complete correlations of
a quantum type, described by the products of E.P.R., are necessary.
But one should add that this experiment is not conclusive as far as
the question of signal velocities is considered, because the experiment
was not done quickly enough to insure that there was no possibility
of a light signal going from one photon to another photon. The only

clear way to insure that no hidden "interaction"
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between the two photons can account far this kind of correlation would
be to send the photons so far away from each other that two measurements
could be made on each one of them outside the light cone connecting the
measurements. Then there would be no possibility of sending information,
from one photon to the other, about the type of experiment that is done.
In that case, we could insure that as long as the hidden "interaction"
behaves according to relativistic laws there is no other possibility to
account for this type of correlation except by taking the quantum theory
fully into account.

Wigner: I agree to this kind of a discussion completely, though I did
not have this experiment in mind. But I do think there is a contradiction.
I agree that in all the actual cases one discusses about quantum theory,
namely, the case of two electrons that one might like to quote, or the
cases of two light quanta that you have discussed, quantum theory is
probably valid and one may also discuss experimental verification in a
way that you have pointed out. In this connection, when the information
cannot possibly be transmitted, it is certainly a fact of life. But if
we go to systems which are complicated, where, for example, even a
photographic plate helps in a case similar to the
Einstein-Podolsky-Rosen paradox; there the question whether quantum
mechanics applies is not certainly clear. It is not clear because it
is virtually impossible to verify it due to the experimental difficulties,
and because of the complexity of the system. It may still be proved where
there is a basis for doubt. Evidently it should be discussed, if at all,
after we all held very clear discussions of the program, because clear
discussion will add to it. It also creates a common ground for the
discussion during which we could approach things better instead of going
again and again over preliminaries. Maybe it will be a good thing to

discuss it. It



-7- MON-A.M.

certainly would be one thing about which I would like to hear the views
of some of those present. Would the program allow us to take this ques-

tion up even though it is somewhat speculative?

Podolsky: I think it will be possible to arrange it.

Furry: I think we should devote a considerable amount of time to this
question.

Podolsky: Are there any other opinions related to this?

Hosen: I would like to hear some other opinions before 1 e present

my ideas.

Aharonov: I would like to add a remark that will help to see the fact
that no observable information can be sent using this type of correlation
in a more picturesque way. In order to do this, let me first emphasize
that there is no way to distinguish, in quantum theory, between a box
full of particles all spread over a passible eigenstate of position and
another box with particles all in eigenstates of momentum spread over
all the possible eigenvalues. Put more exactly, we take one box where
all the particles are in eigenstates of position with equal probability
for each eigenvalue; then in the other box all the particles are in
eigenstates of momentum. The number of particles in each eigenvalue of
momentum is equal to the number of particles in any other eigenvalue of
momentum. There will certainly be a difference in the mathematical way
that one should describe the two boxes, since the description of

particles in one box will involve delta functions of position and pure
plane waves in momentum, while in the other case one will have plane waves
in position and delta functions in momentum space. It is an interesting
observation that if there was any observable way to distinguish between
these two boxes corresponding to the difference in the mathematical way

that one describes them, then quantum theory and
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special relativity would not be able to be brought together in a
consistent way. To see this better, come back to the example of the
Einstein-Podolsky-Rosen case in which we have a pair of particles
having their relative position and their total momentum both well
defined. This means that by measuring the position of one of these
particles we can put the other particle in an eigenstate of position,
or instead, by measuring the momentum of the first particle we could
put the other particle in an eigenstate of momentum. Now let's suppose
that instead of having just one pair we have an ensemble of such pairs,
all of them in the same state of relative position and total momentum
but the two members of each pair are very far away from each other.
Let's say all of the first members of each pair are on the earth and
all of the second members of each pair are on themoon. Now let's suppose
that we make a measurement of position on each one of the first members,
which are on the earth. In this way we put all of the second members,
uhich are on the moon, in eigenstates of position. In other words,
we have prepared all the particles on the moon in an ensemble of
eigenstates of position spread over all the possibilities, because the
position was not well defined to begin with. But all of them are in
eigenstates of position. We could, on the other hand, have chosen to
make a measurement of momentum on the first members on the earth, and
in this way put all the particles on the moon in eigenstates of momentum.
So in other words, we could prepare either a box of particles all in
eigenstates of position, or a box of particles all in eigenstates of
momentum, on the moon. And this preparation would have gone on with
arbitrary velocity, namely, instantaneously after the measurement was
over on the earth all the particles on the moon would either be in
eigenstates of momentum or in eigenstates of position, which, as I

mentioned before,
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are distinguished by the mathematics. If there was any way to
distinguish between these two cases by observation, it would mean that
we could instantaneously send information from the earth to the moon
by deciding either to make a measurement of position or to make a
measurement of momentum. So in this way we see more clearly why we
say that this type of correlation causes a kind of action at a distance,
quantum mechanical action at a distance. It affects only the
mathematics and not the physically observed state, because there is
no way to distinguish observationally between one kind of measurement
and another kind of measurement. Oh, Wigner just mentioned that
old-fashioned people remember that in his first article on the problem
of mixture he discussed a similar example. I was not aware of the fact
that I re-discovered this instead of invented it.

Wigner: Well anyhow it is an important point, but it's a little bit
distinct from the problem we would like to discuss now. Would anybody
from the audience like to defend the idea that quantum theory really
describes correctly the question of the wave-function collapse? One
finds again and again articles in which it is stated that the problem
of the reduction of the wave packet is unnecessary, and that this
reduction is an old-fashioned idea. 1If we could hear a little more
on that it would be very useful. But we should, of course, hear about
it from somebody who is convinced about it.

Furry: Well, if there is somebody here who believes in this, he should
know exactly what you mean. I take it that what you mean is that there
is no need to go outside the present organized formalism in order to
understand the reduction of the wave function.

Wigner: Do you believe that?

Furry: I don't believe in that. Quantum theory certainly describes
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changes that are different from the changes that are necessary in
measurement theory. Now if one could find a way to describe
measurement theory consistently also, so that there will not be this
difficulty in a description of the ordinary kinds of dependent states
and measurement cases, it would be very interesting. But I know that
quantum theory is not that theory.
Aharonov: I would like to describe one kind of such an attempt which
says that the universe is taken to be infinite and therefore includes
infinite degrees of freedom. All of them in some sense take part in
every measurement process and therefore it is never possible to
discuss all of them in a closed or complete theory which is finite.
Therefore one always has to discuss an open system in which one has
a mathematics that is different from the mathematics of the closed
system, namely, that time dependent evolution is not given just by
canonical formalism. One has to discuss a more general case of density
matrices that have non-canonical equations of motion. The reason for
these non-canonical kinds of time displacing operators comes from the
fact that you have to integrate over all of those degrees of freedom
that you have to neglect, namely, the infinite number of them that you
don't consider in your equations. In that case you find that the
equations of motion, for the rest of the degrees of freedom that you
care to discuss, are non-canonical, and density matrices can introduce
either a spread over its diagonal or the oppositecase that corresponds
to a collapse to one eigenstate of the measured quantity. So in that
sense people some-times say that one can get a consistent description
of measurement theory, if one agrees on what it means to say that it
is impossible to discuss any process by a closed system because there
is always an infinite number of degrees of freedom involved, and

therefore one has
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always to discuss an open system. I would like to add that this is
not my own point of view. I am just trying to give an argument that
is quite common among people who try to say there is no difficulty
in measurement, that it is only a question of mathematical
difficulties in handling infinite systems. Somehow I feel that one
really avoids the main problem because it seems to me disturbing that
one needs to fall back into the difficulties of infinities that one
gets into in order to solve a problem that might also be formulated
for finite number of degrees of freedom for non-relativistic systems
that haven't necessarily infinite number of degrees of freedom.
Wigner: Well, I would like it very much if you could show that
when one has an open system one could really avoid the problem of
the reduction of the wave packet.
Furry: I would very much like Professor Aharonov to discuss
this problem.
Aharonov: Well, I'm not prepared to do it now, since I have to try
to organize my thoughts about this problem. I would like just to
mention again that when one discusses an open system, one says that
one has to integrate over degrees of freedom that in principle cannot
be measured. Then one can get results that are different from the
usual cases which are discussed, namely, cases of a closed system.
These results might look arbitrary in a sense, but the mathematics
permits them, and therefore they should be discussed carefully. If
I think about it a little bit more, I hope I will be able to present
it in a more systematic way.
Wigner: I think if one looked more closely into the mathematics

one may find that this leads to a contradiction, but I may be wrong.
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Aharonov: Maybe we don't understand exactly the point of view of
each other.

Wigner: That's very likely. I feel that it might be useful to continue
these discussions after you have thought about it, because this will
provide us with some cammon notation and starting point, and so on.
Podolsky: Dr. Aharonov, how soon do you think you could discuss this
question more fully?

Aharonov: Well, maybe next year.

Wigner: When everyone put down the notion of reduction of wave
function

one gets letters pointing out that it looks unnecessary. For example,
Margenau says it is an unnecessary assumption.

(Aharonov mentions again that he would like to say that he is not,
he

believes, exactly of the opposite view, namely, that the reduction
is a

necessary assumption.

Wigner points out: therefore, he is not a good candidate to have

votes from the other point of view).

(A short discussion followed about the possibility of inviting Everett
to discuss his point of view about the reduction of the wave packet.

Podolsky asks Rosen if there is something he could say about Everett's

#

ideas. He explains that sccording to Everett, it iﬁﬁ4$ nﬁceesm?g to
nmuefthz nrﬁblﬁm of the reduction of the wave packet, because all tha
different possibilities after megsurement are mn_equal Footing.

IEﬂme kiac of tI:ﬁmﬁih; hapgﬁna;afﬁarfa meéﬂurament a0 Lwﬁt iff you get

one result it means that you are just on one of the branches.
But since all of the other branches exist on the same footing, one
describes all of the possible measurements as one huge tree. Each time

after a given result is found, one simply Psbomges=ta /one of the branches
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and from this branch one continues into further branching by
making another measurement, and so on. We all seem to feel that
the measurement does something decisive. For example.

when we cast a die and get a given result, we have in some way
Eﬁ?ﬂéﬂ_ﬁhi;.fésult out of all the possible results, st=tNEEE
expense.y

Podolsky: Oh yes, I remember now what it is about - it's a
picture about parallel times, parallel universes, and each

time one gets a given result he chooses which one of the
universes he belongs to, but the other universes continue to
exist.

Aharonov: Perhaps Professor Rosen will be willing to introduce
the idea a little bit more fully with perhaps a little bit more
on the mathematical side.

Rosen: I just have some recollection of the paper. It's not a
question of mathematics, it seems to me, but rather a question
of interpretation. The mathematics involved is very simples
you expand a wave function as a linear combination of
eigenfunctions of the observed quantity. In other words, if
you have two systems interacting, one of them being the measured

system and the other the measurer, Hwesem you can use what

Professor Furry will talk more about in the afternoon, namely,

correlation between the measurer and the measured system. Then

yvoullslgget an expansion involving eigenfunctions of the system,
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multiplied by eigenfunctions of the measuring instrument. The usual
belief is that when the measurement is over, one of these

terms is singled out and the others are thrown away. Thatww L«
what is referred to as the reduction of the wave packet. The

Fa

other point of view is to keep all the terms_in-apite—if—the

Fact that- all -ome-gets out of.the measurement. is experience.

Aharonov: There seems to be a problem here. It raises the questions
Is time reversible? If you look on the process of branching you see
that it has a definitely preferred direction of time. You never
experience any collection of past branching connected together with
one observer in the present. So the observer described by this method
is always going in one direction of time, namely, more and more
branching toward the future and not vice-versa. 1In other words, it
seems that the idea of the unique direction of time is basic for this
theory, and one should therefore explain why a reversible equation for
a closed system somehow irreversibly measures in this idea of
branching.

Professor Podolsky suggested we should at least very briefly in the

conference discuss the general question of what basic problems in

physics have not been solved yet.

Professor Wigner remarks that he is not aware of any basic problem that

has been solved yet, but then he corrects himself
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and says "Well, perhaps one basic problem was solved and that is the
question of the behavior of inanimate matter in the question of
practical applications of physics, which at least in principle has been
solved."

Professor Podolsky answers that "the question what is practical or not

seems to be entirely a matter of time. For example, there was this case
of a quite well known physicist in England who was not drafted during World
War II. Therefore they decided that they should let him work only on
problems that have no practical significance at all, and put him to work
on the question of atomic energy. Now this goes to show, of course, that
the question of what's practical or not is not necessarily settled at any
given period." Then he proceeds to discuss one of the questions that he
feels is of basic importance and has not yet been solved in physics? the
question of why all particles in the world have the same charge, plus or
minus e or zero times e, while they might have different masses?

Professor Wigner then explains that what he meant to say was "the problems

of atomic scale and so on, are solved as far as their practical application
is concerned, at least in principle. But certainly they are not solved
as far as understanding why these laws apply and not other laws. This

is something not clear, and as is probably always the case, we
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understand how to apply the laws but we never understand the reason
for this kind of law."

Professor Podolsky: It is well known that we work with manifestly

inconsistent theories in which we seem to get perfectly good
experimental results, but which involve procedures like
subtracting infinities from infinities. The question is: Are we
going to be satisfied with such a theory?

Wigner answers: "No!" (There is laughter from everybody)
Podolsky: Well, therefore there are important questions.
Wigner: Oh yes, excuse me. I did not want to say there are not
any important questions left.

Dirac: Well, I think that the value of e squared over hc is an

important question.

Podolsky: Yes, that is something I feel is of very great importance.

We have quantum mechanics and we have relativity theory. Relativity

theory is based on the concept of an event. Events cannot be

experimentally determined. We can't measure position with arbitrary

accuracy. It is not only that we are limited in quantum theory, but

also when we start using light of very short wave length, instead

of having a position measurement we get a shower of particles, and

the old concept of position is lost. So our concept of event in

quantum theory does not correspond to relativity theory.
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(Somebody from the audience asks whether Professor Podolsky is aware
of an article by Wigner in which he points out limitations in

measurements of position and time so that all concept of space and
time in quantum theory may have quantum limi tations and uncertainties.

He answers, "Yes, that's right.")

Podolsky continues: We have a fine structure constant which connects
e, h, and ¢; h represents quantum theory, c represents relativity,
and from those two concepts we expect to derive e. We then will have

a theoretical explanation for the fine structure constant.

(Somebody from the audience asks whether it will be possible to
discuss quantization of an event in space-time, in such a way that

he will get quantization of minimum lengths and minimum time.)

Podolsky: Yes, Heisenberg was trying to do something similar to
that. He got quite interesting results but he gave it up later.

Is there anything more somebody would like to say before I close
this session?

Aharonov: May I just mention one more point which is related to the
question of unifying special relativity and quantum theory? It is
quite clear that quantum theory has states in which the momentum is
well defined at a given instant of time. Not only that, the general

operators of coherence, wave
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functions that are in different regions of space, also are defined
at a given instant of time. Now it is interesting to point out that
all these operator-observables cannot be checked out, or measured,
in arbitrarily short periods of time. This is because if one wants
to get an interference of two of non-overlapping contributions to
the wave function, one must wait at least a time period that is equal
to the distance between these two wave packets divided by the
velocity of light. All velocities are restricted to being smaller
or equal to the velocity of light. One can see also the reflection
of this limitation in the fact that if one wants to measure the
momentum up to an uncertainty Ap, one must introduce an uncertainty
of position which is equal to h/Ap, and let's call it Ax. Therefore
the time that it will take to introduce such an uncertainty will
be at least Ax/c. Otherwise we would send information faster than
the velocity of light. Now it seems to me that such a limitation
has no direct counterpart in the mathematical formalism, since we
can write down any arbitrary states which include all the
interference properties in regions that have time extension smaller
than their spatial extension divided by c. Since there is no
indication of such a limitation, it seems to me that one could

perhaps formulate a more satisfactory
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theory in which these limitations will appear directly in the
formalism and not just indirectly in measurement discussions. I
wonder whether anybody has some remarks about this problem.
Wigner: Well, I might talk about something related to it, although
I am not sure it will have any substantial relevance. However, the
point you make is a very important one. The Doctor to the left
of Dr. Podolsky (referring to Dirac) once tried to make a theory
in which the initial conditions are given not in a space-like
surface, well, on the light cone surface, converging to a point,
and I never heard actually what happened to that.
Aharonov: Well, it probably ran away with light.
Dirac: Well, as far as I know, it is equivalent to the usual

theory.



MON:PM-1-

Conference on the Foundations of Quantum Mechanics
Monday Afternoon - October 1, 1962

THE QUANTUM MECHANICAL DESCRIPTION OF STATES AND MEASUREMENTS

W. H. Furry

Professor Aharonov apologized because most of his talk has
been published. I think practically all of mine has too, and any

of you who have recently read von Neumann's book on the Foundations

of Quantum Mechanics can just go to sleep.

My talk will be concerned essentially with what I suppose no one
will object to my calling orthodox quantum theory. Some people object
to that, but I simply mean standard quantum mechanics. I shall
describe the regular formalism of the theory of measurement in
quantum mechanics — thus, I hope, providing a background for various
further discussions.

This will bring out, of course, several points along the way
— among which is the quantum mechanical view of microscopic systems
as having a certain quality of wholeness of their basic states. In
fact, this quality comes out in a particularly pronounced way in the
sort of example that was given by Einstein, Podolsky, and Rosen.

Now in setting up this formal theory, I shall use four main
assumptions: First (a) there's the assumption of the discrete
spectrum, and we all know what this is for. This is Jjust to make

things easy, and has no real bearing on the main
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problems. One could get greater elegance of a certain sort, and some
prestige, by generalizing the theory so as not to have this assumption.
But by using this assumption we get more of the sort of elegance that
makes it possible to give a lecture in 30 or 40 minutes, or 50, or
60, or 70.

Having given that relatively innocuous assumption, I'll hit you
with the bad one. Assume that (b) every Hermitian operator is, in
principle, observable. These two little letters, h.m., just show
off that I recently reread von Neumann, and they stand for
"hypermaximal". Occasionally there is a trick sort of operator,
which, although Hermitian, cannot be regarded as observable, even
in the mathematical theory. But this is the sort of thing which
physicists would never, or rarely at least, think of using anyway.
It's not hard to avoid. So essentially every Hermitian operator one
is likely to think of using is here assumed to be observable. Now
this is a mean assumption and it is possible to take strong objection
to it, as Pauli did. Pauli objected very strongly to the idea of
quantum mechanics based on this. But on the other hand, if you're
going to make a formal mathematical theory and include the whole sweep
of the subject, you need a strong assumption. Of course, if you just
let me assume the theory, I won't need this assumption. But if one
is to derive the theory, then one needs a strong assumption. This

assumption has been used in
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many treatments, in Dirac's as well as von Neumann's, and in many
others.

The third assumption is a very famous early one of quantum theory:
the possible values that may occur in measurements of an operator are
its eigenvalues.

Now here's the a ssumption for which one has to ring a bit of a bell,
because it's really something to accept and it's fundamental to the
theory. If, say, A and B are such observables, then (d) any real multiple
of A (so as to keep it Hermitian) is
also an observable, EI:B—JL'S A plus B;E_l:-iscr an observable. This

will be aeviﬂuﬁly true, of course, if you could measure both

A and B at once, and clearly, the sum of the values is the value of
the sum. It is a natural thing to take as the value of the sum.
But this is true even if A and B cannot be both measured at once.
This is a basic assumption and is used all the time in quantum
mechanics. For example, the kinetic energy, a function of the
momentum, and the potential energy, in a simple Schrddinger case a
function of the coordinate, are not simultaneously measurable. But
we assume that the sum of the two, that is, the Hamiltonian function,
is measurable. There is an addendum to this: (dd) the expectation

value that we get for these observables, the expectation value of

the multiple of

A, is that same multiple as the expectation value of A;

&(eh)= e&(A) (1)
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and the expectation value — this is the strong point — the

-
expectation value of th& A plus B is the sum of the expectation

values of A and B.

&(A+B)=E(A) +£(B) (2)

That is, the expectation value is a linear function of the
observables you're using.

This, of course, is familiar from the recipe that is
usually used for the expectation wvalue: L#!*, times operator,

times L}f , and then integrated,.

E(A)= WAy dp i

There is a lot of talk about the most general statistical situation
we can have in quantum mechanics, and that situation is not a
situation described by a wave function. This is the thing that I
want to remind most of you of, and perhaps inform a few people of,
so it gets clearly in our minds early in this series of discussions.
So let's begin on the mathematics. I found, interestingly

enough, that von Neumann doesn't begin back at quite so

abstract a level, and never have ¥. But it's possible to do
N

it, so I will. We note that if we have any observable, such as

A, we can tell what observable it is, we can characterize

it by giving its matrix elements, A . That is, if we have any
4 mn
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5 | i :
complete orthonormal set of functions, qj m+ We can give the

matrix elements A,,, which are the products of A times w o
L

and then the inner product of that with {Pm, by which, of .

. : ; s T L,
course, I mean simply, the integral of [-l'jmﬁ W“ integrated
I

over whatever coordinates there are.

] i b A = 4
A characterized by = (EPMJA @m) (4)
orthonormal @n

So let's start using this way of characterizing what an

observable is.

This, of course, is a rather artificial looking way,

because we have to pick some particular set of LP = to use.

But that soon drops out of the argument. Now from this assumption
(dd) , that the expectation value has meaning for sums, and is, in
fact, a linear function of the observable, we see that the expectation
value must be a linear function of the matrix elements, since it can
be characterized by these matrix elements which themselves are linear

functions of the observable.

C@=2R A =TuRA e

m, m
This is the most general form an expectation value can have.
It's the most general sort of statistical situation that these
assumptions will allow. And, of course, it works out to be what

von Neumann developed as the theory of a
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statistical situation given by a density matrix or statistical matrix.
We know at once that this expectation value must be a linear function
of these A's. That is, it must just be a linear combination or sum over
m and n, and there must be some coefficients, R. These coefficients will
depend on what the state of the system is, on the way it was prepared,
on our information about it, and they will also depend on m and n so I

have put those on, let's say subscripts, on this coefficient.

I put them on in this order, n m, and then here (R,) is a two

index quantity that we can think of as a matrix. We multiply these
matrices together when we sum over m. Then when we sum over n we take
the trace of the product. So this is the trace of the product RA and,

as a trace, it has ceased to have any

dependence on what particular sort of [p 's we took. ©So that

we have now rid ourselves, for the moment at least, of any
dependence on a particular representation, on a particular

set of ([/ 's.

Now one can quickly prove the rest algebraically, but I shall
not go through the algebra. You can easily find by a
little algebra the fact that R is Hermitian itself, that is,

that R,* is equal to R,,. Then you use both assumptions

(b) and (c) and you use the fact that the possible values are
eigenvalues. Then you pick yourself some special operators that have
only a few non-vanishing eigenvalues, say only one apiece and that

one positive. Then you can easily convince



MON:PM -7-

yourself that all the diagonal elements of R have to be positive.
Because if they weren't, you could get a negative expectation value
for something that could have only positive measured values, which
is silly, because the expectation value is the average of the
measured values. The average of positive quantities couldn't be
negative. So one concludes from this that the diagonal elements of
R, in any representation in fact, must be either positive or zero,
and this just says that R is positive semi-definite.

Now take the particular representation where R is diagonal.

Take this particular representation, choose the (I)
m

which are eigenfunctions of R. R has to have the form then in that
representations

o Uy Sy (6)
N mm Wi éfmm. Wi =

Ryn will have a factor (%_ mn+ 2nd then it will have some
positive coefficients, w, or w, , that is, with w, greater than
or equal to zero. Then we consider the expectation value of one —
one is a very simple observable, whenever you measure you get the
value one. If you turn me loose in a laboratory this would be the
only observable I would know how to measure. This expectation value

is one, it must be one.

E—@(i) e 'I (7)
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That means that if you take the trace of this — just the sum of these

diagonal elements — that the sum of the w,'s must be equal to 1.

L: Wey == (8)

™

The right member of that equation is 1. This particularly brings us
right back to the discrete spectrumcase. Well, I've used (a) all the
time, really; the fact that this is a discrete spectrum case. I wrote
all these sums. And you could not make a trace equal to one if you
did not have that situation.

Now let's continue to use this special representation a moment
longer, and consider again the expectation value of a particular:
other observable A. That will be the trace of RA. And if we write
it out, then we will have the expectation value of A. That will
mean that we must take the sum over m and n, and we will have wd,, .
Now we multiply the R here by the A, and then, of course, we want
to take the trace, so we will sum over n and sum over m also, so
this is the trace. But, of course, this sum is very easy to do with
a delta function. Let's do the sum over m. That means we replace

m by n, and so we have w, times 4 .

¥l Yo

A = S ~ A
E}(HJ N \‘Iﬁl“':"r. O m .ﬂu G T M S Wi Fim m (9)
m,

= ?,?-_ .‘\«"FV:J.WW C{,j?;ri J /-] @;}'1 ,.}

-
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And now you see in this formula, the diagonal element A , is
just the formula for the expectation value of A when we know

that the wave function is f, . So we see that this

expectation value is the sum over n of w, times the expectation

value of A for the state with a wave function f

-
T

/YL

— T i :
Q(w’q } — "w’*vfn IKL & (A) J(‘r: (10)
> ia”

So here we have the most general statistical situation that
quantum mechanics offers, and we see that it has what I'll call
a realistic interpretation. In fact, this is the

formula with which one usually starts the introduction to

density matrix. Perhaps I should write one or two more lines of my

formalism before I explain the ideas of realistic interpretation.

I'll mention how this occurs in Dirac's book on quantum mechanics.

They're called not precisely this, but I think recognizably the same

thing. You probably didn't use the letter W for probability (speaking

to Dirac), which you know is a Teutonism picked up from von Neumann.

If I wrote p, it might be momentum. I forget what Dirac wrote. The

thing looks like this, if you look at the proper section in the book.

R= % | m >Ww, <m Gibbs ensemble (11)

-

M-
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It is called Gibbs ensemble in Dirac's book, which is a very good

name for it.

The realistic interpretation is simply that maybe the system
is in one of these states, and maybe it is in another, and so on.
It is not in a state given by a particular one of these wave functions.
It may be in a state given by another one of these wave functions,
and so on. We do know which wave function we should give to the system,
but we do know probabilities with which we might assign one or the
other of these wave functions. So we take the average of the
expectation values that the various wave functions would give it,
weighted with the probabilities for the system to have such a wave
function. And of course, this operator — well, I shall not go into
the technical details of how this wonderful formula does exactly that
same thing. But it's called Gibbs ensemble. You see, Gibbs ensemble
does not necessarily mean anything with e to the minus something over
kt. That is a Gibbs canonical ensemble.

The Gibbs ensemble basically is the idea that we could think
of many systems, some prepared one way, some prepared another way,
and the experiment consists of measuring on a system drawn from this

ensemble. Then, you see, the fraction

W of the systems was given the wave function (ﬁ' and so one
d n

gets this result.
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So one has this realistic interpretation. One can think of
a lot of boxes, each box containing a system. If w, is equal to
15%, well then 15% of the boxes were prepared with
a function F, . Another 7% if another w, is 7%. Well,
that means that 7% of them were prepared with a wave function F,
and so on.

Now you see that there are two possible situations here. We may
have what is called a mixed state. That's with several of the w,'s (more
than one, at least, of them) greater than zero, and the rest, of course,
zero. Or you may have what's called a pure state. In a pure state
only one w, is different from zero. And of course, that one is 1, since
the sum of them is 1.

This means that w, is 1 if n is a particular value, say no

and is zero otherwise. For the pure state w, is d,,
0

Now it must be emphasized that this mixed state does not mean — very
definitely does not mean — a state which has a wave function which is
a linear combination of some other wave functions. You find the

expression used this ways a mixture of s and d wave functions in some
nuclear level, or something. That is not what is meant here, because
there one takes a linear combination of the two wave functions and makes

a definite wave function for the system. This is not that. A mixed

state here does not have any wave function at all. It has instead,

a list of probabilities for different wave functions.
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It is not a list of coefficients where you can multiply them
and add them up to get a wave function, but just a list of
probabilities. So that to solve a problem, say find an
expectation value, you just first solve it with one of the wave
functions and then solve it with another, and so on, and finally
average your answers after you're through.

Now this is exactly what you do classically when you don't know
what sort of thing you have. If some of your boxes contain one thing
and some of them contain another and you don't know which box
contains which, you do know that a certain percentage of them
contain each thing. And you can calculate an average like that by
taking the averages for what the different possible contents would
give and multiplying by the probabilities for the box to contain
a particular thing. So in this realistic interpretation of the
situation, we simply say that this gives us a way also to ascribe
this density matrix with w's in it to any such situation. We simply
make it with the wave functions which the sort of preparation this
had might allow it to have, and then assign probabilities in
accordance with what you know about the situation. If you know,
for instance, that the beam of particles came out of the furnace
— just came out, there was no particular field on where the furnace
was, and no particular deflecting arrangement, it's just coming out

through some collimating slits — then you will
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assign a mixed state to it, in which you give equal probabilities to
all possible values of the spin component, because there is no reason
to give anything but equal probabilities to them. Here one appeals
to the principle of insufficient reason in precisely the same way that
one does in classical probability theory. And, in fact, all the
reasoning about these w,'s is precisely the reasoning of the classical
probability theory.

But here we have two different things coming ins something which
is just classical theory, just the classical theory of the Gibbs
ensemble; and something else which is not at all classical theory.
We have two sources of dispersion, two sources of what the
statisticians call variance, but what the physicists call dispersion.

The dispersion in the values— that is, the spread in the values
of a variable — can come from the mixing of the state, from this Gibbs
ensemble situation. It comes from the fact that the various w,'s give
various contributions, that we have not prepared all the systems alike,
or that we don't know exactly how to say in just what way the system
was prepared. This has a classical analog. In fact, it's precisely
like the classical case in every respect. All the calculations are
just the classical ones. The analogy is extremely close.

In fact, it's identical in the way you calculate.

Then it has another source of dispersion. It comes from

the dispersion in the individual state or in the pure state, the
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various pure states. Each of those certainly gives dispersion to
certain quantities. If for instance, I measure the momentum pretty
carefully in each of these pure states F, ' then I'll have a sizable
dispersion for the coordinate.

Thus there is another source of dispersion in quantum mechanics
and it has no classical analog. In the early days of quantum mechanics
some people, who were struggling to understand what in the world this
statistical theory could be about, comforted themselves by saying,
"Well, it's just a sort of Gibbs ensemble". Itisn't! It's something
entirely different. When you work in the usual way that elementary
quantum mechanics does work with a wave function, you are working with

something that has nothing whatever to do with the Gibbs ensemble.

But it is true, that if you work in the most general possible way,

you can build the Gibbs ensemble on top of the quantum mechanical

situation. And for some purposes, in discussing some situations,
it's quite important to do that.

Let's note one more thing. It's a famous result and somebody
might, in the next few days even, find it useful to use in an argument.
It takes only a moment to mention. If I have a pure state of this
situation — a pure state, where only one of the w's is different from
zero — then you see R (always working in the representation where
R is diagonal), then Ry, is d,, because R is diagonal, and then it

has to be



multiplied by w,, and w, is d,,

Rm“lm :gmm Wn = 5 5mm e

a1

This is a neat little product of delta functions, you see, and

you can put in another one, d,,

- N = I r"‘-
Rfmm =3 ﬁ(ﬁ‘-“i.—"r’! émur_“ ‘/jnﬂmgmmﬂ Ormmn i

It doesn't cost you anything, but all three letters have got

to be the same. If they are the same, it's 1, and now you can

readily believe that when one works out the algebra for R,
it will turn out in a line or two of writing that this is the

same as Ry, . In other words, they just have to be equal, and

if they are equal it's 1. Of course, when you square the

matrix you have to use a summation. The summation drops down

to one term because of all these delta functions. So Rﬁm is

the same as Ry.

(%), (R)
anm mm
2

This is now an algebraic relation between R? and R. And it
holds in this representation, so it holds in every representation.
Algebraic relations between matrices have that property. The
condition for a pure state is the so-called idempotent
condition, R? is equal to R.

I shall not go through any argument in which this comesup. I'll

just mention a famous argument in which this criterion
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for a pure state is used. That is, von Newmann's famous argument
against hidden parameters, which has something to do with our thinking
these days. Namely, this argument in which this criterion is used
proves that if the formalism of quantum mechanics holds exactly —
that is, within this formalism of quantum mechanics — it is not
possible to ascribe this second form of dispersion to unknown but
varying values of some sort of parameters which have not yet been
discovered (which are, so to speak, hidden in the system). This is
not a consistent way to describe the situation, provided one stays
within the context of quantum mechanics. This, of course, doesn't
mean that people who like — you know, it's been proved mathematically
that when you prove something mathematically you always start with
assumptions. For instance, I started with these assumptions (a), (b),
etc., some of which are rather strong. And, of course, this proof
of von Neumann's is based on the assumption that quantum mechanics
is the exact and complete description of the situation. So if you
don't choose to believe that, you can believe in hidden parameters.
I don't say that I'm recommending this. I have normally been pretty
orthodox in my own views, but I think it's only proper to say what

the limitations are on a mathematical proof. In mathematics you

prove something from assumptions. You don't prove it in the

absolute.
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Now I want to mention how this idea of mixed state comes in. This
is the situation in the sort of thing which is really one of the key
things with which we are confronted — the sort of problem that I
conceive of us as undertaking to discuss this week— that's the problem
of measuring some quantity. Now when you make a measurement in quantum
mechanics, you do something. When you measure in quantum mechanics,
the usual postulate is that when you measure a quantity you will get
one of the eigenvalues as a result of the measurement. The probability
that you will get a particular eigenvalue is the square of the absolute
value of the inner product of the eigenfunction of that eigenvalue
and the wave function. Of course, we now generalize it and say that
the probability that you will get that eigenvalue is the square of
the inner product multiplied by the w, and summed — that is a loaded
average of such calculated results. The important thing is the
statement simply that when you measure, this is what you get. There
is no statement made as to what happens in the actual measuring process.
Two statements are made that you have these various probabilities of
getting the various eigenvalues, and that after the measurement has
been made — if it's what is called a predictive or preparative
measurement — the system will be in a state which can be calculated
in a suitable way from its previous state and from, the result of the

measurement.
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In particular, suppose its previous state was a pure state:

{}j} — @m (15)

If the quantity measured has only one eigenfunction for the
eigenvalue in question, then the state after measurement is a pure
state with that function as the wave function. If it has many
eigenfunctions, if the situation is degenerate, then you will also
have to appeal to the previous state for evidence about the w's in
your new mixed state. At any rate, there is only a statement of these
results. There is no statement as to what happens in the measuring.

This is what various people, Bohr, Aharonov, and Bohm, and
other people called the "cut". It is where something happens
which the theory does not describe mathematically.

Classical theory didn't have to describe how you measure things.
That was self-evident to all. Why, you Jjust looked and there it is.
The moon goes around its orbit, the planets do their stuff, and we
observe them. And we don't have to say what happens exactly when
we observe them. If we do try to say what happens, let's say in a
theory of the telescope, or a theory of the physiology of the retina,
why we're just having some fun with more science. We are not really

saying anything about what happens in the measuring process as such.

In quantum mechanics, however, we agree that the measurement

can affect the state of the thing measured — we agree that
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there is some sort of uncontrolled interaction between whatever we use
to measure and the system measured. That's necessary because the

measurement performed with a system prepared in precisely the same way
may sometimes give a different result; and the system afterwards will
then be in an eigenstate for the one result, or an entirely different
eigenstate for the other result. So there was an interaction with the
means used to make the measurement. So that in quantum theory we have
something not really worse than we had in classical theory. In both
theories you don't say what you do when you make a measurement, what
the process is. But in quantum theory we have our attention focused
on this situation. And we do become uncomfortable about it, because
we have to talk about the effects of the measurement on the systems.

Now this discomfort can be allayed somewhat. In fact,

this discomfort is most often di‘sp:l‘a;yhd &m;].nlid._].'xph:';«'s icists because

many people live long and fruitful lives without ever worrying about
the problems that we are distressing ourselves with right now. But
it can be allayed by noting that we can describe what is happening
quantum mechanically, in principle, up to any particular point we

please. We can change the position of this cut, this place where we
suddenly say "Well, at this point we made the measurement and we

applied the rules for what happens when you make a measurement, and

we're not talking about how the measurement itself occurs."
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I can do this, if I want to, if I have an object system which
I'll call q, if we can distinguish that from zero. This object system
g has coordinates, g say, and it has a wave function originally F(g) .
And if T want to, I can simply say, well, I measure the observable
A on that, and I get the result, and let's take a case of a
non-degenerate spectrum, so that the eigenvalue A, has only one wave
function, belonging to it. Then, of course, the probability of getting
A, will be the square of the absolute value of the inner product of

F, with the original wave function

- 2.
(Probability of getting A, ) = f(qﬁ, ) (16)
l WDJ

After the measurement has been made, the wave function of the

n

observable will be that one of the fi? n‘s that "belongs to

the value we've got".| We can simply say it that way, or we

can say, "I will not perform this mysterious and undescribedoperation
on this object. I will instead, couple to the object ( another system,
another quantum mechanical system which has coordinates x and which
has a wave function before I start the game, of u(x), and to which
I've given the letter I, so that I mean it's the instrument. And I
will couple this instrument to the object, let them interact a while,
then I will de-couple them, and then anything mysterious and

undescribed I do will be done to the instrument". All that happens

to the
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object will be described by the laws of quantum mechanics. Except
that, of course, if I obtain incontrovertible information about
the object, in the course of my perhaps obscene dealings with the
instrument, I will, of course, make use of it, in future
predictions about the object. This is all I have to do.

Of course, in making the general theory, we assume that the
experimentalists are intelligent people. This is one of the
assumptions for which we have excellent evidence. And we simply
assume that they are able to devise — let's first note one more
step before I say what they're able to devise. We have now the wave
function of object and instrument before we begin our operations.
The wave function for them is a function of both q and x and it

is, of course, just the product of F(g) and u(x).

& Qb(fr);l-f}i(xj : W(%;%)Z{ﬁ(g‘)#(x) (17)

One readily verifies that this gives all the predictions about the
separate systems that could be gotten from these wave functions.
Now we assume that the experimentalist is intelligent enough, and
ingenious enough, to provide an interaction Hamiltonian, that is,
to provide a piece of apparatus whose use corresponds in the
mathematics to the presence of an interaction Hamiltonian Hi.:,
which is a function of q and x, which will be different from zero

during
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a certain period of time, namely from zero to T, and after that
will subside again, so that there no longer will be any coupling

between object and instrument.

B, . (e £0 Ot (18)

int

Almost anybody could get them coupled somehow, you know, and
manage to shut if off. I might, if you gave me a few weeks to bone
up in the laboratory. But now he must also pick this thing so that
it does just the right thing. You see, during the presence of that
interaction, of course, this wave function Y is at all times
obeying this precise, and if you please, causal formula of quantum

mechanics, wave mechanics.

: EﬁLp —_— 19
aﬁ_a%_mHHU (19)

During this time interval, from zero to T, the Hamiltonian

includes not only the Hamiltonians for the separate systems,

whatever they are, depending on their nature, but it also will
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include, during that time interval, this trick interaction
potential which our intelligent experimentalist has devised for us.
Of course, we could probably devise it in a given case. Mr. Aharonov
could devise it readily, and he and Bohm have done so. There are
some very cute cases in their recent papers. But we assume that
the experimentalist could actually build the thing in the

laboratory.

During this time (18) the wave function changes according to
this law (19) and, of course, because this involves both g and x,
the g and x get all churned-up together. At the end we have a wave
function Y which, of course, can be expanded in terms of any set
of functions we please for the q's. I can write the Y , which is
a function of q and x still, I can write it as a superposition of
the F ,(q), and the coefficients will be some functions of x. Now,
I'm finally going to tell you how clever the experimentalist has
been. He has chosen this interaction term so that the following is

true.

P(35T) = S Con fon V()
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The coefficients are just certain functions u,(x), which are
eigenfunctions of a variable P, the pointer reading on the
instrument, which has the eigenvalues P, and the eigenfunctions

Un (x). And then, of course, constants times those functions,

And furthermore, if this is to be precisely the kind of measurement
I want, the values of the c,'s must be suitable, because this is to
give information about the potentialities present in the previous
state.

Mr. Bohm introduced the fact that these are really
potentialities. The system in this state did not really have these
values of A. It had the potentialities of showing them
if the measurements were made. So for the c¢,'s still more
remarkable properties are demanded of the Hi,.. It must have the
properties that after it has served this way to determine the change
of the wave function with time, according to the quantum mechanical

formula, the c, is to be equal to the inner product of F, and F .

C-mﬂ o (QD””) ‘;D) VZ4)

Now let's notice was the situation is. We have a wave function,
a perfectly good wave function. It has arisen by the operation of
the immutable and ineluctable laws of quantum mechanics from the
initial state. And, corresponding to this wave function, what is
the statistical situation about the object system? Well, we can work

it out. Let's
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say that B is an observable for the system . Let's find the
expectation value of B. Well, we have to integrate then the product
Y * by the result of applying B onto Y . That will have to be
integrated over all the coordinates, that is, both x and q. Of course,
each of these stands for a whole list, if we want them to. And so we

write it out:

I'1ll put B in here, g (B) s ( l]l/ ) B w) working on the

= i Con B () By () | i (M)

F ,(¢9) because, of course, B belongs to the object system. It has
nothing to do with these coordinates x and the instrument system.
And then I simply have left the integral over x of u,*u,. That, of
course is d,,, , and that means that I can do the summation. And so
I arrive at sum over m alone of |cm|2 times the integral which is,
of course, now the diagonal matrix element of B, because n and m are
equal. It is then in fact the expectation value of B in the state
F, . And we get a

mixed statey, for the object has arisen through the action of

the laws of quantum mechanics on the total wave function. It is apure

state, of course, for the whole system of object and instrument we're

considering. It is amixed state of statistical information for the
object. Now, first let'ssee what happens if we make some measurements.

If we make a

measurement of both P and Ag of course you see I'm not going
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to do that eventually. I'm not going to interfere with q at all.
Let's just consider what would happen, what would inevitably happen,
according to the quantum mechanical

doctrine if '.-sta:x meast;lre both P and A. If we measured

|2

both P and A then there would be a probability say |c: for

me to get the value P;, and the value A; . There will be a
probability |co|? for me to get the values P, and A, , and

so on. There is no probability whatever, there is zero
probability in other words, of my getting P, and A, or P, and
A;. And knowing the whole history of the situation, I know there
is no chance of getting the wrong value of A, when I measure the
value of P. I don't need to measure the value of A. I measure
P. I look at the pointer and I know the value for A.

Now what happens when I look at the pointer? What happens to
the system q? The system  considered by itself was in
a mixed state. A mixed state would be realistically described
|2

by saying that there is a probability |c, for it to be in

the state with wave function F, and another probability
lcml2 for it to be in the state with wave function F,, , and
so on. Then I can take, as my realistic picture of what happened
in the measuring process, that somehow or other in the coupling of
the instrument, the object actually went into one of these states

with these various probabilities for the
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different ones. And then when I read the instrument I find out into
which one it went. And, of course, once I know which one it's in,
then I assign to ( the wave function for that state. A perfectly
reasonable procedure. If that were only all.

I see it's time for questions, but of course all the questions
come from the fact that this is not all. This is an eminently
satisfactory situation. But Einstein, Podolsky, and Rosen have
rubbed our noses in the fact that this is not the whole story. 1In
fact, it's impossible to maintain this nice realistic description
that I just gave. They didn't say it this way— I said it this way.
That's my merit in the case.

What they pointed out was that it is possible to have situations
in which all of these c,'s in this expression (20) are equal in
absolute value over some wide range of states. Of course, there's
an infinite number of states and we chop out a finite range of them
— say two, in a very important example by Bohm, or Aharonov, or by
Bohm in his book, or a thousand if you want, some finite number —
and get equal values for the squares of the absolute values of these

things here in (23), equal probabilities for the states.

E(B) = 3 16l By =2 ol [E(B)],
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As soon as you do that, then there is not just one way to write this
Y (¢,x,T) as the sum of the products of orthogonal functions, the

so-called biorthogonal expansion, because it contains orthogonal
functions in both places; there are an infinite number of ways to
write it in that form. In fact, you will readily see that you could
also write this wave function Y in this form, the sum over / of —
let's see. I want the sum of the squares of them to be equal to one,

because the squares of them are probabilities. So I'll say that there

are N of the states, for which these coefficients

Cn are equal, and they have the form

| “m
- i ] A
C"ﬁ]ﬂ e *\[_N—_ ‘F_c:‘r" N ST&TES (24)

This can also be written in the form of one over the square

root of N times C, of q v; of x,

LP(%J X, T):Zﬁ:’%(){)xﬁ(g’) (25)
X

where the C, can be any new wave function I please, any new

set of orthogonal wave functions connected with the F, by

some unitary matrix d,, .

%ﬁ?(%): ZE’W‘%(%&) 5 §5+= 1 e
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S is a finite unitary matrix. Then (24) is equal to (20)

provided I also choose for v, the new set of orthogonal
functions given by this formulas

A 1 # J_,.-" =
S < T _ dmn P ) \27)
! Il,-"r. — . i “ g B /K !
wf \ XIJ A ::}'é-'ﬁﬂﬂéd ,/(’{mw( 5
¥ !

If you just substitute these two things in (25), you're back to
(20) . So you can make all thebiorthogonal expansions you please,
provided that the weights are equal in one of them.

This then is the trouble, because as Einstein, Podolsky, and
Rosen said, I can set this (20) up for a position measurement. Then
by measuring something about the instrument, I can find the
position of the object exactly, or with extreme accuracy. But if
this is the situation, then by just taking linear combinations for
a transform for the position wave functions, I could just as well
write the biorthogonal expansion the other way around, as in (25).
I could make a momentum measurement, again without touching the
object, again looking only at the instrument, and find out what
the momentum of the object is. In neither case have I interfered
with the object at all.

Now I cannot, in quantum mechanics, assert realistically that
the particle made a transition to a state in which both its position

and its momentum were accurately defined. There
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is no such state in the theory. So my realistic interpretation has
blown up in my face.

The realistic interpretation is perfectly good for laboratory
situations, because, of course, the experimentalist is not
interested in a measurement in which he knows already that all the
probabilities for all the different answers are equal. He is
interested in measuring to find out a particular probability
distribution, of unequal probabilities for something, say to plot
the momentum distribution for electrons and atoms. He is interested
in inequalities. The experimentalist will always be free in the
laboratory to interpret quantum mechanics as realistically as he
wants to. We have here a situation which theorists cannot ignore,
which you could easily concoct in the theory, and where the realistic
interpretation fails completely. It's just not available.

Now the best example, I think, of this sort of thing is the
example which Bohm, so far as I know, first put forward. That is
the singlet state, say of a pair of spin one half particles. And
this singlet state comes apart and particles fly off in opposite
directions. Because it is a singlet state, I know if I measured
the z component of the spin of the particle, I am bound to have the
opposite value for the other one, and hence, I don't need to measure
the other one, of course. I know that it is down if this one is up,
and vice-versa. But of course, for this particle on this side of

the
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room, I can choose not to measure the z component but the y component,
and again if I get "out", that one will be "in", or if I get "in"
that one will be "out". I can do either one. But, of course, it's
not possible for this to have made a transition into a state with
both a definite value of the z component and a definite value of the
y component. There is no such state.

Now, this is the hard thing to say. I'll make an attempt for
one minute to say it and then be still, because I could only flounder
if I tried longer. What this means is that there is a form of relation,

a statistical relation, between these two particles, no matter how

far apart they get; so that measurements on one will reveal things

about the other; and so that one could make such a variety of
measurements on this here, that it is not possible to say that one
is merely finding out what state they're really in. One, in fact,
in some sense creates the state of that other particle over there,
when one makes the measurement on the instrument particle here, in
just about as real a sense as one creates the state of a particle
when one makes the measurements straight out without any of this
argument about object and instrument.
So that it seems that the property of wholeness — the

property of being something so that when you deal with it, you

deal with it as a whole — the property of wholeness of
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the quantum state can apply to systems in which the parts become
widely separated, and in which one deals only with one part. This
then indicates something which, if we are to regard the orthodox
quantum mechanics as a final theory, we have to accept as one of
the things that oblige us to take, as part of the doctrine, that
this wholeness is typical of quantum systems in the small, let us
say of the atom.

This property of wholeness is well known, that this wholeness
extends into such cases as this, where two parts of of the system
are very widely separated. Now I also think this is analogous to
the wholeness of the quantum state which London has emphasized in
the theory of superconductivity and superfluids. There, one again
has over macroscopic systems, macroscopic distances— and in that
case with a great many particles in them— one has this essential
wholeness of the quantum state giving the properties to the

macroscopic system.
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DR. EUGENE P. WIGNER

Thank you very much, it is a great pleasure to be here. I will talk
about a subject which is not published, and it couldn't be published,
because I would like to continue the ideas which Dr. Furry has told
about. I shall try to continue what he did, and of course, I did not
know very much ahead of time what he would say. He explained, with
almost unbelievable conciseness and clarity, the process of measure-
ment and what we know about it. But I would like to make one addition
to it, and then explain in what way and how we are somewhat unhappy
with it.

I do not mean to say that there is a logical flaw in the structure.
Mow there is no logical flaw and - I don't know whether I should say
this three times over again - but there is no logical flaw in the
structure, there is no logical flaw in the structure, the structure
is free of logical flaws (audience laughter) - because it's very
difficult to accept this if the man afterwards just the same says that
he is not entirely happy with it. It is clear enough, well I said it
three times and I think that should suffice.

Let me make now the single remark which I would like to add to Dr.
Furry's talk. He explained to us how the quantum mechanical measurement
can be described by considering it as an interaction - or nowadays
people would say, as a collision - as a temporary interaction or
collision between object and instrument, he called it. Now the result
of this collision, he said, is a state of the joint system: object plus
instrument, or object plus apparatus; in which neither of the two has
a wave function, but only together do they have a wave function.
Separately, they must be considered to be mixtures. That is the

technical expression. They don't have separate wave functions.
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But what the measurement accomplished was to give a statistical
correlation between the properties of the instrument and the properties
of the apparatus. As he explained to you, the correlation is such that
if you now observe the instrument, it isn't necessary after that to
observe the object, because you already know what the observation of
the object would give. So this is the statistical correlation that
has been established.

However, it is clear that the measurement is not completed because
he said "If you now observe the instrument." He did not tell you how
to observe the instrument. And the observation of the instrument, in
some cases, may be even a very difficult task. But at any rate, it
is again an observation. So that, as far as the description of the
measurement by quantum mechanics is possible, it isn't a description
of the full measurement but it is only the shifting of one of the
measurements on the object to a measurement on what was called an
instrument.

Now many people say, "Oh well, the instrument may be macroscopic.
That's easy to observe". Well it is not so. Because the instrument,
of course, may be macroscopic — but the instrument may be in a state
which has no classical analog. And therefore, the observation on an
instrument is fundamentally just as difficult and conceptually just as
undescribed a problem as observation was to begin with. And I still
quote exactly from the same source from which Professor Furry quoted,
namely, the sixth chapter of von Neumann's book, where this is
described.

What we can describe with quantum mechanics is the transmission
of information from one to the other. But how we eventually get the
information is not described and cannot be described clearly with
quantum mechanics. One reason that it cannot be described was also
mentioned by Dr. Furry. Namely, that the result of it is unpredictable,

whereas
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as long as quantum mechanical equations are valid everything is causal
and predictable. So there is a final step in this: the cognition —
or whatever more technical words are used— which cannot be described,
of course. And we could not really expect quantum mechanics to describe
it.

However, the fact is (and this is a point which has been brought
out very often) that quantum mechanics does not permit objective
reality. The wave function is only something that I use, and I use it
to calculate probability connections between subsequent observations
and that is all that I can calculate.

Now many people say that, "Oh well, that's not very spectacular.
Classical mechanics can also be formulated as probability connections
between subsequent observations." And that is true. But that means
only that every theory can be formulated that way. Classical theory
can also be formulated in terms of objective reality, but quantum
mechanics cannot be formulated in terms of objective reality. This
is a major difference between the two. And it is something with which
we either have to come to equilibrium and accept, or we have to say,
"Oh, we don't believe entirely what quantum mechanics tells us and we
want to modify it." I don't know which one is the right procedure,
but T think it is good to be clear about it, that one of the two things
has to be accepted. Either we believe that quantum mechanics will have
to be modified, and very fundamentally modified, by giving up the
superposition principle, or else we have to acquiesce to the situation
that the objective - well, what is usually called objective-reality,
cannot be described and we have only probability connections between

subsequent observations.
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This is one of the two remarks which I wanted to make, still
entirely within the spirit of Professor Furry's talk. Namely, to
discuss the conceptual framework of quantum mechanics without any
particular reference to its content. Professor Furry did not tell
us that it is relativistic or not relativistic, that it describes
a collision or doesn't describe a collision. He described only its
language and not its content. Now this is one of the two points I
would like to make which still refer only to the language.

Then I would like to make some remarks about how modern theory
is compatible with it. And I will consider it from two points of
view: from the point of view of relativistic invariance, which, as
you know, plays a very fundamental role. Modern quantum mechanics
is an attempt to reconcile relativity theory with quantum mechanics.
And the other point of view from which I would like to discuss it,
is the question, how realistic is it to consider this? Professor Furry
said the experimental man makes an apparatus or instrument, he called
it, which does this. Now, how does he do it?

But let me speak now about the other language problem which
bothers me a great deal, and has bothered me since I learned these
things many more years ago than I am happy to admit.

Professor Furry only mentioned an example of "What is the
quantity which we measure?" He measured momentum, angular momentum,
position, and so on. But if we look at the conceptual framework of
quantum mechanics, "Oh" he said, "every self-adjoint operator can be
measured" Well, why is it that we measure - as a rule - almost
exclusively -positions?

If you ask a well-educated freshman how he measures the velocity,

he wont tell you that he will measure it in the way Professor Furry
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would want to measure it, namely with a grating to measure its momentum,
and then divide by its mass. But if he measured it, "Oh", he will say,
"I will measure its position at two times, take the difference, and
divide by the time difference."

In other words, the position observable plays an entirely prominent
role in all our measurements. Now why is that? If we think of it in an
abstract way, me really can't explain this. And if there is such a very
fundamental point here — that almost all our measurements are position
measurements, whereas from the beginning all types of measurements are
almost on a par — I feel terribly uneasy about it.

We come here to the question of measuring now the position, now
the- state of the apparatus, "Dr. Furry told us, "Oh, the apparatus has
a pointer and we have to measure the position of the pointer." In that
case he didn't talk about other measurements, but the measurement of
the pointer. Wow why is that? To this I don't have any answer, and -
well, I don't mean to repeat again what I repeated three times. I can't
make a contradiction out of it, and it is not possible to make a
contradiction, because the theory is logically consistent. But, there
is something here which makes me at least, very uneasy.

Now, this brings me to the next question, which perhaps I still
should classify as not in the content but in language. When we were
--when one is young and one enters science, one has such a wonderful
ideal how wonderful science is and what it will accomplish for us. One
feels that it would be wonderful to be able to sit in a corner and have
all our knowledge based on science. And — whether somebody will come
in through the door — it would be wonderful to be able not just to say,

"Oh yes, my girl friend is due just about this time", but somehow to
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be able to calculate that scientifically. In other words, there is
an ideal of what I might call "homo scientificus'" — somebody who doesn't
base his notions on everyday knowledge; on the properties of, well,
the girl friend who keeps her appointments or not — but who would like
to base his knowledge on scientific fact. Well, we don't necessarily
want to have this; but this ideal, I think, exists in us when we enter
science.

Now the fact that quantum mechanics gives us probability
connections between subsequent observations reminds us very much of
that, because it tells us, "Oh well, we have observed already this and
that, from this we should be able to calculate this and that." Now,
this again is, I think, a fallacy. And I want to point this out because
I want to return to this question at the end. Because quantum mechanics
brought it home to us that we cannot exist or cannot make science without
being unscientific.

Professor Furry explained to us that the experimentalist uses
certain apparatus to measure the position, let us say, or the momentum,
or the angular momentum. Now, how does the experimentalist know that
this apparatus will measure for him the position? "Oh", you say, "he
observed that apparatus. He looked at it." Well that means that he
carried out a measurement on it. How did he know that the apparatus
with which he carried out that measurement will tell him the properties
of the apparatus? Fundamentally, this is again a chain which has no
beginning. And at the end we have to say, "We learned that as children
how to judge what is around us." And there is no way to do this
scientifically. The fact that in quantum mechanics we try to analyze

the measurement process only brought this home to us that much sharply.
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I mention this because at the end I would like to return to this very
same question, which only teaches us a 1little humility in our science.

I would like now to enter a little more closely into the content
of the theory, not only the language. In other words, to see where
we stand. And there are two questions, as I mentioned, which I want
to discuss in particular: namely, how relativistic the theory is,
and how realistic the theory is. And, as I said, practically all my
comments will be adverse comments on the theory of measurements. This
is not surprising, because the favorable comments come naturally, and
are made every day. The fact that we still have problems in physics
is certainly not new, and the fact that these problems manifest
themselves also in the theory of measurement is very natural and not
at all surprising.

Now as to relativistic nature, the situation is, I think, this:
What is it that we measure? We measure, according to Professor Furry
-although he didn't use this word - the transition probabilities into
a set of orthogonal states. Right? This is essentially what we measure.
He called those orthogonal states Y, and he said that we measure the
quantity A. So for the operator A the equation would be
AY, =A,Y, . You see, the eigenvalue A is only a label, What one really
measures are the transition probabilities into the members of a
complete orthogonal set.

Now, how is a complete orthogonal set defined? It is defined on
a space-like cut in the universe. Right? It's not the universe in
space-time. The Y, is defined on a space-like cut in space-time, so

that we measure the transition probabilities into something which is
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defined on a space-like cut in space-time. Well, this clearly is not
a relativistic concept. And, of course, what is a space-like cut in
one coordinate system is tilted in time in a moving coordinate system,
So that the question, as it's usually formulated, is not relativistic.

There are two ways to get out of this difficulty. The Y, is
a function which, let us say, is defined as a function of x at t
equals zero. Now there are two ways to generalize this.

One way to generalize it is to say, "Oh, well, every measurement
takes a certain length of time and therefore, what we really measure
is not something that is defined an such a sharp cut but is defined
somehow smeared out also in time." Well, possibly this is a useful and
interesting way to do it. But this has never really been worked out
or ever really even considered carefully. It is a difficult thing.

The other way to get out of the difficulty is to go to the other
extreme and say, "We always measure something that is at a point. Namely,
the field strength at this point or the density, or the current at this
point."

Now, if you have something smeared out, and you make a coordinate
transformation, it still will be smeared out. If it is a point, and
you make a coordinate transformation, it still will be a point. What
is not relativistically invariant is a "line parallel to this", because
that will not be a "line parallel to this" after a coordinate
transformation. But both the smeared-out thing and the point are.

The first way looks awfully difficult. So that one, in this way,
is naturally led to the — Well, since the first one looks awf — Well,
whether it's difficult or not, no one really did it seriously. It seems

that one, in this way, is naturally led to consider field
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quantities. This is done seriously and this is the quantum field
theory in which the observables are localized, not only in time, but
also in space. From that point of view, it is quite consistent and
therefore, if one wants to relieve the non-relativistic nature of
the observation concept, one must say that every real observable is
something like a field strength at that point.

Now this sounds wonderful in principle. But if we think about
whether it satisfies the other criterion, whether it is realistic,
we come to a rather negative judgment. Bohr and Rosenfeld, as I am
sure many of you know, analyzed this. And they came to the conclusion,
"Yes, it is possible to make such a measurement provided we have an
arbitrarily big charge in an extremely heavy point concentrated in
an arbitrarily small space." Well, nobody has yet succeeded to do that!
Well, it has other problems too.

So the situation is really this: If I try to satisfy the
relativistic requirement — if I ask myself, "Is it relativistic?" —
I can happily answer, "Yes". But if I ask myself, "Is it realistic?"
Well, I'm afraid I must answer "No, it is not very realistic." The
measurement of field strength at points, with the accuracy required
to see quantum effects, not only has not yet been accomplished in
practice, but evidently runs into very grave difficulties.

The last question which I would like to ask is, "Is it enough?"
In other words, could I build up a theory only on this basis? And this
is satisfied, and in fact it is done. So the quantum field theories
operate only with the concept of field measurement, and they work.
Well, many people say — and, I think, correctly — that they're not
really terribly consistent in themselves. But, on the whole, the lack

of consistency surely does not arise because one does not have enough
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variables.

So, if one tries to satisfy the relativistic requirement, one
is led to measure fields. It's really not quite right to say that
one measures only fields — one measures also charges and currents
— but what I mean by this is that one measures at space-time points,
rather than either in an extended region or on a cut. So this is
the situation.

I see that in my notes I put down far relativistic, not "yes",
but "perhaps". This refers to the fact that we really do not have
a consistent relativistic theory, so that whether that is a "yes"
or a "perhaps" is really very difficult to tell.

The other question which impresses itself on one is, as I mentioned,
whether the theory is realistic. Professor Furry's second postulate
was that every hypermaximal Hermitian operator is measurable. Well,
nobody really believes that. In fact, I am not sure that it is really
necessary to put up this postulate, von Neumann put it up, and I have
used it very often, because it's very convenient if one wants to prove
something. It's much easier to prove something if you have many tools
in your hand and if you can say, "Oh well, now I measure this and then
I see that it can't be that way." But nobody really believes that
everything is measurable. It's absurd to think of it.

As a matter of fact, if one analyzes carefully what has been
measured in a quantum sense, it is a depressingly small number. I don't
think the position can be measured. Isn't that right? How da you measure
it? You have to be everywhere at the same time. This surely is not

possible. 1In addition to that, clearly if I ask somebody

to measure something like e to the x, i, d, dx, e to the x, plus one

over one plus x° , he will say "Don't make yourself ridiculous."

Isn't
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that it? This is really a very great conceptual difficulty. The
conserved quantities can be measured. There's a great deal that
can be said about it, but let me not go too much into it.

It is easy enough to say that there is a measurement. A really
phenomenological theory, however, would not only say that there is
such a measurement, but it would tell how you carry it out. It would
say, "If you want to measure this quantity, order such and such screws
from so and so, and put things together this and that way."

For this reason, Heisenberg in '43, I believe, proposed to base
everything on the collision matrix. In other words, to admit that
Hermitian operators are not really measurable, in general. In fact,
they are not measurable. But what is measurable is only the momentum,
and the character of a particle — whether it's a proton or electron
or whatever it is. Well, not so many other particles do exist in this
sense in which Heisenberg postulated it. The momentum is a conserved
quantity, once the two systems separated, and therefore it is not
necessary to measure it at one cut. You can measure it, so to say,
at leisure. And the practical measurements, either with Professor
Furry's grading or with the old fashioned systems, are measurements
essentially of this nature — when it is smeared — well, when the
measurement occupies a space time wvolume.

Let me put down, therefore, the second criticism and its
elimination, namely "realistic". One wants to make the theory
realistic and not to demand things which you evidently can't do.

Now this leads one to the idea of the collision matrix. You note
that both these theories have been put forward by Heisenberg. This
one was not put forward because he wanted a relativistic requirement

to be satisfied for measurements, but this one was. You recognize here
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the two great modern directions of quantum mechanics: the theory of
the collision matrix and its direct calculation by means of dispersion
relations, and the theory of the fields. We have to struggle along
with them.

It happens also, that they relieve the two fundamental problems
of the theory of measurement which come at once to mind. The unfortu-
nate thing is, of course, that neither of them relieves all
requirements entirely. If I go back to my three criteria — whether
it is relativistically invariant and so on — well, the theory of
collision matrix and of dispersion relations is relativistically
invariant. The relativistic requirement is satisfied and there is no
problem with it.

Well, it is also sufficiently realistic.

However, if we ask whether it is enough, whether it is possible
to reduce every physical problem to a problem of collision - and
calculate every physical problem by means of the collision matrix-

I think we have to say that it is probably not the case. As a matter
of fact, there is a good deal of discussion on this. And not very
ago even I belonged to the school which hoped that it would be enough.
éﬁoﬁgﬁl?ink it was Kallen who convinced me that it is not really

Fundamentally it is not enough because the world is c onstantly
in a collision with us, and there is a constant interaction between
matter. Unless we make it the purpose of physics to describe only
certain carefully made experiments, but not more than that, we
can't get along entirely with just the collision matrix. It is not
true that everything is only a collision. The world continues. For
instance, a gas constantly exerts a pressure on the wall. There
are many similar examples which show that it is not really possible

to
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reduce everything to a collision. And it is not true that the
collisionmatrix really solves all problems. There are in this world
other things of interest in addition to collisions.

So you see, these two eliminate many of the difficulties and,
of course, that is why they are so attractive. But neither of them
seems to eliminate all the difficulties together.

Now you probably also realize that there is a considerable
discussion, let me call it, among the physicists, "Which is the more
promising field?" It is almost true, unfortunately, that there is
nobody who is entirely impartial between these two directions of work.
Some of us believe that the field theories will give the solution of
the problem— and I could point, even in this audience, to protagonists
of that point of view. I could also find people who believe that the
collision matrix approach will be the ultimately fruitful one. Perhaps
it is good, for this reason, to emphasize that they are really working
very closely together and the conflict between the two points of view
is not so very strong. As a matter of fact, when it turned out that
the collision matrix hypothesis was in gross conflict with the field
theory hypothesis — you remember, with the Mandelstam representation
— the collision matrix people, who swore up to that time by the
Mandelstam representation, dropped it most underemoniously and
returned to the field theory representation.

Now in one sense, I am practically through with what I wanted to
say. But I would like to return to that question which I mentioned
to you (and which, of course, is a little naive) about the "homo
scientificus."

To what degree can we hope that our knowledge will also be
ultimately supported in its details by science. I think we should
realize that when we thought that this can be done for physics alone,

we were a little too proud of our knowledge and of our discipline.
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Surely the may knowledge is acquired in general, - and the working
of the mind, - cannot be understood only by never having paid the
slightest attention to the question, how the mind works and how, in
particular, knowledge is acquired. I think a hope for a really
integrated knowledge - and for an absence of these very unpleasant
difficulties, or a reconciliation to this somewhat unpleasant fact of
the absence of an absolute reality — this cannot come as long as we worry
only how electrons, protons, and physical objects behave. It would be
unreasonable to expect that, just as it was unreasonable to expect that
we understand the behavior of protons and electrons only by studying
macroscopic bodies.

Science has taught us that in order to understand something we must
devote a great deal of careful thinking and detailed thinking to the
subject in question.

This brings me to the last point which I want to make. Namely, that
all this teaches us a great deal of humility as to the power of physics
itself. It also gives us a good deal of interest in the other sciences,
in particular to the general question, "How is it that knowledge and
understanding is acquired either by ourselves, or - well, when we were
children?" Or, "How is it acquired by other animals?"

It is perhaps not just a mere accident and coincidence that very
great strides are made not by us, but by other sciences in these
directions, and that surprising new results and new recognitions are
gained in those fields. I think an integration of more than physics
will be needed before we can arrive at a balanced and more encompassing
view of the world, rather than the one which we derive from the ephemeral
necessities of present day physics, which say that only probability

connections between subsequent observations are meaningful, without

really telling us at all anything about the character of observations.

Thank you very much.
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One of the Observers:

Gentlemen, at the session we called before this meeting, we had a
question session, and we wanted to ask a question very pertinent
to this point. Shall we ask the question now?

Podolsky says: "Yes, let's have the question."

Carmi: Is it not true that a measurement will take a finite time
and the measurement could influence previous possible results?
Dr. Aharonov has some ideas on this and maybe Dr. Rosen could
fit right in here. If you make two instantaneous measurements,
they may overlap because they take a finite time.

Rosen: PRexhaps-—Iilll-pub-tt—this-way. I=thimk there are some

measurements which could be carried out in a very short interval of time.

There are others which may require a long interval of
time. In the latter case you demdt know the answer unthl the
end of that interval. Presumably, the state of the cbject owlw

becomes clear, at the very end of this interval because in between

you have a period in which there is interaction taking place

4 =l
between the instrument and the object and you camit+ say anything

precise about the state of the object.
Aharonov says: Could I add something at this point? There was a
time when I thought to solve this paradox in the case of measurement

of position and momentum in the following way:
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One of the difficulties of the Einstein-Podolsky-Rosen paradox is the
fact that the collapse of the wave function of the far away particle
occurs instantaneously (immediately when the measurement is done on the
first particle). Now consider the case of the state where p; + p; =

a;x - x=a,. One finds that in relativistic theories it must take a

period ?t in order to measure the momentum to the accuracy Ap =h/cAt .
But during this period x; - x; becomes uncertain since vi - v» = (p1 -
p2)/m is not certain. The hope was then that perhaps by the time a
measurement of momentum is possible, a measurement of position will not
be possible anymore. But it is clearly seen that the two periods of
time are different and therefore the relativistic aspect of the paradox

remains unchanged.
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Dr. Rosen speaking. I want to make a few rather standard remarks
about my ideas of measurement. I'm very glad that yesterday we
heard the lectures of Professor Furry and Professor Wigner
because the first one provided the basis for what I want to say,
and the second one considered some difficulties which would
otherwise take too long to discuss. Here I want to emphasize the

following point, one which I

r‘{’ _,'.-"'
will malse=FratNer frequently. We saw yesterday that guantum

mechanics deals with probabilities, and when we talk about

¥ i
i !

probabilities we have to &8k about a large number of systems

or a large number of measurements. It seems to me that the only

satisfactory way to define the probability of something

tid
is to say that if we h@%%® many measurements of the same kind,

then in such and such percent of the cases we get such and
such a result. Whenever we are d&aQ&nq—Hfth the quantum
mechanical formalism wéléimﬁmnﬂt a siﬁéié’5y5£em huﬁ?a:iarqe
number of systems at the same time. In other words, we always
deal with ensembles. Professor Furry discussed the idea of a
Gibbs ensemble, but 1 want to go further and say that we have
an ensemble in every case, whether we have a pure state or a

mixture. Now this may be just a matter of words, but I'd like

to use this idea and introduce names.
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We taiked about a coherent ensemble and an incocherent ensemble.

An incoherent ensemble is what Professor Furry called yesterday a
mixed state, and a coherent ensemble is what he called a pure state.
If we carry out a measurement on a single system, then in general,

we don't know what the result of that measurement

-
¥

will be, even when & system is in a given state. So we carry

out # measurement on many systems and get a frequency distribution

of the various results. There are exceptions of course. There may be

a state which is an eigenstate of the observable, in which

Wy~ 3 . -
case we are sure to get a single result. Wesdomt have to

distinguish between the single system and the ensemble, but in
general we do have to. Perhaps again this is just a matter of words,

but I'd like to put it this way. When we are dealing with
ayy dcoherent ensemble, we introduce probability amplitudes when

we write down equations. The idea of introducing probability

amplitudes is, of course, strange from the classical point of

- A i -4 >

view, but #Mei come back tc this a little later when Twre said a
few words about the classical interpretation of quantum mechanics.
Now I want to make several remarks about measurement. The whole

question of measurement is a very complicated topic because
! |: ey ':- 2
we g distinguish between a measurement which dees not disturb
S
the thing measured and a measurement which does disturb it. The
A e

authors of textbooks usually use the first one because #&%E much

easier to discuss, but sometimes somebody really should go into
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the whole question. One also cas@@y should consider the

question of the accuracy with which the measurement is carried
S ,ﬂ-{—ﬁ---f.aff..'v R r T 4

out. > that when we

measure a certain gquantity we carry out an exact measurement,

because that makes such things so simple. Usless—we—ase—tmitineg

M 'm'iqt (A Frd-teiadd-rrdont fﬂ,{_ uh’u/f{“h;}"
kﬂﬂwﬂ that if imediatelynﬁm. we make another measur ment v
on the same system we are sure to get the same result. So Ve G “*:"m

= ! JLLJPH.J ol awetd T.fu# snenked ollasnad o, L ’F‘fq;.
that the system is in a pure state, m{w 8L

talk#y about the measurement of the maximum number of indepen-

dent observables whose operators commute with one another, and in

this case, if the measurement has been carried out exactly,

b M LS
we have a state. Now, what happens if you carry out an

approximate measurement, a measurement which has some error in
itE That is a more difficult question, which again seems to me
to require analysis. We should distinguish, of course, between
two=thtnges» the state of the system before the measurement, or

the ensemble to which the system belongs before the measurement,
and the new state of the system after the measurement, or the new
ensemble into which it has gone. This brings up the question of

reduction of the wave packet, which is the great mystery in this

whole discussion. Newp-one-can-put-thething.as i jusec described
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M Lo ppianbdy A1 Sey aes Ao bkl o Th TMiscuibrn

. Mﬁ* transferred

the one system that we are dealing with from the old ensemble to

the new. But I am not sure how to interpret thet-exmetdy. I

# .r‘."'

would like to think of it as something objective and not

subjective, MWMHW“WWmt.l
¥esterday.the-gquestionmwas raiseqd aboit tHIE THstantanesuschange
thatwbakes place--THis" & thercasevoftHe rEduetion of the-wave
Jaskat. Now if we think of this as a real physical change, as

by o Alndps y.= V3
someth:.ng ob]ect:l.ve, then peapie raise & question: When you have
# .,.-.,i l'l..o.;.t-t. s 2L
this m between two systems that we talked about so

much yesterday and today, and if you carry out a measurement on one

system here and get a certain result which implies a definite

result for the other system, 4l it appears as though the result

of the measurement here is transmitted instantaneously to the

St Tl Ccaca’
other system no matter how far away it is. GCS-Geumsay One can

also raise questions about consistency with relativity theory
and so on. Nowp IE we take a subjective peoint of view, there is

no difficulty because Eddington once remarked; "We can transmit
uHth
thought as fast as we please, greater than the speed of light."
wovdd Lides. -
But I th:l.nk that the world has an objective reality independent
Wk r £~
of whether there are people /w to observe it or not. ¥

dedil , PO PR D . ;

wieWé In that case, it seems to me that we have to put the matter
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in a different way. m two different ﬁ
you can take one or the other, or neither.

Aatns »a

First of all, one can say that one deesalt-carry out a

measurement of position, for example, in a small region of space,

el -{lJ
because if yo did yom would run into aldwicinas=ss difﬂcultiea.
iu—lﬂ{- _'." "'"L" s

Suppose you carry out a measurement and yr::-u happen to find that
.ﬁ‘?r.,,.{_,f' Ao fpyt

the particle is within the mm@ which you are measuring.
You have no assurance that this is the particle that you were

ey LA
interested in in the first place. In-—facbtp=maybe —tr_ere are other
particles of the same kind just outside your regicm} and perhaps
Y/ adS
14&'—:‘ confusing the particles because they are identical.

To

get unambiguous results we will
have to make a measurement, in principle, over all space. If we
Lo

find that there wes no particle anywhere else except at s=giW@n

M C:‘H.-fﬂ L y ]
place, then yem know that the particle there. E‘Fn & case I‘rm{i,,

o
A s “aharr
itde not a questian af lﬁﬁ a measurement in one region
and then &1 the result affectimg something at a distance,
Adpkt
because ymm have made a measurement that included all space,
3 IC‘HL A’

including the region in which the other system might be.
one way of looking at it.
Another way of looking at it is to talk about the state of the
system in the same way as one talks about the state of the system

when one is considering quantized fields, namely, as a state which is

not localized to any particular part
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of space, Thes-iougesoate-wiidel is associated with the whole

of space at a certain moment of tirne' (cr with some kind of

W r

space-like surface, if sgm wantsto generalize)“ In“that casea,
ény change brought about by a measurement changes the state gg

ey ittt
4 definedh" and that means that it is a change which is

associated with all of space and does not require any transmission
‘;;'-, e .-|_£.-gu,__
of a signal from one place to another. F#=like in this case to

refer to a contrary opinion, and_l-hepe-it_ls lsefwl-for-me-te-do

thise I-H-Emre is a paper, TormeREmpley by D. R. Inglis, in

the Review of Modern Physics, Volume 33, page 1, {1961}“ in which
FoLs

he discusses again what is referred to as § paradox. If we have

the object system and the instrument interacting for a time and

then separating, so that the combined wave function is given by
;L-’.’-q‘..-l‘—t{-w'!:l‘"J{'.
a sum of terms, auch as Professor Furry poanbtesdspst yesterday,

and if we then carry out a measurement on the instrument, giving

information about the cbject system, 'ﬂ\-thhoanay—;ee-'-u—uw,
il b _gad

whera.poushave“therwo pivYes-of-carday then heewowbkd-say the
following: Before the measurement on the instrument is carried
T{-,Lﬂ-ﬁ--' ant/ Va estie
out, yoo-havElyardest possibilities for getting results if you
A
were to measure the object system itself. hﬂ:After you carry
out the measurement on the instrument and get a certain result, then

because of the correlation, you are certain to get one particular

result if you were to carry out the appropriate

".l‘-‘;‘-i.i.- 3 ,&'r IF‘?-}'H q:.r{

measurement on the other system. Now hessayssrancsiimnct
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quetbnogeiviiaxsoplpshypeth$fE e the sense of what he said, tlse

..-"'il"il ol "

if the two are far apart and you carry out a measurement on the

instrument, then before the signal associated with this measure-

ment reaches the object, you have the possibility of obtaining

various pessdbde results on the other system; B as soon as
the signal arrives,6 the picture changes and you can o=}y get, one

result, namely, the one that is associated with the result that

5
yé4’ obtained from the instrument. Now it seems to me that shat

is not a satisfactory interpratat:.on because we can see :.t ﬁ}‘
e A
lead to inconsistencies. WE et a contradiction in this case if
rade / %HA_MWJnf-JW ?ﬁft.
somebody m a measurement on the object system, .. ul&&:m&w}*
hat Gtk HoLperoel &
ll:me:f:'at:l:‘&* the signal arrived, THERSIESSurnosoubethe result W
"ﬁ"LE'i -

different from what pom wouldﬂexpect on the basis of thnssjL measure-

ment,

Jnstoumewts I believe that this is not a

and that in order to have a consistent interpretation of guantum
+

b’
theory, we have to say that as soon as pem carried out the

measurement on the instrument the result for the object has

df{?,..- __‘_y-#f{:f;\ ,."':',_ :Z{w e

been fixed instantaneously.

aseMania/
gtood if one thinks, as before, edidher that semehow the measure-

ment which is carried out is not something localized, but whieh
is associated with allﬁspace, or else one takes the point of

view that the state is associated with alld, space and it changes
inﬂtnntaneouﬁly'_ a,,p*]j':i, juﬂm;,.if-'r{n . _{r_ s YolocemAbont i
‘J -
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Kaiser Kunz is speaking: So in a sense, it's not a signal sent

at all.
Aharonov says: Yeah, we all agree that there is no way to send

a signal by this kind of correlation.
.-;,-_',; o L

Kunz is speaking again: h*ﬂi“hat we have in classical probability
theory when we have more information.

Furry speaks: Yes, there are, of course, many, many ways to
calculate velocities faster than that of light. The simplest one
is that if I fire a bullet in this direction with three-fourths
the speed of light and fire another bullet in the opposite
direction with three-fourths the speed of light, and you ask me
the relative speed of those two things, obviously it is for me
three-halves the speed of light. There is no contradiction in
relativity. What relativity tells us is that if either one of
the people who are on the projectiles that are fired take the
measurement, they will, of course, get less than ¢, but for me
it's a matter of simple arithmetic.

Aharonov interjects: Yeah, but ---

Furry continues: there is no reason I can't use simple arithmetic
and get three-halves c. Similarly here, if I make a measurement
and from it I conclude right now, without sending signals, that

the state of spin further away has a certain property, I can
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makes a measurement and doesn't state whether one has already
made it, makes it right now, or makes it later. It doesn't
matter. I make the assertion. This is not sending a signal and
relativity theory limits only the sending of signals. This has
been pointed out in connection with propagation of electromagnetic
waves where the phase velocity may very well be faster than the
speed of light, but the signal velocity is always not greater than
the speed of light.

Podolsky says: The question of sending a signal arises this way.
Supposing we have two photons with opposite angular momentum. We
can measure the x component of one, and then we know what the
x component of the other is going to be. If we measure the y
component, we know what the y component of the other is going
to be. The question was, by maneuvering the first measurement,
can we tell something to the fellow at the other end who is
going to make a measurement on the second photon? We can say,
for instance, that the question is, "is it a boy or a girl?"

and so all we have to do is transmit one bit of information.

Can we do it by deliberately choosing the measurement one way
or the other so the other fellow will find out what we have
chosen by making a measurement on the other photon? It turns

out that it can't be done.
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Rosen speaks: Let us take the case of spins. Suppose we

know that the two spins have to be opposite. We can have a
measurement carried out on the first, on the instrument as we
call it. We will find the spin is up, and so we conclude that
the spin of the object is down. A person near the object which
is correlated with the instrument may carry on a measurement on

the object immediately after that and he will find that the spin

ewivner fli Datas 2ot bl Riiry, fithin, T ynisauhiomunf
is down. He khows—at—the same—time that—at—a-distance, the
g D{.L p@umru’.w? ﬁt.a:.z ﬁﬁp Lﬂ;ﬁ,w&a—{.bf:- ol 7 ,-,,é?a W

&ﬂEt#uﬁEﬂE—hﬂﬂ—ﬁhﬂ-ﬁppﬂSItE”Hpiﬂ*f#ﬁm—hhﬂF¥ﬂ£¥—begiﬂnin9 &0
whoat Tho Mewdt psedd G of b svthes Camish ocet

~right near

himitls—not a new thiag Itls—already—something—that's inherent
ia—the—ebjectwhich—TsTe&Fhim. There is really no new informa-

tion transmitted.

Aharonov says: Just let me add one more point. I think that
your question stimulates further clarification. You said that
if we project a light sending information classically, but here
there is a difference. You see, classically, suppose we get

here —

has
Kunz says: It's not :Lntl:::rmatlcm. flI said it's the same as

'J'l.
.r.--L'\
v i t

information em a _probability experiment. What is the prubahlllty
i g 0 _.-'in - t =R '“""-'—a'-.r‘{lr"'?-"‘-l";.'-:"~

of a certain experiment? You may calculate am& someone elée who the

o
Fd.g ./
leeree additional information will get a different probability.

Aharonov replies: The reason why one "feels" that the measurement

of the first particle "does" something to the second particle in
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the quantum case, contrary to the classical case, is the
following; In classical theory every coordinate of a particle
is fully determined. This means that when you get a signal from
a far away star and you beam something about its orbit, you have
learned about "something" that you believe was there all the time.
In quantum theory, position and momentum do not "exist" together.
Once you have chosen in this setup to measure position, you and
everyone else have lost the opportunity to know the momentum.
And even more, in a sense the far away particle was put in a
state in which there is not a definite momentum at all. If, on
the other hand, momentum was measured, the far away particle was
put in a wave-like state and one can later perform an
interference experiment on it. So the "feeling" is that by
measuring
the first particle something is "done" to the second particle.
It is either put in a particle-like state or in a wave-like
state. Let me just add that this "feeling" is not necessarily
correct, but it is there, and this is really the difference
between the classical and quantum case.
Then Dr. Furry illustrated the Einstein-Podolsky-Rosen "paradox"
with the following story:

First, you get two envelopes. Then some person, who
becomes incommunicado or commits suicide immediately afterwards,
takes one or the other of two playing cards, the red or the black,

(we don't know which) and tears it in two, and puts half in each
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envelope. One of the envelopes is sent to Chicago and at any
time we can tell what the color of the half card in that
envelope in Chicago is just by opening the envelope we have here.
We can tell it instantaneously. It doesn't matter if they are
opening the envelope in Chicago simultaneously with the one we
have here, or before, or after. They will always correlate.
This correlation was established in a way that didn't involve
any violation of relativity, because they were both together at
the time they were put into the envelopes.

Podolsky speaks: Yes, but there is a big difference here.
Furry replies: Oh, I know, because you used many decks.
Podolsky then says: No! (laughter) Not only that, but our open-
ing one envelope to determine what the card is in Chicago does
not in any way affect the possibilities in Chicago. While in
this quantum mechanical experiment, it does, depending on
whether we choose to open one envelope or the other.

Furry says: Well, I don't know whether Professor Rosen wants
to yield long enough for me to describe my set of envelopes
which corresponds more closely to your example.

Rosen says: Please go right ahead.

Furry continues: It's enough to use, say, two envelopes.

We enclose them in a slightly infernal box so that the removing
of one of these envelopes from the box will promptly result in

the complete obliteration of the other one. Now we have two of



TUES:A.M. -15-

these boxes, each with two envelopes. The person tears apart

a card out of a deck and puts half in each of these two
envelopes. For one of them he chooses a card which is either

a black suit or a red suit. For the other one he chooses

either a low card or a high card. He puts the black or red

in the left-hand envelope, the low or high in the right. Then
one box is sent to Chicago and the other is kept here. Now you
see, there can never be any contradiction if we pull out the
black or red and look at it. The other one is destroyed as

soon as we pull it out by the infernal arrangement of the box.

If we pull out black or red, we now know that if the correspond-
ing envelope is pulled out in Chicago, we know what the answer
will be. If the other envelope is pulled out in Chicago, we
don't know anything. In any case, however, the sending of the
box is perfectly well understood. There is no contradiction with
relativity, and the attaining of information from one place or
the other is just what it sounds like. The difference, of course,
between the classical and the quantum picture is that the quantum
mechanical state does not correspond to this because this nice
classical picture of the box with two envelopes is the hidden
parameter description and the hidden parameter description is
denied in quantum mechanics. But this is the only difference
between the two things and there is no difference at all about

the questions of information and of distance and time.
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Podolsky says: Thank you. I think that's a very good example.
Rosen continues: Well, in talking about measurements and the
reduction of the wave packet we come upon this relevant points
Just what does happen in the measurement? The fact is that at
some stage we have to think of the measurement as making a
decision among a number of different possibilities, singling out
one result from a number of potential results. That is the
essential feature in the final stage of the measurement. Simply
calling one thing an object and the other an instrument in itself
does not insure this, because one could treat both of them
quantum-mechanically. As Professor Wigner pointed out, you have

the same problem about carrying out the measurement on the

instrument that you had Eﬂf carrying out a measurement on the

hot

object by using =k 1n5trumﬂnt‘ so that, ﬂCCGIdlng to thlE line

£’ fh—'*t-ﬁfi_e_ua/ (i x:_:; .
of thought, you can hav&Athﬂrmﬁﬂﬂﬁfmeﬁ{ samphaw

or other, we are able to cut this chain and say that there are

A

certain instruments that you—wamt=%to call classical ones which

have the property that they make a decision and give us one

answer out of many possibilities. When we get that answer, we Kk

single&mut one term in the expansicnﬁfwhich Professor Furry

wrote down, so that we get one term instead of the whole series.
.-IL._.q (P l'"""'{ ;4#_,"_

This is the—ﬁrﬁcﬁﬂs;and— -rntexptet:it:a# the reduction of the

wave packet. Now at this point I think it is appropriate to

mention Dr. Everett's point of view, in which he does not accept
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the idea of the reduction of the wave packet. I hope he will
correct me if I say this incorrectly and I hope he will add
something to what I say. As I understand it, he considers this
whole series as continuing to exist even after the measurement
has been carried out. He does not want to distinguish between
the actual result as obtained in a given case and the other

possible results which might have been obtained, so that even

Ao

after the measurement he has ks series of Lerm%'inELead of one

term. He thinks of the wave function as changing only in

o U g B SRR

accordance with the Schroedinger eguation, diﬁ—ih—%ﬁ%&qfa} way,

without the possibility of this sudden change in the wave function,
which we call the reduction of the wave packet. My own feeling

is that such a point of view is &&= tenable and consistent, but

should be interpreted as refqrrinqrié‘u-t what one cbserver finds
Cannid iy oed Frdd-aisdiarpnd “L'
but what many observequ he same sort of ti=me on the same
Avrrudd
sort of system #E¥]l find. Dus If Dr. Everett does not agree with
:'U.-'«‘.LL evia
me, I hope he will o= his point of view himself. Would you
aA

care to say something ®=n this stage of our discussion?

Hugh Everett speaking: I think you said it essentially correctly.

My position is simply that I think you can make a tenable theory
out of allowing the superpositions to continue forever, even for
a single observer.

Shimony suggests: It seems to me that if this is the case, there

are two possibilities. The two possibilities involve awareness.
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£ o o S - ) P AP, -’?: LA s fr_.f"_ # .". CLd ot A Rl Al
/ S i A ' /
The—tWo’ possibiltities—invelve awarenessv—ordénary human

awareness is associated with one of these branches and not with

the others. Then the question_ éomes, how does one=SpEER—6T 4"

L 5% .-’ e At ol bl o T v r*’—*"h
J#wf Ah GG b s g g apae o loa g it Th 2aad 1.-1!..:4.1'-"_,.
Rosen interrupts: Wait just a moment. I think perhaps it would
help the group if you (Everett) could give us a little bit
of background on this, I ssw&=e* threw you into the middle DfJIiL-
ﬂ{#ﬂtdu@«c*;v} Wh»ﬁoﬂww
dsure that everybody in the audience is familisr
with your theory. Would you mind saying a few words? / ,f,é
{: L - __, -:q_

Everett replies: Well, the picture that I have is thariiliﬁéu

Imagine an observer making a sequence of observations on a

number of, let's say, originally identical object systems. At

the end of this sequence there is a large superposition of

states, each element of which contains the observer as having
Atacelfe af rpesrvaTese .

recorded a particular definite sequence I identi a single

element as what we think of as an experience, but still hold

that it is tenable to assert that all of the elements simul-

LR
taneocusly coexist. In any single element igéttz final

superposition after all these measurements, you have a state
AL A
which deseribes the observer as having kad a quite definite

snd epparently random sequence of events. Of course it's J&L

.?, aidntoas o bl Jz,_é st b
aifferent~for a different sequence, er—different—states. I ”ﬁfm?ﬁﬂ

fact, if one takes a very large series of experiments, in a

certain sense one can assert that for almost all of the

elements of the final superposition the frequencies of the;bdufzrff
tf{#gﬁ"

g ¥2
measurements will be in accord with what one é;ﬁa from the

ordinary picture of quantum mechanics. That is very briefly
it.
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Podolsky speaks: Perhaps it might be a little clearer to most
people if you put it in a different way. Somehow or other we
have here the parallel times or parallel worlds that science
fiction likes to talk about so much. Every time a decision is
made, the observer proceeds along one particular time while the
other possibilities still exist and have physical reality.
Everett says: Yes, it's a consequence of the superposition
principle that each separate element of the superposition will
obey the same laws independent of the presence or absence of
one another. Hence, why insist on having a certain selection
of one of the elements as being real and all of the others

somehow mysteriously vanishing.

Furry says: Actually, wouldn't you prefer to say that no
decisions were made, but to the observer looking back it looks
in retrospect as if the decisions were made. The observer also
exists in all the other states, and in each of them as he looks
back, it looks as if the appropriate decisions were made.

This means that each of us, you see, exists on a great many
sheets or versions and it's only on this one right here that
you have any particular remembrance of the past. In some

other ones we perhaps didn't come to Cincinnati.

Everett replies: Sﬁﬂ#ﬁﬁﬂ—{ﬁe picture that it leads to I do

think is tenable, and I think it's the simplest one that can
arise. We simply do away with the reduction of the wave

packet.

Podolsky speaks: It's certainly consistent as far as we have

heard of it. The question arises as to what happens if we have
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a large number of observers and how these worlds of individual

observers fit in together.

Everett replies: Well, again, all of the consistency of ordinary physics
is preserved by the correlation structure of this state. You'll always

find that an observer who repeats

Lt e “‘
the same measurement will always get the same answer andn554£w+3@ fj”“—

ol O
1nteract1ng with another observer measuring the same system../Ace

Clc natalerea | Ce o ‘5.4 {5{{‘-{(_(‘ B j(al‘::"h\-/ ;:_{L_L Al ueline. ’IL Airg e Frie "ﬂ._.l(‘g

Podolsky speaks: It looks like we would have a non-denumerable infinity

of worlds.

Everett: Yes.

Podolsky continues: Each proceeding with its own set of choices
that have been made.

Furry says: To me, the hard thing about it is that one must
picture the world, oneself, and everybody else as consisting
not in just a countable number of copies but somehow or
another in an undenumerable number of copies, and at this my
imagination balks. I can think of various alternative Furrys
doing different things, but I cannot think of a non-denumerable
number of alternative Furrys.

(Podolsky chuckles)

Everett says: 1I'd like to make one final remark here. Ths



(Correction made by Everett, bottom of page 20)
Imagine a very large series of experiments made by an observer.
With each observation, the state of the observer splits into a
number of states, one for each possible outcome, and correlated
to the outcome. Thus the state of the observer is a constantly
branching tree, each element of which describes a particular
history of observations. Now, I would like to assert that, for
a "typical" branch, the frequency of results will be precisely
what is predicted by ordinary quantum mechanics. Even more
strongly, I would like to assert that, as the number of observa-
tions goes to infinity, almost all branches will contain
frequencies of results in accord with ordinary quantum theory
predictions. To be able to make a statement like this requires

that there be
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— i

..'."fl-"' “L‘i"l-. 'ﬁp‘?‘*’c ﬂf“‘w fﬁ‘{:".’{ -:—:j" .J'?\_{'_l_--‘;:.\_\\

almegb—a+l, some sort of a measurqﬁaf states. Now—f—will—dn :
r_.‘_ -é—é-ﬂl-i_

tkﬁ&dﬁpfm@&ﬂﬁthH$=i—ﬂEEﬁ is a measure that I can put on a

sum of orthogonal states. There is one consistency criteria
which would be required for such a thing. Since my states are
constantly branching, I must insist that the measure %% on a

AL
state uriginallyﬂequal to the sum of the measures on the separate

branches after a branching process. Now this consistency
criterion can be shown to lead directly to the. squared amplitude
of the coefficient, as the unique measure which satisfies this.

.-{.L-n;,.-;r-._:u_}_.f Mdn’.f}_ ..'Q |‘."—n.£+ ’ ar (T -!I-Auﬂ_,-LL-p:-uFJf byl i T
With this measure I then can ‘assert: indeed, for almost all (-~Fhe’

Frl-agosdt m-#”‘;.,‘—?-‘."—" et ) Yl ; ; .
elements of a very large superposition, the predictions of ordi-

nary quantum mechanics hold. Now I could draw a parallel here
to statistical mechanics where the same sort of thing takes
place. Here we like to make statements for almost all
trajectories. They are ergodic and things like that. Here

also you can only make such a statement if you have some under-

Z L aq.‘{_.g.q_, ,é'amu-w.?"{ g,_f.,._{_g,#.zrm? Aareds QT Thvwd i~
lying measure that youAéénughﬁigglhﬂfEEF:miw ™ would be false

Thi sasd if-—" gy # 7{:‘.-—' _L-}o'--"—-"ﬂfﬂ'—n - {
if I take a measure that had only nﬂnﬂzeraﬁtragactcrles. In

statistical mechanics it turns out there is uniquely one measure
of the phase space which you can use, the Lebesgue measure.

This is because it is preserved under the transformation of

(f"-y fiin-—t_-f&n I&b'{.-ﬂ-m} Th o Wf?c mecuuf?-f;rr'm- T
phase spacey being essentially 1IE conaervatlnn of probablllty. _ :
1_,{‘1 gI.LL f{-ﬁﬁf:zi-f-'11
(o P R A I R

i ]
Pt n_Tu.—,.-,1 ??Li-f--ﬁ-t-hiltv

It is precisely this analogue that I use on the hranchln
Lbuﬁm daart ;v_:,{_i.{, Mo gonolal i lic By irndingphelaZeas .
Cerml speaks: (Some didcussion of q&estlo 5 raised by PR
"""L_F:l-l" "V:LA’f{{J..-#;
Dr. Gideon Carmi were incompletely recorded at this point in yw“tlﬁdf”
JMI?-Q—*L#E 9.{,.;_,
the session.) : f
?IM;r« /el Hrgepets f?L’ fiff Peitlr" Qs SR




TUES: A.M. -22-

Podolsky says to Shimony: Do you wish to comment on this?
Shimony: You eliminate one of the two alternatives I had
in mind. You do associate awareness with each one of these.

Everett replies: Each individual branch looks like a perfectly
respectable
world where definite things have happened.

Shimony speaks: Then the question that I have about the
alternatives that you have chosen is: what, from the standpoint
of any one of these branches, is the difference within a branch,
between your picture of the world and one in which there are
stochastic elements?

Everett says: None whatever. The whole point of this view-
point as that a deduction from it is that the standard 1nterpre—

'?.'ll:f‘tJ[\r ':JL_J',.‘_'I"::
tation will hold for all observers, =sessf cone can, w1+bin

this viewpoint, get some hold on approximate measures and this
type of thing.
Podolsky: Thank you, Dr. Everett.

"c?.- !: /,e{;_,.!;_

Hosen: I am reminded of a Lﬂry I once hﬂ&éiAﬂhmuf a man who
W = 4

pa BT

walked along tﬁ% road and came to a fork and—there—were
several roads leading from it. He decided to follow one of
them and certain things happened. Then the story went back to
the same point and he decided to go along another road from
the fork and something else happened to him, and so on for
three or four versions, according to which ;;:dhu chose.
Aharonov: I think we should be happy because other parts of us
are perhaps doing much nicer life because they have chosen
different branches.

B ppu b
Rosen: Now B2 like to say a few words about this paradox



TUES:A.M. -23-

that has been referred to a number of times, which the litera-
ture has often referred to as the EPR paradox. The first point

e Ao rot : thak b ia/ :
I want to make is that T d===t believe, =% a paradox, i

A
spite—eof—the—meme,. I want to stress here the fact that it
implies no criticism of the correctness of quantum mechanics.
As we all know, from what Professor Wigner impressed upon us

last night, in a certain domain quantum mechanics is correct

and is self-consistent. The question that was raised in the

_x_fﬁr.q_fiac.kx_ﬁ
can be 1—1=EEE}P€PEJE€€: a8 a
&L

philosophical metaphysical gne, if—ome—Fimesn., because it used
e Rrears i v oot auie s ‘tL.i

such ’ébm:re;s as reality and _M‘Eﬁt everybody will

agrr.}i on what this means. As—we—have-Soen—from—the peapers

J ker fmﬁ;&—t %,;_ Lol u,'EfT: A yaos That
i

f iir®h¢#{h, £

if by mea&.urlng é;:@s e one system we get infermation about
apabloe in iilthoet dZundary 4

{ilfferent m another systemn m&ﬂm

=—obtained by carrying

discuseion

Sriew,

e are =t~ elements of

reality. That perhaps could be called the classical point

Rillyna A0 far

positiﬂnnh‘r that if a eystem is in a state which dces nct
correspond to a precise value of a certain physical quantity,

dpta/ hol~
then perhaps this physical quantity deesn't exist somehow

dolar>
or doesmdt have physical reality. These are things that
of view. On the other hand, the orthodox quantum mechanical

cannot be verified by any measurement. We know that in recent
years the attitude has been that only things which can be
verified by measurement have any meaning, and that any

discussions about things which cannot be verified are meaningless
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in a certain sense, Then we can ask, of course, 'Why bother
raising this question in the first place?' I think the answer
may be that if 6;££¥£iﬂiﬁﬁﬁﬂ} these things, even though they
do not have any bearing on the results of measurement within
the framework of quantum mechanics as it exists at present, we
point to the possibility of other theories, more complete ones,
which would remove wiEb—speesrT=tfi~Pe the inewsEsEFrtoble

difficulty.bn$kﬁff2?i§§j Now there are two alternatives here,
_ l")‘;‘-fll'i' # 2 : I' "L-/I-'- 'I"Vf—
One is aﬁsgiézﬁéfatfeﬁzgi

quantum mechanics, iFttr==—present
rt— Ot Iy Ao f*Lﬁ T 1l ?

_I.I-
stage. This is to say,‘huagn#—hha—gaﬁ% theory into a

different form, one which is more complete, which has
elements

in it having a one to one correspondence with what one says
in

classical theory is reality. The other one is, of course, to

Koo .f Py

'a dil'ferent theory. At the moment it is difficult to

-

Eﬁﬁ-hﬁizﬁf::éﬁiﬁﬂﬂ a different theory which on the one Baggd, ==

L
Wi give‘;-least the same degree of agreement with experiment

as present quantum theory glvEu, and which, on the cther hand, s
Amvelee Tha- L. “MNeoepits aﬂhgﬂfumwﬁ«Pﬁbﬂ¢#fﬂfI L
would Ww=we essential changes Eazhapsdsuch a theory will be
[ B P

found some day. I must say, iﬁg'sometimes a little annoyed
at the attitude of some quantum mechanicians because of a
certain dogmatism that they display in these discussions.
There is an old saying that the revolutionary of yesterday is

the conservative of today. Some people even refuse to

£ pa b, Vel d Reint of

ccnsiderhth t there can be any Gther gu=ntum view than that
I'#‘M"-—'

which corresponds to bite orthodox interpretation. Of course,

nobody here in this discussion is considered to be guilty.

Furry says: There also are people angry that the word orthodox
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is used. (Chuckles among the panel)
Wigner says: No, I don't think so. I think I started to use
that word and if anyone's orthodox, I am orthodox.
Furry: Oh, there are orthodox people who are not angry at
the word orthodox. There are also the orthodox people who do
}:-’T;.-' T t i

not want that w»ibwpedmt used.
Rosen: Now I would like to say a few more words about this
so-called paradox. I think all the panelists are familiar

A i) it T .
with these ideas so I dsmEt need tn go over them. But the

Fg VS L ;",5-41-'{1‘_\'_ Aa ..rﬁf.r-ct‘.{.
esgential point is that, a measurement, at least from the
classical point of view, does not disturb the system about
which you ultimately get information. Here I would like to
t

distinguish bhetween two things in quantum theory: $he formalism

as it exists and the way in which it describes physical systems

on the one hand and on the other hand, the analysis of a
= _1} Fr g "":—""\\-
particular process of measurement. X4 like to call your

attention, for example, to the work of Heisenberg. In his
little book on the physical foundations of quantum theory, he

analyzes various conceivable measurements in detail, and shows

—:L L '-E_u'fd
Now—in—tht ﬂa'mgagurﬁmaﬂts, for example, the case of determining

@ the cocrdinate and momentum of the electron, the reader gets

_,J.I:_ri L '.H.-i'll"'-l— L= |
the impression that ke starLs'ﬂut with the idea that the

2 Thak st iz
electron has a position and momentum and Heire trying to

_tL_l. A x“'[' YA,

determine £¥. BntlbccaUﬂe of the 1nteract10n between the
F

measuring instrument and the electron, that is to say, because
the electron is disturbed in an uncontrollable way, he=tries

that in every case one arrives at the uncertainty relation.
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Fnt/
exl finde that he is not able to determine both these

quantities with complete accuracy. There is always a certain
A racaild Eoy bt tor riw called ‘
limitation, an&—hﬁ—gﬁts—thé—aﬁnupmiaﬂipia*expresae&ﬂin the

Heisenberg principle. When we go over to the quantum formalism
La/ oy, tmm—n_, /
we find that_%ia formalism is consistent with EELSH:kinéiai

MMegx, It gives us a description of the electron by using a
ra

wave function, and the wave function H=sif=hsvimg the
property that it cannot give us information beyond the limits

Tt
set by the uncertainty principle. ©Bo here we say, everything

is fine because the information that the wave function gives
us is not any more precise than what we could have obtained
by a measurement on the system, taking into account the
disturbance produced on the system by the measurement. On

Conne filmwﬂﬁILLquLhiﬁJf?meﬁﬁ{
the other hand, in the examples ¥hat—we'ro—speaking—of, we

P T L AN
dew!t have this situation because welee making measurements
alprt

on gsomething else, not on the syatem £rom which we want,gifﬁjifﬂﬁ

information. The system is not being disturbed, and we do not have
an explanation for the uncertainty principle in terms of the

disturbance on the system. Nevertheless, the uncertainty

principle holds, and we get the situation that I have
N

described. It is this fact that has led pecple to believe
A

that the description given by quantum mechanics is incomplete,
P e )
beesuse it gives a limited description of the system, which

is not asscociated with the limitaticon on measurement‘ Eorr
Fa T v A

inatﬁﬁﬁﬁffnﬂﬁﬁﬁﬁﬁfﬁf;the disturbance gthhe gystem. IE—mob

gure whether that comes—threugh cleariy, but—I hope you get
= oA e net

the idesa. As-a matter-of-fact;if-ene—does ol consider two
A A
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s 2L fiih
gystems, hu?qiﬂ&#ﬁ&&—é&ﬂiigzﬁiheﬂe system, a simple electron,

Hé start out by preparing the electron in such a way that we

know that it has an exact coordinate. That is to say, it is

described by a wave function called a delta function, telling

~ iTa
us where it is. I Ef we thtn measure}mom&ntum preclslly‘,lfa,p

ofecourses as a result of the measu.rement the position will be
344{{A:4rﬁ;:L
changed by an uncontrollable amount and we wormt know where

it is, but we will know its momentum. Now there are two ways
of looking at it. We can either say that the momentum we have

obtained is the momentum which the electron had just before the

measurement, since we can make a momentum measurement which

does not disturb the momentum. This would be the more—cr—Jess
Sy 1-# R .5-*:-£':-r M }fl-'.'-rl.-:-_:-.{;‘_
classical way of 1aok1ng at it. Iiiﬁg we can say that because
JT TRTE g ) +f
the electron was Ain a state corresponﬂing to a wide range of

possible values of momentum, that is to say, it was in a state

that—is not Eﬂﬂ.currespcndlng to a precise value of momentum,
-H\,__ 1.’ H . ji_,(_ PrdgateAdan i ,uj_
the electron &ﬁzﬂ not have any momentum beeawse it
only acqulraé'mcmentum as a result of our measurement. That
is more or less, I think, the orthodox quantum view. In this
A
way of looking at it, then, we giveqthe system a physical
guantity when we measure ;fphysical guantity. I—hope—blete—3s—

Merzbacher asks: Is this what Professor Furry refers to as

realistic?
Furry comes in: Well, the point of view that it already had

the momentum before we measured it would be a realistic point

- ;(J D i e
of view. the momentum $mem before we measured it would
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be a realistic point of view. Of course, quantum mechanics does
not allow that in this case. This is a point in which Bohm intro-
duces the word potential or potentiality. When a system has a
wave function which is not an eigenfunction of a given observable,
then it does not have a value for that observable. It has only
potentialities for having various values and when we make the
measurement of one of these quantities, the quantity in question,
one of these potentialities gets realized. This is, I think, the
best way to put it. I don't think that anyone ﬁag ever put it in
just that way before Bohm wrote his book on quantum mechanics. I
think that this is probably the best statement of the quantum
mechanical view that we are venturing to call the orthodox view of
the subject, the view which I think probably most of us hold. But
like many orthodoxies, it is possible to hold to this orthodoxy
without ever having examined terribly closely just all that it
implies. Bohm, in his book, examined it far more closely than most
of us have.

Aharonov says: I think that's a good way of putting it.

Rosen: I think we should stop now for some coffee.

TUESDAY MORNING AFTER BREAK.

Rosen says: Bt 1§t us continue. During the intermission Dr. Guth
made a remark to me and I feel that everybody should hear it so
would you please say the same thing that you said to me? (he says
to Guth)

Guth: Professor Rosen referred to a book by Heisenberg in which he
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mentioned two things. One, discussion of experiments. (Guth makes
some remarks which were not recorded clearly)

Furry interrupting Guth: You think you should obtain exactly the
factor h over four pi-?

Guth: Exactly.

Furry: Instead of just approximately?

Guth: (continues) I would like to quote Pauli who did a somewhat
similar derivation. He discusses the question whether, in a rela-
tivistic theory, one can measure /Ax better than h/mc and then

he discusses it in theory of relativity but then he adds... Ax

up to h over mc. Where this result can be assigned fundamental
physical significance, can be decided only when you have a consistent
formalism, but I think there is a gap here in derivation of measure-
ment theory...very interesting and very enlightening discussions

and exact theory and these discussions come out with the right
results. ..

Furry replies: There is one paper of this general sort in which

a little more care was taken with the factors and which, as I
remember it, it comes out precisely right. This is not the discussion
of the cases which Heisenberg talked about. It is the paper that
Ramsey and I wrote in connection with the Aharonov-Bohm effect,

and I think that if you will look at that you will find that the

remember it, the paper was written with a slight variety. There

factor” 2 pi and everythingiére precisely in order. In fact, as I
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were two cases discussed, the electrostatic and the magnetic. In
one of them we made it all come out exactly and in the other one we
left it a little sloppy, so that you have a sample of both sorts of
discussions. That is, I think it probably can be done in all these
elementary cases. Now the other thing, the one about the h over mc.

T4 ar
There presumably the better treatment is alll the positron theory.

What really happens when you try to push this h over mc is going to
be that you just don't have one particle any more, but you produce

pairs.

= - A

Rosen: If there are no further comments, then IZI1 continue with

the discussion that I started before the intermission. The point

I had made there was that there are two ways of looking at this
electron. One was that it had a coordinate and momentum just before
the last measurement and that the wave function is not able to des-
cribe a state in which both of these have exact values. That is what
is referred to as the realistic point of view. The other one is

that before the measurement, since the electron is in a state which

is an eigenstate of the position but not of the momentum, the electron

has a position but does not have a momentum. If you accept thiﬁ'ﬁi\,|

first point of view, then you say that quantum mechanics is incom-

plete. It is correct, but it is incomplete, %écauae the description
is not as detailed as you believe the reality itself to be. That

is the essential point of the so=-called paradox. At—least=the

point—of the-adistussioninvelving+t—is to-bringout—the tdea—that

guantum—meeklanice—is—incomplete, If youU accept-the second point

#
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of view, of course, then quantum mechanics is complete because
reality is what is given by quantum mechanics, so that by definition
there is a one to one correspondence...I purposely stressed in the
beginning the idea of having to interpret the wave function or the
state of a system in terms of an ensemble, because that could be
used in the present discussion. You see, when we have a state of a

system in which the electron is described as having an exact position

| S o I — _-ﬁ:_- ot ""
but an indefinite momentum, thaimia~—ﬂ~ﬁeitﬂ—funct;nan-Ynu coudd
_'E-i{_:__/

interpret this as saying that this wave function describes an

ensemble of many electrons, each of which has thls particular
r;i -r't;“" l_"_j-l' g t *'-L--t-_. )':.'...-u

position, but h®s different values of momentum. This is what I

bl L-Iiul.ni A
termed erigimally as a coherent ensemble, or which Professor Furry
i e

and others call a pure state. Perhaps it*s a weakness of us as
fuk thut

human beings, A I think most of us, neyertholesiy picture the electron

LG
as having a position and momentum, even if we talk about itﬂnot

having a momentum according to quantum mechanics.
cloects
Now this brings me to the question of hidden parameters, ef which

I would like to say a few words. Professor Wigner discussed it last

night. He gave a very good proof of the nonexistence of hidden
ﬁ*%huq;%ﬁr

parameters himself, and also referred to von Neumann's proof. Bot 2

I think that one would have to specify exactly what one means by

hidden parameters before one decides whether they are permissible

or not in the framework of the present guantum formalism, ‘beceunse

J;he fact isy that in spite of the proof that exists to the contrary,

one can set up a picture which is consistent with quantum theory and
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nevertheless contains hidden parameters. Thie—ise—the—same—thing
which—heas—Peen—Qi=srnussed quite a bit. I would like to caasider

this—preblemby refersimyg to something I did on this a long time

ago.

add—anything—$te-my credit. It is published in a rather obscure
journal so that it was never abstracted and very few people ever
heard of it. 1It's in the Journal of the Elisha Mitchell Scientific
Society, volume 61, page 67, (1945).

Mexzbacher interrupts:-— May I make a comment? I once had occasion
to ask the editors of Science-Abstracts T include this journal in
their lists of jourpals from which they regularly make abstracts.
They—asked—for—semeexamination copies, and them declined this.
Rosen: I should explain that this is a journal published at the

=V
University of Morth Carolina. M consists mostly of articles on

blblﬂgmmﬁ:;ﬁa{% dfﬂu&;ﬁmathematics, and once in a
great while, on physics. It so happens that the University of
North Carolina was founded in 1795 and on the occasion of the
sesguicgntennial celebration I was asked to submit an article.
?égéi:\ﬁ;; it appeared there. Subsequently David Bohm wrote some
very fine papers in which he did a much better job than I did and
magse I should refer to themj Physical Review, volume B85, pages
166 to 193, 1952. Of course, he knew nothing about what I had done
at the time he wrote this. The idea involved is that when you take

a time dependent Schrodinger equation for a particle, let us say,
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in a given potentla.l field, so that you can say it is

c;?cg_%g _&t? Y+Vy ; [y RelA)S, P p= R
L geT fwo Equqh'ans;ai + (V'S){-V —’E—V R=0

°o2C 2nm
: = e e SR w o e B o iy
&“""x, Dt * £ (F )

mlmrst equation, except for the last term, looks like the
Hamilton-Jacobi equation of classical physics for the motion of a
particle in a potential field. Quantum mechanics has introduced

the last term; and what one can say is, tha.t if we are w:Lll:Lng to

introduce a new potential energy, instead of Vu—tah—ﬂ-t—-‘b
UV = V+ Vo
potential energy

— IO
.where Vg is defined as V? ’ﬂ: v Fim the first egquation

LR g 4 e
looks like a classical equation of motion with=¥ the potential

ﬁ;ﬁ U. She/
And—aew—yeu can think of the two eguations together as

describing a classical ensemble of particles, each of which is

G A Art
acted 'a::p«::un‘:,?‘:lir force M@y the potential, U. -The—pacticle is

frée—€e—move~. The particles do not interact with one another except
oy D ik lio.. of 2l T

Ay
through the fact that this term V., is present‘,ﬁ e particles arev‘g 'Fk'

v
distributed with a density r and each one has a velocity at a
: That Tec

given point of 1/m times the gradient of 5_,

w as in classical physics, the momentum of each particle, and=that

divided by the wmass, is—the velecity. BAnd so you have a classical

,-_‘E,ﬁ Apf
picture. According to this point of view, yvou dorrt know without

some measurement where a particular particle is located. You have
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only your distribution function /0 to describe theﬂ particles, Bgf 'Hi;__
if you carry out a measurement and find that the particle is at a

certain place, then, provided you have already solved these equations
K £
so that you know L'U , or that you know ® and g, then you know that
! }ﬁ,p.l’-\ ‘f ?M_EIL Pbadfetdrrdan]

( -

at that place, & particle bha® a definite mumeﬁtu:rﬂ namely, the
T e

3
momentum given by the gradient of & at that pasbéewlsr point. "{E%

this is just a way of visualizing things. I want to stress that

gad o kol A

this is not changing anythingﬁin the formalism because tigETpre-

\_I'_'.l'_b‘_ H
supposte—ehat the wave function qj exists‘; Sém@e from the [71/ you
- II—- L

get the R and the :a . #8 just a way of picturing what happens in

a classical manner. Now this can be regarded as giving a more
complete description than the usual quantum mechanics does, without

: opedeclid . _
any change in the &mq;ﬁ-m—na—d:;ﬁimt results, witi=be—eobtainedi

Bat E-'::rr those who like to think classically, this is a way of recon-
L—{II_LN-:.: _,;{.--c'if?{

ciling tieedx desire on the one hand amd gquantum mechanics, as it
that-
exists, on the other hand. ﬁ%at 1 want to say isﬂhere we have
hidden parameters, but there is nothing hese which is inconsistent
with guantum mechanics because it is just guantum mechanics, in=the
= 1}'{“ L2
usual—Ferm: I+t's just another way of writing it. Now if one asks

"How is this possible®?"...

Wigner interrupts: The function is time-dependent. The potential

is time-dependent.

Rosen: That depends on whether you're dealing with a stationary state
or not.

Wigner: But in general, it's time-dependent, and also there is the
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potential. Is this equation supposed to describe the motion of
a single particle or is it suppose to describe... What is it
supposed to describe?
Rosen: That's a very good point. Thank you. The way I would put
it is, Emhnot—sUre—whether—I-.- |

Wigner: Perhaps we shouldn't enter this discussion.
S it AL

Rosen: Well, 3 say a word here. The way I would like to put it

is that this describes, as I said in the very beginning, an ensemble
of particles. However, this is a coherent ensemble and there is
somehow a certain correlation or interrelation among the different
members of the gnsemble. Of course, quantum mechanics agrees with
experiment, ané?ﬁéﬁQQQEﬂEQEE“;;cﬁbﬁg;Eicle in that ensemble behaves
in such a way that the motion is described classically, provided
you assume that there is some kind of force acting on it which is
associated with the ensemble, namely, this additional term.

Wigner: So that it would not be valid for a single particle?

Merzbacher: You can shoot the particles in separately, can't you?

In other words, the single particle knows that all the other
members of the ensemble have come before or are coming later, somehow
or other. Is that true?

e "'""JL

Rosen: You see, you cemld get something for nothing. You have to

[
pay a price and the price that you pay here is this. 4f you want

to have a classical picture of the behavior of the electron, then

you have to say there is a certain force acting on it which, of
when
caursey has no classical analogue. This contains h, andﬂh is zero
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this goes out in general.
Wigner: But the h doesn't bother me. What bothers me is that

proper. ..

s it LA
Rosen speaks again: Perhaps let me say something and then welll

come back to this. According to this picture=and again you can
A L =% .

A SRR G
accept it or not, s a matter of taste.you say that if jﬁﬁ

talking about a single particle which is in a certain state, accord-

ing to quantum mechanics that means that it is in a certain ensemble.
D
With this state or ensemble are associated two real functions, Atand

B L

s or o and ®. And now if you want the particle to be described
classically you have to say that in addition to the classical force
which acts on it, there is another force which is associated with

the ensemble, in spite of the fact that you are looking at a

single particle. The ensemble exists somctimess—pexheps somehow...

Podolsky interrupts: 1Isn't it true that what is described by

these equations is a set of surfaces and all that we know is that

it Yrat
the particle will be moving orthogonal to these surfaces? We wombda®

know where on the surface the particle is unless that is specified.
Rosen: Or measured.

Podolsky: or measured.

Furry: You do not have a density specified.
L i/ F
Rosen: Density? i , this rho. You have a distribution.

You have an ensemble which contains many particles, each behaving
in a stighEERy different way. However, if you carry out a measure-

ment and locate the particle in a certain place, then according to
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this picture, you can also know what its momentum is, because of
i

uJ o
knowing rise=errd # as function# of position and time.

Furry: What do you do after that measurement? You have not changed
your R once you make a measurement, you must change your R to an R
which is say a delta function around where the particle is?

Rosen: Of course, this presupposes that everything you talked about
yesterday holds.

Furry: Yes, this is Jjust quantum mechanics.

Rosen: This is the picture as it was just before the measurement.
If you carry out the measurement, you change things, and then the
picture is changed.

Aharonov: Can you introduce the measurement with some kind of
potential and do this, perhaps, to collapse the wave packet? Since
each wave is supposed to be classical, we don't believe that some-
thing really collapsed. It should be simply something like coupled
waves and when you get more information, it's going to be changed.
That's the way it looks.

Rosen: The process of measurement is something which quantum

mechanics
o

g et

itself deeemit £ry to describe. Why should classical mechanics try
to describe it?

Aharonov: But you invent a certain environment just to solve this
problem of measurement and now you tell us we are not supposed to
discuss it. You invent a certain something or other just to solve
this problem. You invent hidden variables just to solve this problem

and now you tell us we are not supposed to discuss it.
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Rosen: No, I didedt invent hidden wvariables to describe the process

of measurement, but just to give one a picture...

Aharonov: Oh.

Roscen continues: wiha a classical picture of how a system looks

within the framework of quantum theory.

Podolsky: 1In other words, is there such a thing as a hidden para-
meter possible in spite of von Neumann's proof?

Rosen: Yes.

Wigner: That is a proof that there are hidden parameters.
Aharonov: Yeah.

Wigner: What is a hidden parameter?

Aharonov: A hidden parameter is supposed to tell us what will be

the result of the measurement in the theory of observables.
lot Ty NS
Sosen: Well, there is no need for hidden parameters,nﬁt possible.

L think,

: H}x..i,{_' Dhiy arrr
Leon- : i possible because the parameters

themselves do not contribute to the state of the system, but are

determined by the system. You see, for example, the potential

energy;-the force which acts on this particle, is not something
winich you specify,but rather something

which is determined by the state in which the particle happens to be.
If you change the state, you change the force acting upon the part-

TheA-
icle. Put what it means is for every guantum mechanical state you
A

get a picture in which the particle moves classically, provided a
suitable force acts on it. The force always acts on it in such a

way as to make it behave statistically according to the laws of
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quantum mechanics.
Podolsky: Dr. Guth.
Guth: I think what this equation means along some comparison with
classical statistical theory on the scattering process. You assume
the conservation of number of particles and that can be expressed
by...At this point I would like to add that these equations are
incomplete because we reach a boundary condition and single value.
But you can get the boundary condition to be expressed in terms of

r and S or in terms of r and p. These are essentially the
quantum mechanical current and v is essentially the quantum mechan-
ical current, and I think you see that it is completely equivalent
to the Schrodinger equation, just in a little different form.
Then we ask the question, which form is the most useful, one consid-
eration or the other consideration? I think the classical picture
comes in only if one adds something to the formalism. The classical
picture adds something which is really not important to the forma-
lism. If one says that it is a quantum potential, we consider it
like a classical elastic or hydrodynamic potential subject to a
classical potential. But that might be helpful and might throw some

interesting light, but I would like to express the point that this
is completely equivalent mathematically with the Schrodinger equation
Podolsky: Dr. Rosen already said that this is completely equiva-
lent to the Schrodinger equation, that this is just another way of
writing it.

Guth: There is nothing classical about it except the looks. You
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see the quantum force changes everything completely. Just let me
say one word about this question of completeness or incompleteness.
You see, classical scattering theory is not a complete theory because
it is a statistical theory. The classical scattering theory is not
a theory like quantum mechanics. Nothing about statistical theory
and classical scattering theory and what not, hidden parameters too.
In classical theory we can introduce hidden parameters, in scatter-
ing theory we can introduce hidden parameters with which we can
measure position and velocity, but it would be to go astray. Nobody
as far as I know has even carried out an experiment to show that
particular algebra, particular gauge transformation, particular
alpha particle...So it seems to me that with the quantum force in
classical scattering theory one can introduce as a hidden variable,
but there is no point doing it because everything becomes terribly
complicated and it is a useless theory. I think I could reproduce
something from the pages of this paper.

Rosen: Now, I want to come back to this point for a moment. When

I discussed this I was somewhat more cautious, I think, than Bohm.
I pointed out that this was a possible way of interpreting quantum
mechanics. I also pointed out that there are some difficulties,
perhaps, in such an interpretation, and I gave an example of this
sort of treatment. One likes to think of classical mechanics as
being the limit of quantum mechanics when you let h go to zero. If
you take these equations and let h go to zero, the first of these

equations goes over to the usual Hamilton-Jacobi equation, or at
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least it looks as though it does. However, I want to caution you
that that will not always be the case in practice. It depends on
the nature of the function Y that you have to start with. For
example, if you use a free particle and you take Y to be of the

A . .
form Ae then this expression V; comes out zero. On the
other hand, if you take Y to be of the form Acoﬁpﬁé) then Vq
comes out to be p’/2m . Here it is a constant. You see in this
Mora et
case that it deesmdt go to zero, but it goes to a constant value.
We could have more complicated wave functions having the same

Fov Ve

feature, which gives ypsn a function of position that does not go

to zero when h goes to zero. As=eerdr—tL_CThoc I fiteeiif—to-—present

it a—raeta:ca%:tﬁhE_:tﬂmIng:nutzuhtah—ﬁtnneis_xhe-h . Suppase
Lf.I_l{u Caat” “‘,f’

therewai-=neetEtnAstat35 for which Uq does not tend to zero as h

tends to zero aw# what one can do is to interpret these states as

superpositions of two or more states for which the ‘Jq does tend to 3&”4‘:‘1

der. Well,=at-an¥:rtt'aizuu see that there are some complications
.1'_1._'—‘(._,‘;__:_ 2 |.J_,.1Ir' - Lf_(‘.— "r'\AJ-“."-
here. I womdt go into them because I demdt have enocugh time here.

However, it does provide a certain rough picture of a classical
nature, if one wants such a thing in order to interpret quantum
mechanics. I think someone wants to ask a question.

Podolsky says: Oh yes, Dr. von Roos.

von Roos: In my opinion, the difficulties that you have according
to the classical limit theory, are due to the fact that Y has an

essential singularity as h goes to zero. But if you do all this,
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for instance, with a quantum mechanical distribution
function, then there is no trouble in taking this limit.
Rosen: 1Isn't the last case an example of a quantum
mechanical distribution function?
von Roos: No, that's a wave function. That's not a quantum
mechanical distribution function.
Wigner: What do you mean, a quantum mechanical distribution func-
tion?

|'I i
-"f--t';: w R i i

ven Roos: Well, hy the quantity that yem dcrlve Eram th density

= = a i
-3 / 7 J i Mo oon -
i o A il ]
Hpt 4 [ P f

matrix, for instance-*

Wigner: Well. . :
B iR 2

Rosen: Well, perhaps ¥&El just say one thing about this. You seg,
ff.-{-'—'ﬂ.-—d':u-'—.ru.j

in the second case, you can think of the caussi—processes as a
linear combination of two exponential functions corresponding to

particles moving in opposite directions, so that you can thisk now
F.L-Frr il P

Gf*ﬁ more complicated sort of distribution where the partlcles pass

B 2 2l 2hers zre ~
through each other. Itls not te hydrodynamical flow, buk—there—ars

PR i o A o P ‘;‘»—rfﬁ;f; o A gﬂ'ﬂw.nf'«_eaqw{_
many—anperpnsxtxuns‘w:th-rnga:ﬂ:tn:£}awi But then, of course, you
P
ea;%é understand classically how you get this interference between
them that you get here and so...
Furry: This example brings out very clearly that you have ruled
out the superposition principle when you impose these reality
conditions.

Rosen: Yes.

Furry: Of course, taking a real part is not a linear operator.
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Rosen: That™s right, and in my paper I carrment:inu-eh-irf-rmt

_i':._r_.."- o 1 (| -_-_,J_'.f:.-..--_.--..-;-"'—p' i.q.-{-:-.u

that ¥ seems to m:'i-'rni-a ditd -—-tﬁ—'th-a-'—supeir.pﬂﬂ'tiﬁn principle

that you can either talk about particles or talk about interference,
but not about both at the same time. But I think perhaps I have said
enough about this question. I simply brought it in to give an
example of what some people might consider to be the introduction of
hidden parameters.

Wigner: It doesn't seem to me that von Neumann said that it is not
possible to introduce hidden parameters. Surely it is possible, but
he said you can't explain the results of the measurements and their
statistical nature as a consequence of hidden parameters. And now
returning to what Professor Aharonov said, namely, that you did not
give a theory of the measurement and therefore, you surely did not,
excuse for being so explicit, you surely did not give the explanation
of the measurement of the statistical element which, according to
everybody, occurs in the course of measurement, as a result of hidden
parameters. In principle, it seems to me that this example is saying
that we don't have to have the uncertainty principle. (pause) Well, I
had a very malicious remark to make.

Furry: Go ahead.

Rosen: The more malicious the better. (laughter)

Wigner: One could say Jjust as well that the velocities always travel
with (Wigner seems to say) seven c's. Then the uncertainty principle

would be completely abolished. The velocity would always
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be absolutely certain. The position would always, of course,
be given by quantum mechanics and the velocity would always be
(he seems to say) 77 c's. Well, the uncertainty principle would
be a good excuse to me. This abolishes the uncertainty
principle in very much the same way. It introduces something
that he calls velocity and nobody else will call it wvelocity.
It will be infinite on numerous occasions and it doesn't seem
to make very much sense. The potential which he introduces is
for a single particle in a stationery field, a time dependent
potential, which also has infinities in general and it has
infinities where the particle surely is not. It doesn't seem
that this is the most

reasonable picture. (gap in record) 2.7

— 5 S - — - [

T .
Yfory Pnaledeat
o, afytpeil
other way around, but... B R e

‘Rosen: . . .where the potenﬁial-is infiqite, it would be worse the \

Wigner: What causes the potential?

Rosen: I want to express again that this is not anything that can
have a bearing on the outcome of the measurements beyond what
quantum mechanics predicts. It simply enables us to visualize, if

one wants
Frugants LA

this. Of course, people are happy without having a picture of what s
A

going on in a classical way. If one wants to have a
classical picture this, in principle, provides one. Now the

uncertainty
principle arises, you might say K as a result of the process of

measurement, not as a result of the behavior of the

individual particle itself, whatever that may mean.
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Wigner: You cannot imagine a state in which position and
velocity are very closely determined. But it doesn't seem that
the velocity which is obtained this way has more to do with
anything observable than if I say the velocities, but perhaps I
should relent and say only point 77 ¢ (0.77c). (laughter)

Rosen: It doesn't matter. This is not a relativistic theory.
You can take 7 hundred and 7 c if you want to. (More laughter)

I want to say one thing in connection with your remark, Professor
Wigner.

Wigner: I'm sure I wouldn't mind.

Rosen: This is simply a way of providing a more complete

:_[.{IJJ_, a 3‘-’I Lw
description within @ framework of guantum theory. I&&s not
Aopai 7ot
necessary. One deeen't have to have it ,and perhaps many people

LA i

worre® like it. But for those who want something of this sort,

here it is.

Podolsky: Thank you, Dr. Rosen.



THE PANEL DISCUSSION

Panelists: Y. Aharonov, W. Furry, B. Podolsky, N. Rosen, and E. P. Wigner.

Professor N. Rosen, Chairman, opening this session Tuesday afternoon, October 2.
Ladies and Gentlemen: As you know, the purpose of this gathering is to have a
question and answer session. Dr. Werner has given me a list of questions which
were formulated this morning by, I believe, most of the members of this group.
We'll just take them one at a time and see what we can do. I understand that
we are to refer these questions to the people sitting on the stage. However,
if they don't know the answers, we will refer them to the audience, but if
they don't know the answers, well (laughter). So let's begin. The first

question is as follows: "What is meant by the statement that an operator is

observable? How does one distinguish which are observable?"

I'd like to refer this to Dr. Furry, bscausssho—is—sush-an-esmert,

Furry: Well, this depends on who is talking. Well, if I use the vernacular, it
depends on whom do you string along with. Professor Wigner remarked last
night, and I remarked yesterday afternoon, that if you're making a
mathematical theory, it's nice to have powerful mathematical weapons. When you
make the assertion that every Hermitian operator has a spectrum that can be
measured, that is if a set of eigenvalues and eigenfunctions exist for this
operator, then you assume that it is measurable and that the possible values
obtained in measurement are the eigenvalues. This is what you do if you're
interested in powerful mathematical assumption to make it easy to do various
deductions. On the other hand, very eminent physicists have taken the
position, held strongly to the position, that one should regard as measurable
only things for which we can describe, at least in principle, an actual
physical arrangement for making Fhe measurement.

And se®f, one finds in the descriptions that Pauli worked out in the early
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part of his handbook article. This adds a little bonus, I might say, for

the old custom of learning to read German which was universal among

graduate students when I was one, and is not so universal today. These
include, of course, position within certain limits, and momentum, energy,
angular momentum, and, as Professor Wigner said last night, that's just
about the end of the list. I can't think of any case where anyone has

worked out a way of measuring anything else. And, of course, it is rather
rarely in the

theory that ateadl we refeé_to anything else. That is the practical situation.
When we do physics we talk about position, momentum, energy, angular
momentum.

Is there something else? Yes, I guess we measure time. But that comes under
a special category. Time, of course, is not an operator in the non-
relativistic

quantum mechanics. This is an important distinction. So that our procedure
for measuring time is just a procedure for tagging things with a parameter,
time being the parameter.

Rosen: "How about energy?"

Furry: "Energy, angular momentum, momentum, and position. These are things
which are represented by operators that are genuinely measurable in the sense
that people have described them by some experimental arrangement. Now if

you arm yourself only with positions, it is much more difficult to prove all
the theorems which are proved so rapidly if you arm yourself with more
powerful assumptions.

Wigner: How can you measure position?

Furry: Well, with Heisenberg's gamma ray microscope.

Wigner: You don't measure position with that. At what time do you measure
position? When you send out the gamma ray, or when it arrives, or in between?
Furry: I would say at a time which is calculated from the time when the

gamma ray is sent out, allowing for effects (of transmission).
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Wigner: But that is not an operator anymore. That is not an operator
because an operator gives x at time t equals zero, let us say.

Aharonov: But what about using separating shutters?

Wigner: That comes closer.

Furry: Yes, that is the method Bohr ordinarily used. I was "off the bean"
in mentioning this other thing. On the other hand, in connection with that
business of measuring with the gamma ray microscope, one should remember that
one can plan ahead and send out the rays which will hit the particle in a
certain limited region located at a given time. When one did this, of course,
one might fail and might not see a particle. There might not be a particle

in that position. It's typical of these discussions of experiment that one
allows for them to fail frequently and that one agrees that the successful
cases will be regarded as typical.

Rosen: Mr. Aharonov.

Aharonov: Well, I just wanted to mention that in the case where one is limited
to a small number of operators one might simply measure the energy. If the
energy is a sufficiently detailed function of position and momentum, one can
measure energy jumps and from the spectrum calculate operators which are
functions of energy. So life is not so bad.

Furry: That's right. The single measurement of ener gy will get you quite

a lot of different operators associated with it.

Rosen: Are there questions from the audience?

Dr. Carmi: (questioning from the audience to Professor Wigner) a) What is

a measurement apparatus? b) What is the relationship between observables and
dynamical invariants of the system? Some people feel that there is much more
to this relationship than there appears to be on the surface.

Wigner: Well, I am afraid I am one of those people for several reasons.



When Dr. Furry explained how you measure position, he said that to measure
position - well, first he said that with a gamma ray microscope. I think
that it is a very useful thing to analyze in detail what you really measure by
the gamma ray microscope. But he withdrew from the gamma ray microscope, and I
think, with good reason, from the point of view of orthodox measurement theory.
Not, of course, from the point of view of really withdrawing from a microscope
with a gamma ray, or with visible light or ultraviolet. But then he said, "Let
us erect barriers between, so that they separate the space into many regions.
Then the electron or a particle will be in one of them, and. then we can
leisurely investigate in which one it is". Well, now this shows th at we convert
a position into a stationary state and therefore, what is measured at all with
ease are stationary properties. How this point was brought out very much more
generally and much more formally (by generally already means much more
formally) by an investigation which I hesitate to mention because I embarrass
one of the audience, Yanase of Arake and Yanase. They investigated in general
what operators can be measured, according to the orthodox theory of quantum
measurement, which we heard yesterday from Dr. Furry, and they found that only
those operators can be measured without approximation really bona fide which
commute with all conserved quantities. Now one of the conserved additive
quantities is energy, so that they must be already then stationary quantities.
But it is also evident that in a relativistic theory, if it commutes with
energy, it will have a very hard time unless it commutes with momentum also.
And, of course, in the previous example which Dr. Furry mentioned, namely the
measurement of the position, he destroyed the invariants of the system by
erecting the barriers. The barriers were supposed to be at rest in one
coordinate system but not at rest in other coordinate systems so that this is

not really a contradiction,
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In fact. Furthermore, it isn't a bona fide measurement because it does not leave the
system alone. It changes the system. It changes the wave function very
considerably, even the particles. But, let us not go into that. But you see as a
result there is both a visualizable connection and a formal connection between the
two. There is a visualizable connection in as much as it is very difficult to mention
something that is really easily measurable, that is not stationary, let me say. There
is also a formal connection because, by an analysis of the general theory of
observation which Dr. Furry explained to us yesterday, it does follow that no such
measurement is possible, unless the measured quantity is among other things
stationary. Now Dr. Furry postulated an interaction between instrument and object and
said, "Well, there is such an interaction." However, it is clear that such an
interaction must be consistent with the principles of invariance. By analyzing the
possible interactions, which are consistent with the principles of invariance, their
conclusion was drawn by Araki and Yanase.

Rosens Any other comments on this question? Then we'll go on to the next. The
previous question was, "What is meant by the statement that an operator is observable?
How does one distinguish which are observable?" The next question is: "Is it

justified to make a theory ignoring at the outset questions of the measuring process,

and then expect to obtain, by means of that theory, a description of the measurement

process?" I would like to refer this question to my colleague, (laughter)

Aharonov: The point of view that measurement theory is something very special seems
to me a very subjective point of view. Some people think that action and interaction
between human beings and nature is something very specific and very different from
other interactions and that, therefore, it should have a specific kind of

consideration in the theory. But this is not the
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case. There are all kinds of interactions going on all around. In general,
interaction takes place when there is no human being around. There are all kinds
of interactions going on which define things in the same way as a measurement of
these prepared especially by a human being. Therefore, when we extend the theory
to describe other things consistently, we eventually hope that these
considerations would also be valid for measurement processes in that, after all,
only special kinds of interaction take place in nature anyhow. So my answer is,
of course, that we don't have to put it in a form where the theory is consistent
with any other kind of interaction which is not a measuring process. We believe
it should also be valid for consideration of measurement processes.

Podolsky: That assumes, however, that measurement process involves nothing but
interaction. But actually it involves a good deal more.

Wigner: But, Doctor, would you consider, would you continue this statement a
little bit further?

Podolsky: No, not much, (laughter) This involves reference to the question of
reduction of a wave packet. You say at a certain point you read a pointer or
something like that. You have the object on which the measurement is performed.
You have the measuring instrument. You establish a correlation through
interaction at the appropriate time, establish a correlation between what the
instrument shows and what the object is doing, or the state of the object. Then
you say we read these measurements and ignore the others. As you pointed out,
Professor Wigner, we cannot separate the measuring instrument from all the other
objects, and so what we are saying is merely that in order to measure something
about the electron, we have to measure something about this measuring instrument.
Well then, how do we go about measuring that about the measuring instrument?

Then we've got another measuring instrument



-7 -

unless we can somewhere say "Well now, I know what this measuring instrument is

doing". But that is an additional assumption.
Wigner: Thank you, that makes that point very clarified.

Aharonov: May I just add my point of view? The idea of the intera ction
details should be reduction of the wave packet. I think it is inconsistent to
say that when there is a special interaction which we call a measurement
process, namely, which we expect only when we human beings are coming and
looking at the thing, that then it should, collapse suddenly. We really should
believe that when we consider a large enough system, independent of the fact
that we call it a measurement process, that simply this kind of interaction is
going on. There the collapse should happen independent of whether we call it a
measurement process or not, or whether we prepare it as a measurement process.
So if we find by analysis that there is some difficulty about the reduction of
the wave packet, it is a difficulty of the theory as a whole and not only of
the measurement process. That's my point. I'm saying that if the theory is
consistent independently of the question of measurement theory, it should also
answer problems in measurement theory, because measurement theory serves only to
point out some special difficulties of the theory because these are independent

of the question of measurement.

Podolsky: I don't agree with that and I stick to my previously stated opinion
which I don't think is necessary to repeat.

Wigner: Well, let me say something, if you permit me, Mr. Chairman. There are
perhaps two points of view on this subject. The one pertaining to - (almost
drowned out by laughter) that seems to be a controversial statement! In view of
your radical perspective, there is a German physicist, Ludwig, who made use of
exactly the point of view of Dr. Aharonov. He says that quantum mechanics is

not suited for describing macroscopic objects because, if you
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have an interaction with a macroscopic object, this mysterious thing which is
called the collapse or contraction of the wave packet takes place under all
conditions. Now this is the view of Ludwig and evidently of Dr. Aharonov. I must
say that there is another point of view. Ludwig's paper appears in the
Heisenberg Festschrift. They evidently have very good security because about two
months before the paper appeared I asked Heisenberg what his view was on this
question and he had no idea of Ludwig's paper. But he quickly characterized it
by a similar description to the one Dr. Podolsky gave. Anyway, the other point of
view is that quantum mechanics applies even to macroscopic objects and the
collapse of the wave packet takes place (excuse me for the laughter) only through
the act of cognition. And this, of course, is an entirely tenable argument - a
tenable point of view. It says, if I can place into other words the statement
which has been repeated over and over again, that quantum mechanics gives us only
probability connections between subsequent impressions or observations or
cognitions. Now I never succeeded to find out what Dr. Dirac thinks about it,
because he dodges the issue.(laughter) But there are two points of view, and I
think we must admit that we don't know with absolute certainty the answer. Is
that correct? I agree with Dr. Podolsky's opinion.

Rosen: I'd like to add a few remarks first. I'm a little worried at the use of
the word cognition because the human being himself is involved in a particular
way in this. I prefer to believe that the physical world is not determined by
what we think about it or know about it. If it were a machine rather than a human
being which carried out the measurement and recorded the results of the
observation, I prefer to believe that the results would be

the same, regardless of whether there ui.!n;ﬁ;é:i:geja human being present to

w;iaah the results in—order—to—imew-it—teok-place—at-alY. That's my opinion

on the question,
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Wigner: It is contrary to the principles of present day quantum mechanics.
It may be true, but it is contrary to the principles of present day quantum
mechanics.

Rosen: I would like to clarify this. Do you mean to say that if a machine
wrote down on a piece of paper the results rather than for a human being to
observe it, that it'giéibggke any difference in the situation?

Wigner: But the machine would not write it down (according to quantum theory -
editor). The piece of paper on which the machine was supposed to write it down
would be in a linear combination of two states, with one answer and with the
other answer, and therefore the statement that the machine wrote it down is
(Wigner struggles to find words) And therefore, the statement that the
machine wrote it down is, eh, uh, eh, ... It is very difficult to say
things. It's really very difficult to say these things without giving the
impression that one, well, is as, uh, uh, orthogonal to the fact — an if
an electron is, as if I would say that an electron is either in this state or
in that state. If it is actually this state, - .

Rosen: Do you mean you want to treat the electron as a quantum mechanical
system and the sheet of paper as a classical system?

Wigner: I think, well, according to the principles of quantum mechanics, the
present day principles of quantum mechanics, there is no distinction because
both are described by state vectors and not by classical concepts.

Furry: There is an old tradition in the quantum theory of justifying the
various statements about what the result of observation might be in cases
where they are sometimes very surprising from the classical point of view, by
illustrating that the amount of physical intervention in the system involved
in the procedures necessary to get the measurement in question, the disturbance

of the system is sufficient to produce the given results. This



- 10 -

is the standard argument, of course, for explaining the fact, that an

observable can have for values of results of measwement only its eigenvalues,
these eigenvalues are perhaps quite different from each other, When we prepare
the systems exactly the same way, we sometimes get one eigenvalue and sometimes
another. This means that the system did not actually have one of these
eigenvalues. (At least I hope Professor Rosen will let me finish my considera-
tions before he attacks this.) The orthodox view is that systems do not
actually have those values. But it should be possible in all of these cases to
show, if we actually examine the amount of intervention necessary to make the
measurement, that it was capable of communicating to the system the right amount
of this quantity to shift it by amounts comparable to the difference

between eigenualuﬂs,;thﬁﬁ we can account for these various results turning

up when we repeat the same experiment identically, under identical conditions
several times. Examples of this are well known. I could multiply them. Now it
seems to me with regard to this sort of argument, that the original particle,
atomic or subatomic, is on a quite different footing from the piece of paper or
the counter dial on which the machine records results. We cannot really agree
that the amount of intervention we use, namely a flashlight to look at the dial
or to look at the paper, is going to be enough actually to disturb physically
what is written on the paper or the setting of the counter. In this position, I
am sorry Professor Wigner, but I believe that I must align myself with the
gentleman on my right (Aharonov).

Podolsky: Well, I would object to that.

Rosen: (chuckles)

Podolsky: (continuing) This may take a minute. I feel some kind of an
indication here that if human beings were not mixing into this measurement

process, that things would go on just the same as if they were mixing in.
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My idea is that if they were not mixing in, you wouldn't have this microphone
here, you wouldn't have that recording device, we wouldn't have most of these
things if we just left everything to nature.

Aharonov: Suppose that now we go away and all these things are here. What do
they do?

Wigner: I think that on the argument Dr. Furry went over on that point, that
the instrument can't impart sufficient angular momentum, or whatever it is,
there is no question. The question is only "what is the end result of the
interaction?" The end result of the interaction, according to quantum
mechanics (and again quantum mechanics may not be valid) is not that it is
written down on paper with certainty, either of the two answers, but that it
is a linear combination of the two and, up to that point, there is no
reduction of the wave packet. The wave packet is still there. I could make
many examples, but let me read a statement which I happen to have here.
Heisenberg made it. "The conception of objective reality evaporating into the
mathematics". He says in so many words that there exists a conception of
objective reality evaporating. You can't say it much more strongly!

Furry: Well, with all due respect to one of the greatest figures of twentieth
century physics, Werner Heisenberg, I would much sooner take your authority,
Professor Wigner, to the extent which I have taken it, which everybody can
observe (laughter), because I have an opportunity to try to get you to try to
explain what you're saying. I can't make him try to explain it. In fact, I
think this just reflects some philosophical point of view on the part of
Heisenberg with which one might or might not agree. I think there is a real
point here, that they think there is a difference between the amount of
intervention when we look at a counter, say, and when we look directly at the
electron. There is a word which Professor Rosen used repeatedly this morning

which I think is a good one in this connection,
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and that is the word coherence in respect to these states. I think it is really
a question of coherence. I am afraid these remarks are not very mature. They
have just been dashed off partly on the bus ride in a conversation with
Professors Carmi and Aharonov. You may say that I am just a "reed in the wind",
and that Aharonov just influenced me last in what I am saying. (laughter) The
question of coherence is really important here, and we have to remember what we
mean by coherence. A lot of the books we use are bad on this point. They say the
scattering is coherent, for instance, when the frequencies do not change. Well,
that is true. In incoherent scattering the frequencies ought to be distinct.
But that is not the point. The point in scattering being coherent or incoherent
is this. If we have a couple of atoms here and you scatter some waves around
them, it is really the following. You have a wave function originally here for
the particles, we'll call it t ; you have a couple of wave functions, say U, and
Vo, for these two scatterings. They are probably the same wave function, ground
state say. I use different letters because I want to associate one with one

atom and one with the other. The initial wave function is this, (he writes

on the board) Then the scattering occurs and there is some outgoing wave

from each of these. So I have a fancy wave function t!; after the passage of
time and scattering has happened (still writing on the blackboard) and there
will be two parts. There will be many parts, in fact. There will be one which
I might better call t, and that is the one which is still associated with both
the state U, for this particle and the state V, for the other. This will, of
course, contain two actual waves: the one that was scattered out from this one,
and the one that was scattered out from this one. Those two waves both have the
same functional coefficient, depending on the coordinates of these two things.

We can just cancel if we want to and
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calculate the relative phase of the two contributions. We can thus get a definite

interference. We have a definite phase relation. Now there are

other parts, of course. There is t;, which is the function for the electron

that has to be multiplied by this one shifted up to the state one and the other

one to state zero. Since this one is the particle that's disturbed,

we know this is the one that did the scattering. On the other hand there

is t(; , which will be a wave more or less coming out from that one, and

will have disturbed it. Then you get from vy to vi . Of course there will be
other ones if there are other higher states these things can have. Now the point
is, this wave coming off from this one, and that wave coming out from that one
will not interfere, because here are different functions of the other variables
associated with them and there is no way to assign a phase relation between these
two waves. That is then the actual case of coherence. It may be that the state
one has exactly the same energy as the state zero. But it's a different wave
function and thus one can't say that there's a definite phase relation here. Now
it just seems that whenever we

bring in this large scale argument — this large scale phenomenon ¢f getting
ity as far as a pen making a Jigele on a piece of paper, or a counter shifting
its position — that we always use something like, say, the filament in an
amplifier tube. We could probably use lots of amplifier tubes, transformers, and
what not, and who knows what all. We don't know the position of all those
particles. Depending on what's happened, the wave functions of many things have
changed. They are put in at random without our knowing much about them, without
our knowing about them actually to begin with, the way one actually builds
apparatus. It seems to me that there is complete lack of coherence then between
the two possible positions of the counter, or between the two possible things the

pen may have written on the paper. It
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seems that there is no possibility of interference between them, because the wave
function that we write then is long and complicated. It always contains quite a
number of factors associated with it, depending on which of the two things has
happened in the counter or to the pen. In this sense we know the wave function
has this form. Because the wave function has this form, even though it is a wave
function, it has exactly the same properties, so far as the counter or the piece
of paper is concerned, as the mixed state. That is, interference is absolutely
impossible and, from, this point of view, one might as well call it a mixed
state. Now this argument, of course, did not originate on the bus ride. It has
been attempted in various papers. I have never personally been terribly
satisfied with it because one can never take the mathematical steps of changing
this into an actual density matrix. But I think it should carry a good deal of
weight in our attempts to think about it.

Podolsky: Professor Furry, just for completeness, will you give us an example of
a coherent state, a coherent case? You have given an example of an incoherent
case.

Furry: Well, of course the coherent case never actually comes in precisely in a
measurement. The thing we think of in measuring here is finding out which
particle scattered it. If there is no change in the state of the scatterer we
cannot tell which one scattered it. It is precisely because we can't tell which
one scattered it that we can get the interference pattern.

Aharonov: May I just say one more word? First of all, I would like to say that
I did not mean to imply that one can get from the usual quantum theory the
situation in which we know enough about all the macroscopic things so that we can
really say that this is a collapse of the wave packet. We get rid of this, so to

say, collapse of the wave packet. I think we can use
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quantum theory as such to describe any kind of interaction in any large system
with any number of degrees of freedom. If you take it as a closed system you
will never get any kind of a collapse, and you will always get all of these
possibilities at the same time. Now there are some people who feel that
you're not allowed to discuss the case of measurement. You can never put
observables in the system that you are considering and therefore you are in a
good situation as long as you discuss what you are allowed to by the
mathematics. You have no problem because all these possibilities together are
true enough that you can leave them as long as you, the observer, don't come
and look at it. When you come and look at it then the collapse has occurred,
has happened. But an observer is such a complicated thing. It includes all
kinds of other things involving biological problems and so on, that we shall
never be able to describe by quantum theory. Therefore I doubt that we can
treat it as a problem at all. Therefore, I doubt that there exists any
problem at all, because as long as you describe things that don't involve the
observer there is no necessity for this collapse. If we were to try to
describe the observer, we would have to give up from the beginning, because
the observers anyhow are too complicated to describe. What I try to say now is
that there is a very nice example which Einstein once raised. If you take a
radioactive atom and a geiger counter and you let both stay alone, the geiger
counter is supposed to make a huge boom when the radioactive atom emits a
particle. Now you can think that this huge boom happened even when there was
no observer around, therefore, there really should be a wave function of the
geiger counter and the atom which should undergo some kind of collapse
independently of whether there was an observer in the room to get deaf when
this huge boom happened, or not. That's my point of view, — that quantum

theory is not complete in the sense that it does
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not give collapse when it really should objectively happen, (some laughter)

Rosen: May I add a remark to this? I know people in the audience have

questions, but I want to m‘mm. I was somewhat disturbed by what
you said before, Professor Wigner. I wonder if you could part this Hﬂg?nlm
clearer. Newm, hﬂt‘s go back to the case that you discussed. We have an

electron which can have two directions of spin. We know hthera are two

states. In general we have a linear combination of the two. Mow the electron

s Tt
goes through some kind of apparatus, . There m any people around,

,zi.,;.&.zm

juatdappuratua. The apparatus reacts according to which the two S is oo
#\.L./LH.J::-#-M
and there is a recorder in it so that it prints, with indelible ink on a

plece of paper. the—owbeeme. wwﬂeﬁ tise one case
it prints up and in the other case it priﬂtaﬁdml (Rosen is writing on the
blaclboard) Hu'w in ﬂ:ia case we know that transitions ave fdssible from

Lhe sThen. a4
one state M In-ﬂit-—n. ij',‘"“ print-ad indelibly, I can hardly

picture a transition from one of these to the other. Nevertheless, you say

Frsat atcifal
that according to orthodox quantum mechanics, we esm=conoeiwe-in this case

Zhat
of a2 state which is neither Bs nor Heks but a2 linear combination of tham‘

until somebody looks at it. You agree with that? In spite of the fact that
transitions are not possible in the physical sense?

Wigner: There's no transition.

———

A taf
Rosen: lo, but you see, 4¥*s a question of two differant atﬂtes. m‘ﬁa—aﬂe
states are different from tesse stabas?fpninting at the blackboard) in the

sense that there is a certain asewssF irramrﬂ':hi]ity in their nature.

M
Says the poet - "the moving finger Wltﬁﬂd having wedseen moves on, ete."

W
Once e printed ——
Furry: Even an act of cognition cannot wipe out a word of it. (laughter)

Rosen: That's what I say. Nevertheless you think that there is this,#F —
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Wigner: No! I think that there is, according to quantum mechanics -
Aharonov interrupts: You're right!

Someone else: Exactly.

Aharonov: According to quantum mechanics --
i ithan sk That
Rosen: &, H:,' guestion is 48 you have a ceriain cut Bt:lr.aemherea-l en the

other side of the cut you don't have this situation; ;Il(cm have a classical
system which gives you a definite answer.

Furry: (starts to interrupt)

Rosen: (interrupts the interruption) Now I have a second question which is
this. If ;:zacceptﬁ : J&;cint of view thet—this=teene, then would you
also say that if an observer is present, mﬁhmnan brain cells also have
two states corresponding to this in a linear combination? In that case, I
would like to know where is the decision finally made, (low chuckles in the
audience)

Wigner: This is a very pertinent and very disagreeable question. (There is
much laughter) Let me say that I agree first of all with Dr. Aharonov. I
fully recognize the validity of his point of view. He says quantum mechanics
is not valid for such processes and nobody told me that it is valid. I have
no special message from anybody which tells me that it is valid. And I also
agree with Dr. Furry that it's a very important point. In the case of a
complicated system this wave function is, in practice, terribly difficult to
distinguish from the mixture of these states. But there are, in principle,
methods to distinguish it. I could give examples in simple cases when it
really can be distinguished. I can give a general description how it always
can be distinguished, but it's not a practical one. Namely, I put a little
mirror in front of every particle which reflects it back and then the whole

thing runs back in time. Then this state will produce back this state, but
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but the mixture of these two states will not produce this state. But as
Professor Furry so aptly said, it is awfully difficult to do such a mirror
experiment, to put such a mirror in front of every particle. Therefore, in
practice the two are not distinguishable. Now whether you therefore say that
it is not a wave function, not a linear combination, but a mixture — well, I
think this is a matter of taste. It doesn't make any difference whatever if
I owe you a hundred dollars or not, because I will deny it anyway. (Much
laughter) I will pretend that I don't owe you a hundred dollars. This is a
matter of taste or what not. There is no practical difference. I fully agree
with Professor Furry that if this is at all complicated there is no practical
way to distinguish between linear combinations and mixtures. But if I talk of
a mixture, that is along the same line of question as whether I owe you a
hundred dollars. So you see, this is not a scientific question but a question

of expression.

Furry: There are, in fact, you know, two traditional ways to talk about what
we mean by a mixture. And it may not be an accident that Bohm, in his book,
does not ordinarily use the one that I used yesterday. He uses the other

one. The one I used yesterday is in terms of this density matrix with a bi-
linear form in wave functions. Bohm prefers usually to talk about a mixed
state, but he has only a linear form which specifies that the phases are
random. Now if you will accept that as a definition of a mixture, then this,

of course, is a mixture as soon as the phases have become random.
Wigner: But they are not random.

Aharonov: (starts to interrupt)
Furry: It depends upon the definition of random, then. Random is --
Wigner: No! (laughter)

Furry: You define random as something that there's no human control over,
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and no way at all of having knowledge of.
Wigner: (interrupts) You can say that of the other one also. You wrote
here a factor one, not a factor i or minus one. You wrote here a factor 1,
and not a factor , which would --
Furry; (interrupts the interruption) But it doesn't matter because the
phase of v; relative to v is completely arbitrary.
Wigner: No!
Furry: (keeps going on)
Wigner: (keeps declaring) No! No! No!

Aharonov: (attempts to interject) The v; relative to u.
Wigner: (goes on) No, you told us exactly that u,, to u, is in the same

relation as v; to v, so that —

Furry: (then interrupts) There is just the same change in energy that a
delta function makes.

Wigner: But then you didn't write down the right wave function.

Carmi: (Speaks from the audience) May I just add one word to this
discussion? This is a question from Professor Wigner's point of view.
Something about spin echo. This is probably the situation which you are
trying to -

Wigner: (starts to speak again) Well, I did not think of the spin echo

also, but as Dr. Carmi pointed out, the skill of the experimentalists makes
it possible to measure something which, up to that time, nobody ever dreamed
of measuring. We should not be too quick to decide that it cannot be measured.
Aharonov; That's right. But you agree that when we push it up to something
that has written up and down there is probably -

Wigner: I do agree with you, that I don't believe it is possible to

bring it back to an interference. Certainly, I have no idea how to bring
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it back. But you see, your point of view is terribly dangerous because there
is a continuous transition from a very simple system to a very complicated,
system. Therefore, if I follow Dr. Aharonov's argument, there is a continuous
transition in quantum mechanics between a wave function and a mixture. That
is all right. But if I, just on my own, decide that from now on I will call
it a mixture, then for somebody else, this is a different story, because I
either call it a mixture or a wave function. Furry; Now there appear here, of
course, only two other factors, namely, in the case we talk about
macroscopically there are not two, there are ten to

the méﬁtﬁtﬁ—éﬂ&u&, sooeiiine of this sorke

Aharonov: But it is all continuous from one to the other.

Furry: Oh yes, you can go continuously if you count all the way from two

up to ten to the twenty-first, but -

Aharonov: (interrupts) So the point is that the theory is not very
satisfactory. The theory is not telling us when exactly the wave function
will collapse. Now it's a question in principle, not only a practical one.
Furry: Something to make the arqument interesting. There is a prevailing-
climate of feeling that the theory is not satisfactory; that I also am not
completely satisfied with the theory, (laughter)

Rosen: I think perhaps I have a question from the floor.

Merzbacher: (speaks from the audience) I think the question has already
been answered whether the consistent orthodox — Professor Furry calls it
orthodox, I gather — (much laughter)

Furry: (interjects) I am not fully orthodox. My classes never hear a word
of this, (a great deal of laughter)

Merzbacher: There is the orthodox interpretation that the Einstein-Podolsky-
Rosen paradox, so-called, does not really require us to go so far as

Professor Wigner goes. It seems to me that it does.
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Rosen: We're coming to a question which deals with this. Perhaps we can
go on to that point. Oh, a question from the audience.

Soules: (speaks from the audience) I'm a little bit confused as to how
and where we found out that the two scattering atoms were in the states

Up and vo except by just doing what we have already done. Don't we beg
the question.

Furry: Oh, no. You can look at it afterwards you see.

Soules: That's what the experiment told us. That they were in the ground
state then.

Furry: Before the scattering. Then after the scattering we find that one
of them is not in the ground state and we know that it was the one that

did the scattering. And since both these last two terms are associated with
the situation of the scatterers, which would let us look and see which one
did the scattering, then there can't be any interference. This is the
statement in words. The statement in mathematics is quite clear that we
don't know anything about the phase between the two uv products.

Professor Wigner thinks we do know the relative phase.

Aharonov: (interrupts) Certainly we do, because we could reverse it in
time and then if you take -

Furry: (is talking)and now
o &/

Wigner: (interrupts) There is a lot in quantum mechanics. I don't think I
know everything that is determined by the laws of quantum mechanics. I
didn't say I know everything that is determined by the laws of quantum
mechanics. I know I don't know everything of that. But it is determined by
the laws of quantum mechanics, even if I don't know what it is.

Aharonov: (begins to speak)

Furry: (jumps in) Yes, you would say it is the orthogonality of these
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functions, and not any question about their phase fundamentally, that makes
the incoherence.

Aharonov: Yes, that's right.

Furry: There is a distinct probability that you are right, (much laughter)
Rosen: Well, I see we have covered one question so far on the list, so
perhaps we should go on to the next.

Podolsky: We don't have to answer all the questions, (more laughter)

Rosen: Well, are there any more remarks on this one? One question out of

four it was. All right, then wel!ll go an to the next. EP,F]E quastion

asks "How would you formulate what you consider to be the best reply to the

arguments of the Einstein-Podolsky-Rosen?" I suppose I should refer this to —

Furry: People who want to reply to it. (laughter)

Wigner: What about Dr. Podolsky?

Podolsky: No, I'm on the wrong side, (more laughter)

Rosen: Before we start answering this question, I would like to make some
remarks for the benefit of the team on the other side. In our paper the
point that was made is essentially as follows; It was not asserted that
quantum mechanics is incorrect. It was only stated that it was believed
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that quantum mechanics is incomplete. :
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and—in-theether—oaseg=the momentum, even though these two, of course,
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do not commute, and &t¥s impossible by direct measurements to determine
e e
them both simultanecusly. For that matter, ¥ts impossible by indirect
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measuraments to get them both. Eﬁﬁiwe can determine either one or the
other without disturbing the second system for which the information is being
obtained, since there is no interaction. We can do this since we have the
wave function that gives the correlation between the two systems in

- h. 9
aither n:',aae.l,.H That. is the idea involved here. So the guestion that is really

being raised is perhaps more a philosophical or metaphysical question, since

it is not something that can be settled by any operational procedure of
measurement. All right, now let somebody else consider the question.

Aharonov: May I try to give the answer that I think Bohr would give to this -
what Bohr would say about it? Bohr would say that the problem h as come because
we do something not in a correct way. What we do in the wrong way is to think
about the two particles, that they are distinctly separate systems, which we
consider to be quite independent systems. We think about them as existing
independently of what the experiment is doing on it. We can choose to do one
experiment and get one kind of result, or to do another experiment and get
another kind of result. Before it was done we can choose to do one kind of
experiment. He seems to think of a system such as two electrons separated from
all the rest of the things that exist in nature. Consider a system of two
electrons in one environment and consider it one system, and consider a system
of two electrons in another environment and call it a different system. So then
if we choose to carry out a measurement on the first particle in one kind of
environment we put it in one kind of environment, which is a measuring apparatus
for a position. Together these two electrons with the measuring apparatus we

call it one kind of system.
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If, on the other hand, we have chosen to make an experiment to measure
momentum, then this was an entirely different kind of system. It's not the
same system we had for the other experiment, but it's an entirely different
system. We see, therefore, it's not inconsistent to think that one system
has a well defined momentum and another system has a well defined position.
These are two different systems which cannot be considered at the same time.
Two different systems. He uses the word "complementarity" here to say that
these are really two different systems and we can never talk about them in
the same context. This is the way that I think Bohr would try to answer it.

I'm certainly not saying that this is my answer. I'm just trying to say

Hosen: I would like to add one more remark, as—Simstein—dids-and I hope the
1 = I FEN -'f-_-_ 'E':_.L,
orthodox pecple will correct me. The idea in this .'1r.-LEI'[:-rE1..-';1.L:'u:u}1 +8 that
if a system is in a state in which a given physical variable does not have
I.l:#-:f .‘u-J_.-(' L. T
an exact vall.m_uwhic:h 15 not an eigenstate, the physical quantity does not
' b m
gxist, does not have reality in that state, Ids only when we carry out a
measurement, when we carry out a determination of some kind, so that one
lngws the value of it, amd—thenifthe—eyrelen i independent of its
environsenroso—thaicene—tmeus—the—value—5f—it, then it has reality.
what I think he would say.
Aharonov: To this I think Bohr would say that it's not that the system
hasn't a coordinate when it is an uncertain coordinate state, but it's a
different system. There is one system with a measuring apparatus for
momentum and another system with a measuring apparatus of coordinate. These
are two different systems and you can't compare them. It's not that in one
case the same system has a coordinate and the other one doesn't have a

coordinate, because these are two different systems. He says it's not

possible to call it an electron apart from its classical environment
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Kaiser Kunz: (from the audience) If those two measurements commute, then

what are you going to say?

Aharonov: Well, you can say it is true that in the theory you have development
of a complete system, and you consider only one at a time. Well, you can say
you're making measurements on a complete system and you consider it only in its
own environment. If you make measurements in another environment, it's an
entirely different system, but this is still a consistent scheme. You can make
it two systems. It's a mixture. But it seems to me that the case in which you
measure two complementary things are two entirely different systems. You can't
call it an electron with a well defined position in one case, and the same
electron with a well defined momentum in another case. This is the only
consistent way that I know of translating into words what the mathematics of
the theory is saying. I'm not saying that this is an acceptable way. I'm saying
this is the only consistent way of translating the mathematics into words.
Merzbacher: (speaks from the audience) Would Professor Wigner say that this
is the only consistent way to translate the mathematics of quantum theory into
words?

Wigner: I think this is an awfully strong statement that it is the only
consistent way. I would feel much happier if this very, very strong

statement were a little, were not made in --

Aharonov: (interrupts) I should correct it to say that this is the only
consistent way that I know.

Furry: Well, that is interesting, because you're a student of Bohm, and I
would have thought that Bohm's doctrine of potentialities was also a

consistent way.

Aharonov: Well, you see, uh, when Bohm looks at the paradox, he always

has trouble. He hasn't solved the paradox yet.
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Merzbacher: (exclaims from the audience) Eﬂ:a Professor Wigner's suggestion

that the act of cognition collapses the wave packet, actually resolveg it
in a much more satisfactory way?

Aharonov: Ah, but then how would you transform the collapse?

If you really look at the system as a quantum mechanical system, then you
can do just one measurement, or another measurement. Then you really have
to look at this collapse as something that you have done to the system

and have just transformed it far away.

Wigner: No, no, I don't think so. This collapse of the wave packet, in

my opinion, is only an expression. Well, what is the wave packet good for,
is the question which one asks. In my opinion, the wave function has only
the one purpose, namely, to calculate the probabilities of future events.
And. that is the only purpose of the wave function. Now if I look at the
wave function as a tool for calculating things, then clearly, if I learn
something and some information enters my cognition, from then on I will use
a different wave function. This is not even quantum theory. If I pull out,
perhaps I should do that, a bill out of my pocket and look at one side and
I say I know how the other side looks, from there on my description of this
bill will be different. The purpose of the wave function is nothing else.
It does not have a mysterious reality. It is only a tool for calculating
probabilities for the outcome of events.

Aharonov: The mathematics is entirely clearly satisfactory, I think.

But now, how do we translate it into a picture, to look on the problem in a
pictorial way? Namely, I want to think of the electron, not as something
mathematical, something to calculate probabilities, but to think of it as
some kind of a system. How should we look at it, picture it? That's the

point.
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Wigner: I don't know. It seems to me that I have a hard time understanding
this. Perhaps, if I were very disagreeable, I would say that we should not -
Aharonov: Have a picture of it?

Wigner: I wouldn't say we shouldn't have a picture of it. But we shouldn't
elevate the picture to a principle which stops us from thinking. And we
should not elevate a particular picture to such a degree which stops us from
thinking in terms of quantum physics.

Aharonov: I see.

Wigner: I think that a picture is a wonderful thing for some purposes,

but for other purposes it will not work so well.

Aharonov: Yes, but then I think you are not criticizing the picture that
Professor Bohr had in mind when he tried to convey this language into
pictures. That's the only picture that he is willing to accept, and indeed
that's the only picture consistent with quantum physics, I think.

Wigner: Please don't misunderstand me. I'm perfectly willing to concede
that you may be right, that quantum mechanics is inaccurate for macroscopic
systems, that there is something else. Ludwig, well Ludwig, goes terribly
far but there is something along that line that really the accuracy of, or
the appropriateness of, quantum mechanics for macroscopic bodies may be
questioned.

Aharonov: I'm trying also to ask how is quantum theory visualized if we
take quantum theory as it is at present without any changes at all. It still
does not give us an exact basis to calculate mathematically. I also want to
have some kind of picture in mind. We have said that if we follow Einstein
and others at the beginning, we have a picture of some kind of a wave
packet. And we interact with it with an apparatus. The wave packet

collapses in a measurement of position or expands into an apparatus if it
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measures momentum. It's hard to explain, but we can still get used to it - the
idea that the apparatus can do all these things. And then, suddenly with this
example we can already explain how the apparatus can do this here but not there
faster than the speed of light. It's not a consistent or satisfactory picture
to see all these things happening without any reason. Right? So then the only
picture that I think one can follow reasonably is the one where we say that
there is a different system, the electron interacting with one system, one kind
of apparatus is an entirely different system from an electron interacting with
another apparatus.

That is what I think Bohr is trying to do. And I don't know of any ---
Wigner: Could I go along with Dr. Merzbacher and say this is exaggerated
because the electron will not be two kinds of pictures where the electron

is different depending on -

Aharonov: (interrupts) VYes, I go along with that too. I don't like it

myself, but I don't know of any language that -

Wigner: I don't know either. It is a fact that these wave functions are

awfully difficult, relatively difficult to visualize, and what can we do

about it?

Band: (speaks from the audience) May we not look at this wave function that
Dr. Furry wrote down there as telling us the probability of two alternative
events, you might say the scattering from one and the scattering from the other.
The probability is referring to a whole series of observations, one observation
cannot change this. The wave function is still there to guide the future
observations. One observation would tell me I have a scattering from the top
particle. This does not change the wave function for following observations.

Furry: We'll re-prepare it.
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Band: You have to re-prepare it to give any meaning to the wave function.
Furry: Yes, but if you collect all the observations, then you will get the
full pattern and will cause some interference because of that top term
(points to the blackboard). Or if you can tell which, it will show a general
smear because the two bottom terms will not interfere. Now we can do
otherwise. You can collect only those in which subsequently you learn that
the top particle is scattered. In that case you would, of course, only get

a broad smear here at the top. Where, if you collected only the ones that
the bottom one had scattered, you get a smear at the bottom. If you cover
both of those in a little region, that's the region you get some interference
in the top term when you don't know that it's been scattered.

Band: My point is that for one measurement, just because you find one of
these particles has been scattered from the top to the center, this does not
mean you should collapse the wave function.

Furry: It means you should correct.

Band: Yes, just correct.

Furry: You could sent in a new particle and then, of course, you have the
same wave function.

Band: I see no mystery about collapsing of the wave function after you've
done something to it.

Furry: Everyone has said that. When we think about what you do when you
make the observation finally, you obtain knowledge about the system and
there's nothing miraculous. There's nothing more natural than that the
formula you write to treat your probability predictions about the system
should change when you change your knowledge of it. I don't think it's a
real paradox. The essential paradox of Einstein, Podolsky, and. Rosen comes,

I think, only from the strong temptation that it offers to a number of us.
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but not to me actually. I am too orthodox for that. You see really the
definition of orthodox is how you're going to spend your time, how you're
willing to spend your time, (laughter) Bohm, by the time he finished his
book, I'm sure had strong inclinations not to be orthodox. But he remained,
orthodox until he finished his book. He then became heterodox because he then
began spending his time trying to make a different theory. Well, I never
spent my time being unorthodox, (laughter) Well, uh, what was I saying?
Aharonov: You were trying to say there is no difficulty.

Furry: Well, I was saying the difficulty it really raises is not this one. It

tempts a person to think that there must be hidden parameters, by George!

(uneasy chuckle in the audience) Because, if you can find out the position or
the coordinate, at the same time that you're on one side of the room and the
particle is on the other side of the room, you can make either of these
measurements on something that you have separated from the particle.

Band: Dr. Furry, some of our group would like you to say over again what
you said about the cards before -- the card trick you played on us.

Furry: Oh, I'll play the card trick in a moment.

Band: That is exactly on this line.

Furry: If I could do that, the feeling is that, by George, that particle over
there really has a position because I can find it out, if I choose. It also
really has a momentum because I can find that out, if I choose, without
touching the particle, or without coming near it. Since it really has both,
and since quantum mechanics does not allow it really to have both, the theory
must be incomplete. But there must be a better theory which contains both as
real properties of the particle. Now the danger is the hidden parameters,

because they are not visible in quantum mechanics.
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Aharonov: How about hidden parameters and your card game?

Furry: The card game has the hidden parameters in it because, by George,

the cards are classical objects.

Band: Would you explain that card trick for this audience?

Furry: Well, I explained it pretty fully before when I talked in terms of
ordinary playing cards, but now I'll explain it better by providing two decks
of cards. All of one pile of cards look the same on the back. Half of them
have a red spot on the front side and half of them have a black spot on the
front side. Now the other pile of cards is just like it, except they look
the same on the back, but half of them have a blue spot on the front, and
half of them have a yellow spot on the front. And the spots are good size,
you see, so if I tear a card into two halves I'll have part of the spot on
each half. So now I have two boxes. Each box has two envelopes, a right-
hand envelope, and a left-hand envelope. And now I have Mr. X to do this bit
of service for us. Mr. X takes a card from the red-black pile. He can
select one or draw it an random. I don't care. He takes a card, tears it in
two and puts half of it in the right-hand envelope of each box. He takes a
card, from the blue-yellow pile, tears it in two and puts half of it into
the left-hand envelope in each of the two boxes. I mean half in the left-
hand envelope of one box and half in the left envelope of the other. And then
one box is mailed to Chicago. How this is a classical experiment, you see so
far. I mean it corresponds to a classical situation, because now I can open
this one at my leisure. I can now open both envelopes at my leisure. But
these boxes correspond a little more closely to quantum mechanics than that,
because each of these boxes is rigged with a little charge of incendiary
explosive alongside of each envelope. And each charge is rigged, in such a

way that it will explode and burn up its envelope
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instantly if the other envelope is removed. That means you can't measure
one if you measure the other. Now that's true of both boxes. Now if I look
at this box to find out if it's red or black, I'm forever deprived of
looking into the box to see if it's blue or yellow, and vice versa. That's
also true of the other box which is now in Chicago. Of course, in the
meantime, Mr. X has jumped off of the top of a building or out of a window
or something. He just corresponds to interaction. (laughter) He just
corresponds to the interaction which existed only from time zero up to
capital T. So we now have this situation - we don't really need to look at
either one of them, in fact. We don't need to look at the right-hand
envelope in the Chicago box to find out whether it has red or black in it,
if you look at this one. If you look at this one, you'll know it will be
the other half of the same card, the same for the blue or yellow. If you do
pull out the same one in both boxes, you'll find the same answer. You'll
find that they match. If you want to get a complete measurement, you look at
one envelope in one box, and the other envelope in the other. But that
doesn't have anything to do with this illustration. Now the point I made in
discussing this box thing this morning, was that there is no transmission of
a signal faster than light or anything like that. Well, if I look at this,
say the right-hand envelope, and find red or black, then I can at once say
what the same one is in Chicago. The transmission all happens when the box
is taken to Chicago. There's nothing about sending a signal, sending
information or a signal. We know it just because we know the way these
boxes were prepared. The fact that the box was actually prepared in this
way is now brought into play, and the same holds true for

these particles. The only thing I think you seey Dr. Aharonovg keeps coming

back to the slightly dirty cracks about sending signals faster than light and
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so on. I do not think there is anything and I do not believe there is
anything in this theory. (He pounds the table)

Aharonov: I don't believe it either, of course. That's one way to speak
about it.

Furry: It is not right.

Aharonov: And I agree, all through the illustration of the box, for in
quantum mechanics we say the particle has a wave function and it may be a
perfectly natural way of keeping a record. The information we have about
it is due to the notebook that we kept on all that happens, you see.

Band: If you put a half-red in a left-hand box and the other half-red in
the other box -

Furry: Half of the card that came out of the red-black pile will go into
one of the two envelopes in each of the two boxes, and half of the card
that is blue or yellow will go into the other.

Band: How do you know the red half-card is in this box? How do you know that

the other half of that one isn't in the other box?
Furry: (declares emphatically) It is!

Band: But why can't you pull that out?

Furry: (exclaims) You can! If you check the same envelope in both boxes
you'll always get a consistent result. But you know from the way the thing
is set up the results will be consistent.

Band: Oh, you keep them in the envelope No. 1, or the envelope No. 2, and
the other half of the card is in the corresponding envelope.

Furry: Right! If the little man does the job for us and then ceases to
exist. He took the card and tore it in two, put half of it in one box and
half in the other, in the proper envelopes. And for this reason, I know
what the color in one is if I look in the other, without needing to look in

the other. If I do look, I merely get a check.
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Rosen: I think Dr. Soules has a question.

Soules: I was just going to ask, with regard to the paradox we're talking

about, is it well established that a state actually exists in which the red --
Furry: This, of course, is just a game. This is a classical example. I have
brought it as close to the quantum mechanics as possible with those charges of
incendiary. But it is not the proper quantum mechanical case. There really is
half of the red or black card and half of the blue or yellow card in the box
in Chicago. In the quantum mechanical case that would correspond to saying
that the particle that's now over on the other side of the room really has a
position and really has a momentum, and I can find out what they are, one or
the other of them. And this is denied by wave mechanics, because there is no
wave mechanical state that has both precisely defined position and precisely
defined momentum. So it's precisely this. You see, in other words, this
classical thing I have reeks with the

kind of parameters which are cutlawed in quantum mechanics, and driven into
Fy

the very dubious and unorthodox phase space of hidden parameters. And
Professor Wigner doesn't believe they exist and neither do I. We're orthodox
to that extent. Incidentally, the argument he gave last night for disproving
them — I deny that it's the von Neumann argument. I think if he rereads
chapter six, or whatever chapter it is, or maybe it's chapter four, he will
find that it's not the von Neumann argument. It is a better argument than the
von Neumann argument because it is not merely mathematical. But it's much more
convincing. (laughter) In fact, I think it is much more of a scourge of the
infidels (laughter) and I propose to call it the Wigner proof.

Kaiser Kunz: I remember in my elementary work having to work out certain

problems involving, let us say, a quadratic equation. I get two solutions.
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Then the question is, are they both good or not? We substitute back and find
that one of them is an extraneous solution. It seems to me that there is a
certain parallel case here of a more sophisticated kind. We're simply saying

that quantum mechanics will give us a right or correct solution.

But it gives us too many and #8e- the collapse of the wave function, So to

speak, is that which actually occurs. Whether it occurs during cognition, or
whether somehow or another we blame it on the process of measurement that
occurs, seems to be the debate. The basic thing seems to be pretty clear. It
is that quantum mechanics gives us multiple values, so to speak, and our
problem philosophically is, when do we pick the solution. We make it. We
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correct solution.

Furry: 1If you're positivistic minded enough, there is no problem, there

is no trouble. The logical positivists love this..

Podolsky: The question is, really, what is it you do observe and how do we
observe it?

Kunz: I think this morning we got even another viewpoint, which is that
even the observation doesn't determine which one we really have. Regardless
of whether we get the multiple valuedness, it continues on indefinitely.

It seems to me that we all agree that there is multiple wvaluedness and _-T-'{h "
quantum mechanics gives it to us., But where we disagree is, if wetr;c-r{act
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Wigner: It depends also on whether we select out.

Kunz: Yes.

Wigner: Yes it does. Now that is the point of view of Dr. Everett.
Rosen: Would you like to comment, Dr. Everett?

Everett: Yes. Well, what he said pretty much covers it.
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Rosen: Well, who else would like to add to this? Professor Podolsky thinks
-_u:f.n.z, perhaps n:—g-—ﬁi have an intermission. Uhat would you like?

So then we'll continue.

Soules: I was going to ask you if my point of view of the photon as a quantum
particle is a correct one. It may not be. It seems to me the photon exists
only in two states. Either it exists or it does not exist. And the collapse
of the wave function is a very natural thing to happen to photons. One finds
a photon by killing it and the wave function immediately is annihilated. Is
this analogy perfectly fair?

Furry: The trouble is that the wave function doesn't collapse to nothing in
these cases that we're talking about, say that of a non-relativistic electron.
It collapses down to something we now know about the particle.

Soules: Of course, this is a much more complicated set of states compared
to what I'm talking about.

Furry: Yes.

Wigner: I think Professor Werner -

Rosen: Oh, sorry.

Werner: I think the group who met at a Question Workshop this morning would
also be interested particularly in hearing what the two members, Rosen and
Podolsky, might like to say about their present view on the Einstein,
Podolsky, and Rosen question.

Podolsky: Well, I do not agree with Bohr for one thing. We can take the
case of two particles that constitute a system of total, say angular momentum,
zero.

Wigner: For example, the spin angular momentum.

Podolsky: Oh, yes. They separate. Suppose they were together and then

they separate. Then we know the net change in angular momentum will be zero.
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Then we know that the angular momentum of one will be opposite to the angular
momentum of the other. After they have separated we can bring in the apparatus
for measuring the angular momentum on one of them. The other particles, being
far away, I don't think should be affected by it. So we can then measure the
component of angular momentum in the x direction. Or we can change the
apparatus around and measure the component of the angular momentum in the y
direction. In each case we will know what the angular momentum of the other
particle will be. The x and y components do not commute, so we get back
again the same paradox. The whole question, it seems to me, hinges on this:
How much reality are we going to attribute to the wave function? If the wave
function is merely a statement of our knowledge summarized in some way, well,
then, there is nothing wrong with saying that when we find out something about
one particle, then we can change the wave function in some way, so that we will
know something about the other particle. But if we're going to attribute
reality to the wave function, the situation is different. Then by doing
something to one particle and its wave function we change the wave function
for the other particle. We have a collapse of the wave function, if you like.
But that, I think, implies a kind of action-at-a-distance. We do something

here, and something else happens some place else instantaneously. This is not

the
kind of action that you can use to transmit signals —-- that the box
experiment with cards pretty well establishes —- so there is no contradiction

with the theory of relativity. We do not transmit the signal faster than
light, but we can change the wave function all over the place instantaneously.
Of course, if it doesn't have reality instantaneously, because it doesn't
have reality imputed to it, then..... I do not want to assert one or the
other. Let's see, there are two possibilities. Either it has reality, in

which case we are doing something, uh --
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Werner: You mean to say that if it has reality, then we are doing some kind of
action at a distance. If it has reality, then something or other happens over

there all of a sudden when you are doing something over here.

Podolsky: That's right. Either it has no reality or else we're doing
something so that we have an action-at-a-distance.

Band; (interjects) What is --

Podolsky: But which one of those two, I wouldn't commit myself.

Band: What is reality, Mr. Podolsky?

Podolsky: Something more than just subjective information.

Aharonov: Who would like to challenge that? (Podolsky chuckles)
e o
fosen: Well, I would like to say that I hawssll changed my views in any
speode® way since more than twenty-five years ago when I first started
/;L.;.* ?;“,.fnzc.m *
working onq!’.. #But, mind you, I accept guantum mechanics because we don't

have any better thzory than ‘1:.E1atj and it works wvery nicely ssesbeskesmg iy

casamy at least in non-relativistic cases.

Furry; You mean you also teach your students quantum mechanics?
}'tg_.;ﬂ'_nnﬂ: h, yes. I certainly do. J—Rever=disores—theso—thinpsr—with—then,
sspectaliy—tr—nsletrrPrdeisiy=-Resan-paradsx, I never discuss these things

e P
with them, at-dessd in the elementary covrse. S when I picture an electron,

I picture it as a particle with position and momentum, even though the wave

W L, = rait y
function ee™¥ able tc describe these things. Maybe I shouldwlk do that, Cont.
floweowsmg I do. And el like to make the picture consistent by Wh}"

quantum mechanics in the following way. Since quantum mechanics gives
probabilities, I fsed that the assertions of quantum mechanics are

assertions that apply not to one particle but to an ensemble of particles,

and I would like to say something along the lines that Dr. Furry discussed

L, S

yesterday. ¥ like to think of tHhr—itnof-ermemrie—shich—S$e—tmowras—=a
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coherent ensemble that corresponds to a pure state, and an incoherent

Caesr
ensemble that corresponds to, a mixed state. &ﬂi__gx the, coherefit ansemble
M Mv W‘*’f"-‘e"‘n}' o

However, if we tey a measuwrement on this particle to get information

. dcat-darnce #“%
about it, and at the same time disturb i}rmﬁ:ﬂgﬂ: guantum mechanics,
then eme changew its state, putp it inte a different ensemble, whieh-one

Reeds—tomale prodiciions aboulrprebabilities. So I would say that I
W ,b'fr'-l-np

still think quantum mechanics is incomplete because i%s a statistical theory,
A

not a theory ﬁfj:.sringle entity.

Band: One question from our group, Dr. Shimony.

Dr. Shimony: (speaks from the audience) I think much of what I wanted to

ask has been coversd, but let me say it anyway because :rou “ée thought of
- *aritdddrd"
more things to add te=théewprobiems Thatts what Professor Wigner
Lttt Lo

emphasized last night and i@ come up again today. Even when one discusses
macroscopic objects, there are states that have no classical analog, they are
states which are superpositions, states in which macroscopic observables have
different values. And various physicists, Ludwig in particular, have claimed
that these states are in a sense undetectable. They are undistinguish-able from
mixtures. Now we know that experiments are devilishly ingenious.

K avtharng ° S
So can Hi® view be maintained? Is it really inconceivable that no real

‘Jl".r T ) o ]

experiment, nut-l‘nb iedahken experiment, can be designed which can detect
differences on this point. Esiiape-aib-efdishassbeerroaie.

Furry: Well, we've thought about this awfully hard up here. And I must say,
I am convinced that I was incorrect and that Professor Wigner is entirely

correct in saying there's no trouble about phases in the little case

P b ,i{_ M{M M-J"&q./
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of three coordinates I had up here. The reason for the incoherence is actually
an orthogonality here and not a question of indeterminate phase. This will
remain true, I'm sure, no matter how many coordinate systems there are, no
matter how many more coordinate systems I put on. He is entirely correct about
all of that. One could, I think, offer in this connection a third way of
defining what we mean by a mixed state. We can say that typically the mixed
state is defined either as I did it yesterday, with an actual collection of
bilinear expressions in the wave functions. Or it's defined with a linear
combination, with the prescription that one is to average over all the phases
that are completely unknown. One can also say that one has a mixed state
whenever one has a linear combination in which independent coordinates or
orthogonal wave functions occur in each of the terms so that interference is
made impossible by that. Now if one did that, that would justify this idea -
which has been so often suggested and never

satisfactorily established mathematically -- of what happens to the
macroscopic case. So that the reduction of the wave packets, so-called, has
practically been accomplished. It merely remains for us, perhaps, to look and
see which parts it's collapsed into. However, Professor Wigner made a remark
which you have just made also. There's no telling what the experimentalists
will learn to measure next. It seems a little hard for me when I think of
something that has been done on a photographic plate. And then when this
technician reaches up and grabs a large bottle of reagent and slops some into
the tray and develops this thing and certain grains get developed. It seems
to me that so many new coordinates are brought in and such completely unknown
and randomly chosen coordinates in this reagent that determines the
development of the grains. Well, really I believe those grains developed

whether I looked at them or not, you see, and I'm really too old
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to believe in the branching that Mr. Everett believes in, — in the parallel
universes of Mr. Everett and things like that. But for instance, if I were to
take cosmic rays that come right down through the air of this room rather
frequently. They are leaving trails of ionized molecules. The fact that we
haven't set up the right conditions of super-saturated vapor to render them
visible doesn't mean they aren't really there. But according
to the point of view that E'mb,'_&- all the emphasis on cognition, they aren't
even in the cloud chamber unless you take a picture! (Furry shouts) And they
are not even in the cloud chamber or in the picture then unless you look at
it! (Furry shouts until Wigner finally speaks again).

Wigner: It is done. It is surely agreed that it is done. We will surely
admit that it is done.

Aharonov: (tries to speak)

Furry: I can't go that far, somehow.

Wigner: It is done. If I will surely admit that it is done.

Rosen: Any other comments?

Carmi: I would like to pose the same question from a little bit different
angle. Again I would like to ask Professor Wigner about it. What would he
say is the quantum mechanical definition of the classical body?

Aharonov: You mean macroscopic.

Carmi: Yes, macroscopic.

Wigner: I might use the example which Professor Furry put forward.

Namely, a classical object is an object which I cannot break into two
coherent states and observe that it's in two coherent states. Let me amplify
this just a little bit. If I have an electron, and catch it in these two

states in which the spin is up and down, I can break it into a state of a

linear combination of these two in which the spin is in this direction and I
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can afterwards check. In other words, I can prepare a linear combination
and then see that it was a definite linear combination, we know that, of
course. I can combine it with coefficient 1 and 1, it will be directed this
way, directed in this direction. If I take a linear combination with 1 and i
it will be in this direction, and with 1 and -1, down.
Shimony: This is a most interesting definition, partly because of what it
omits. You don't make any reference to number of degrees of freedom in
this definition as you. have just said it, so that (Wigner begins to interrupt
him, but stops.) Shimony continues: It could be that the structure is
important.

Wigner: It could be, but I don't know. And in following Professor Furry's

thought -
Merzbacher: I don't think you've given the definition quite yet.
Wigner: No, I did not.

Merzbacher: Oh, I don't think you've finished. You haven't referred to
the definition yet.

Wigner: No, I did not give a very complete example for the other thing.

Now similarly it is clear that if I have a solid body, it could be here, it
could be here, it could be here. Or I could make possibly a linear
combination of it's being here, and its being here, with a coefficient 1.
And I could make a linear combination with a coefficient i. Now the two
would have different properties. If I let it fall on a mirror and reflect
it back, they could behave differently. But if I, in practice, am not able
to do it so that I can check afterwards that the two coefficients are in
the ratio of either 1 or i, then I would say it is macroscopic. This also
means that it is not the body which is macroscopic, but certain properties

of it are macroscopic.
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Aharonov: What about the fact that if it's here or there? It's only

a different phase relation between momentum states.

Wigner: Well, that is true.

Aharonov: I mean because, after all, that's the fact that if you say it can

be either here or here, it means you can distinguish between different
combinations, linear decompositions of momentum states of the same classical
object.

Wigner: Yes, that is true. Let me say again what Dr. Aharonov said, because
he said it very fast. "Now surely", Dr. Aharonov said, "you talk foolishly"
Aharonov: (interrupted) I didn't say that.

Wigner: If I had been he, I would have said it — "you talk foolishly".
Because the mere fact that the body is here and that we certainly can
accomplish, means phase relations between its states of momentum in this
direction. Right?

Aharonov: Right.

Wigner: Because the fact that we say that its at point zero means that the
different momentum states are in phase, and that is just another expression
for this. But you said, and I hope now to say, that the body is not

macroscopic, but as I said, it is the property that is macroscopic and the

property which is not macroscopic.

Furry: In fact, you said that only some coordinates of it would be

macroscopic. You

mentioned position and by this one presumably means the center of mass

position. The center of mass, of course, is never a macroscopic coordinate.

You could always reduce it to another Schrodinger equation in that coordinate.
The center of mass, even of the moon, you see is a quantum mechanical thing.
It is, of course, so heavy that the uncertainty principle doesn't make any
trouble with astronomy, but the center of mass --
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Wigner: If I follow your definition, I would say it is a macroscopic
coordinate, the center of mass, because I cannot make a linear combination
with definite coefficients between different positions of the center of
mass.

Furry: Oh, yes, you can. It's just a coordinate of this point in space,

but there is one factor in the wave function for the whole business, for the
whole moon. You can write one which depends on the center of mass only and
that's just as definite a factor that wave function has as we would say a
hydrogen atom has such a factor.

Wigner: Yes, but it is one position. If I want to put the article here

and here, if I want to take something as light as this, — even something

as light as this, — and I want to put it here and here with equal probability
and establish a phase relation between the two parts of the wave function,
then I will not be able to.

Aharonov: Is not your point the following: Make the phase relation between
these two positions — you get more definite momentum. Now since the mass is
very heavy, the momentum can be different in quite a large amount without
affecting the velocity of the particle. Therefore, you can have quite an
arbitrary phase relationship between position and still not say very much as far
as velocity is concerned. Then we have to wait for a very long time until
these two states are really distinguished as far as velocity or later
position will be. So it's a problem of how long can you wait and how long
can you really isolate the system. And there are all kinds of complicated
questions.

Wigner: We have the two states if one waits long enough. You can
distinguish them, because the difference is magnified.

Furry: It's being bombarded by all those photons.
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Aharonov: Yes. You can have a way.

Wigner: Well, I don't know. I am probably a little out of my depth when I
answer that question.

Rosen: We have covered two questions so far. If there are no further
comments on them we have just time enough to touch on the next question,

which is as follows: "Does the concept of gauge have physical significance?

If so, what. If not, why not get rid of it in the mathematical formulation.

I think perhaps Dr. Aharonov would like to answer.

Aharonov: Well, I consider the question of gauge. One has to distinguish
between the classical electromagnetic theory and the quantum electromagnetic
theory. By the way, does the question refer to the gauge of electromagnetic
theory?

Rosen: It doesn't say.

Aharonov: Well, there's a gauge in general relativity theory. Let us stick
to electromagnetic theory. First of all, when you consider the gauge in
classical electromagnetic theory it will disclose invariance under gauge
transformation. On the other hand, it's also true that if one wants to
discuss the theory in canonical formalism, namely to introduce the
Hamiltonian and so on, one has to use the potentials, and therefore, one gets
the problem of gauge. The question - why do you use it, why don't you get
rid of it, even there is a matter of convenience. If, for example, it's more
convenient you might choose to describe the theory in a canonical formalism,
or to use the theory in canonical formalism, and therefore to use some things
which are not actually observable. To the question of why don't you get rid
of these things, well, it's a matter of convenience. We don't just get rid
of potentials just to avoid something that we use in classical theory,

because the formalism with potentials is more — well, I think it's
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more convenient to handle. When one comes to quantum theory, as long as

one discusses c-number gauge transformations -- by this I mean that if

you change potentials only by well defined classical numbers -- then the
same story is still true. One can make such a gauge transformation and not
change any observable consequences of the theory. Again the gauge is more
convenient to use with potentials because of the reasons that I gave before.
But then, there is something new here in quantum theory because one can
describe quantum gauges. Namely, one can describe a situation in which
potentials are not exactly defined even though they don't correspond to
electric or magnetic fields. They are correlated with different kinds of
quantum operators. And in this case I want to get to make a point that there
is some new significance of these quantum fluctuations of potentials, some
new theories of quantum fluctuations of potentials. But I think these
theories are now being formulated and we don't know how far one can get. There
is only some indication that there are some new possibilities. Perhaps there
is some new information for interaction. So to conclude, I would say the
following: As far as classical electromagnetic theory is concerned, it is
nearly impossible to discover a theory in which the gauge and electromagnetic
potentials of the theory are physically necessary. They are just for
convenience in classical questions of calculating interaction. Now when you
get to quantum theory, there are some other problems. It's still an open
question how far one can go.

Rosen: Any further comments on this question?

Wohlkopf: (speaks from the audience) Even if one accepts the fact that
potentials are very useful in the description of an electromagnetic system,
one might ask the question, "Exist there mathematical quantities in which the
potentials are uniquely given so that the equation of a gauge transformation

doesn't even enter the picture?"
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Rosen: (to Aharonov) Do you want to answer this too?

Aharonov: Yes. I do not think there already exists such a case because
when you go into quantum theory one can take any classical well defined
function, and perform a gauge transformation, and no observable will be
changed. So, therefore, I don't believe that one has a theory where the
potentials are defined uniquely completely. Maybe from the measurements
in the laboratory this distinction will apply. I hope that I have

answered your question. So that is the case as far as I know it

Rosen: Even if you impose the Lorentz condition on the potentials, there
is still a possibility of a gauge transformation of a restricted kind. And
when the gauge function satisfies the wave equation that's as much
restriction as one can impose upon it. Any other questions or comments?
If not, I think our time is about up. I would like to thank the audience

for its patience all through this discussion.

End of Tuesday afternoon Panel Discussion.
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The Evolution of the Physicist's
Picture of Nature

An account of how physical theory has developed in

the past and how, in the light of this development,

it can perhaps be expected to develop in the future

n this article I should like to discuss

the development of general physical

theory: how it developed in the past
and how one may expect it to develop in
the future. One can look on this con-
tinual development as a process of evo-
lution, a process that has been going on
for several centuries.

The first main step in this process of
evolution was brought about by Newton.
Before Newton, people looked on the
world as being essentially two -dimen-
sional—the two dimensions in which one
can walk about—and the up-and-down
dimension seemed to be something es-
sentially different. Newton showed how
one can look on the up-and-down direc-
tion as being symmetrical with the other
two directions, by bringing in gravita-
tional forces and showing how they take
their place in physical theory. One can
say that Newton enabled us to pass from
a picture with two-dimensional sym-
metry to a picture with three-dimension-
al symmetry.

Einstein made another step in the
same direction, showing how one can
pass from a picture with three-dimen-
sional symmetry to a picture with four-
dimensional symmetry. Einstein brought
in time and showed how it plays a role
that is in many ways symmetrical with
the three space dimensions. However,
this symmetry is not quite perfect. With
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Einstein's picture one is led to think of
the world from a four-dimensional point
of view, but the four dimensions are not
completely symmetrical. There are some
directions in the four-dimensional pic-
ture that are different from others: di-
rections that are called null directions,
along which a ray of Ight can move;
hence the four-dimensional picture is not
completely symmetrical. Still, there is a
great deal of symmetry among the four
dimensions. The only lack of symmetry,
so far as concerns the equations of phys-
ics, is in the appearance of a minus sgn
in the equations with respect to the time
dimension as compared with the three
space dimensions [see top equation on
page 8.

We have, then, the development from
the three-dimensional picture of the
world to the four-dimensional picture.
The reader will probably not be happy
with this situation, because the world
still appears three-dimensional to his
consciousness. How can one bring this
appearance into the four-dimensional
picture that Einstein requires the physk
cist to have?

What appears to our consciousness is
really a three-dimensional section of the
four-dimensional picture. We must take
a three-dimensional section to give us
what appears to our consciousness at one
time; at a later time we shall have a

different three-dimensional section. The
task of the physicist consists largely of
relating events in one of these sections to
events in another section referring to a
later time. Thus the picture with four-
dimensional symmetry does not give us
the whole situation. This becomes par-
ticularly important when one takes into
account the developments that have
been brought about by quantum theory.
Quantum theory has taught us that we
have to take the process of observation
into account, and observations usually
require us to bring in the three-dimen-
sional sections of the four-dimensional
picture of the universe.

The special theory of relativity, which
Einstein introduced, requires us to put
all the laws of physics into a form that
displays four-dimensional symmetry. But
when we use these laws to get results
about observations, we have to bring in
something additional to the four-dimen-
sional symmetry, namely the three-di-
mensional sections that describe our
consciousness of the universe at a cer-
tain time.

Einstein made another most important
contribution to the development of our
physical picture: he put forward the
general theory of relativity, which re-
quires us to suppose that the space of
physics is curved. Before this physicists



had always worked with a flat space, the
three-dimensional flat space of Newton
which was then extended to the four-
dimensional flat space of special relativ-
ity. General relativity made a really im-
portant contribution to the evolution of
our physical picture by requiring us to
go over to curved space. The general re-
quirements of this theory mean that all
the laws of physics can be formulated in
curved four-dimensional space, and that
they show symmetry among the four
dimensions. But again, when we want to
bring in observations, as we must if we
look at things from the point of view of
quantum theory, we have to refer to a
section of this four-dimensional space,
With the four-dimensional space curved,
any section that we make in it also has to
be curved, because in general we cannot
give a meaning to a flat section in a
curved space. This leads us to a picture
in which we have to take curved three-
dimensional sections in the curved four-
dimensional space and discuss observa-
tions in these sections.

During the past few years people have
been trying to apply quantum ideas to

gravitation as well as to the other
phenomena of physics, and this has led
to a rather unexpected development,
namely that when one looks at gravita-
tional theory from the point of view of
the sections, one finds that there are
some degrees of freedom that drop out
of the theory. The gravitational field is
a tensor field with 10 components. One
finds that six of the components are ade-
quate for describing everything of physt
cal importance and the other four can be
dropped out of the equations. One can-
not, however, pick out the six important
components from the complete set of 10
in any way that does not destroy the
four-dimensional symmetry. Thus if one
insists on preserving four-dimensional
symmetry in the equations, one cannot
adapt the theory of gravitation to a dis -
cussion of measurements in the way
quantum theory requires without being
forced to a more complicated description
than is needed by the physical situation,
This result has led me to doubt how
fundamental the four-dimensional re-
quirement in physics is. A few decades
ago it seemed quite certain that one had

ISAAC NEWTON (1642-1727), with his law of gravitation, changed the physicist's picture
of nature from one with two-dimensional symmetry to one with three-dimensional symmetry.
This drawing of him was made in 1760 by James Macardel from a painting by Enoch Seeman.

to express the whole of physics in four-
dimensional form. But now it seems that
four-dimensional symmetry is not of such
overriding importance, since the descrip-
tion of nature sometimes gets simplified
when one departs from it.

Now I should like to proceed to the
developments that have been brought
about by quantum theory. Quantum
theory is the discussion of very small
things, and it has formed the main sub-

ject of physics for the past 60 years.

During this period physicists have been
amassing quite a lot of experimental in-
formation and developing a theory to
correspond to it, and this combination of
theory and experiment has led to im-
portant developments in the physicist's
picture of the world.

The quantum first made its appear-
ance when Planck discovered the need
to suppose that the energy of electro -
magnetic waves can exist only in mul-
tiples of a certain unit, depending on the
frequency of the waves, in order to ex-
plain the law of black-body radiation.
Then Einstein discovered the same unit
of energy occurring in the photoelectric
effect. In this early work on quantum
theory one simply had to accept the unit
of energy without being able to incor-
porate it into a physical picture.

The first new picture that appeared
was Bohr's picture of the atom. It was a
picture in which we had electrons mov-
ing about in certain well-defined orbits
and occasionally making a jump from
one orbit to another. We could not pic-
ture how the jump took place. We just
had to accept it as a kind of discon-
tinuity. Bohr's picture of the atom
worked only for special examples, essen-
tially when there was only one electron
that was of importance for the problem
under consideration. Thus the picture
was an incomplete and primitive one.
The big advance in the quantum
theory came in 1925, with the discovery
of quantum mechanics. This advance
was brought about independently by two
men, Heisenberg first and Schrodinger
soon afterward, working from different
points of view. Heisenberg worked keep-
ing close to the experimental evidence
about spectra that was being amassed at
that time, and he found out how the ex
perimental information ould be fitted
into a scheme that is now known as
matrix mechanics. All the experimental
data of spectroscopy fitted beautifully
into the scheme of matrix mechanics, and
this led to quite a different picture of the
atomic world. Schrodinger worked from
a more mathematical point of view, try-
ing to find a beautiful theory for describ-



ing atomic events, and was helped by De
Broglie's ideas of waves associated with
particles. He was able to extend De
Broglie's ideas and to get a very beautiful
equation, known as Schrodinger's wave
equation, for describing atomic proc-
esses. Schrodinger got this equation by
pure thought, looking for some beautiful
generalization of De Broglie's ideas, and
not by keeping close to the experimental
development of the subject in the way
Heisenberg did.

I might tell you the story I heard from
Schrodinger of how, when he first got
the idea for this equation, he immediate-
ly applied it to the behavior of the elec-
tron in the hydrogen atom, and then he
got results that did not agree with ex
periment. The disagreement arose be-
cause at that time it was not known that
the electron has a spin. That, of course,
was a great disappointment to Schro-
dinger, and it caused him to abandon the
work for some months. Then he noticed
that if he applied the theory in a more
approximate way, not taking into ac-
count the refinements required by rela-
tivity, to this rough approximation his
work was in agreement with observa-
tion. He published his first paper with
only this rough approximation, and in
that way Schrodinger's wave equation
was presented to the world. Afterward,
of course, when people found out how to
take into account correctly the spin of
the electron, the discrepancy between
the results of applying Schrodinger's rel-
ativistic equation and the experiments
was completely cleared up.

I think there is a moral to this story,
namely that it is more important to have
beauty in one's equations than to have
them fit experiment. If Schrodinger had
been more confident of his work, he
could have published it some months
earlier, and he could have published a
more accurate equatio n. That equation is
now known as the Klein-Gordon equa-
tion, although it was really discovered by
Schrodinger, and in fact was discovered
by Schrodinger before he discovered his
nonrelativistic treatment of the hydro-
gen atom. It seems that if one is working
from the point of view of getting beauty
in one's equations, and if one has really
a sound insight, one is on a sure line of
progress. If there is not complete agree-
ment between the results of one's work
and experiment, one should not allow
oneself to be too discouraged, because
the discrepancy may well be due to
minor features that are not properly
taken into account and that will get
cleared up with further developments of
the theory.

4

ALBERT EINSTEIN (1879-1955), with his special theory of relativity, changed the physi-
cist's picture from one with three-dimensional symmetry to one with four-dimensional sym-
metry. This photograph of him and his wife and their daughter Margot was made in 1929.

That is how quantum mechanics was
discovered. It led to a drastic change
in the physicist's picture of the world,
perhaps the biggest that has yet taken
place. This change comes from our hav-
ing to give up the deterministic picture
we had always taken for granted. We are
led to a theory that does not predict with
certainty what is going to happen in the
future but gives us information only
about the probability of occurrence of
various events. This giving up of deter-
minacy has been a very controversial
subject, and some people do not like it at
all. Einstein in particular never liked it.

Although Einstein was one of the great
contributors to the development of quan-
turn mechanics, he still was always rath-

er hostile to the form that quantum
mechanics evolved into during his life-
time and that it still retains,

The hostility some people have to the
giving up of the deterministic picture
can be centered on a much discussed
paper by Einstein, Podolsky and Rosen
dealing with the difficulty one has in
forming a consistent picture that still
gives results according to the rules of
quantum mechanics. The rules of quan-
turn mechanics are quite definite. People



moved about the nucleus in well-defined orbits. This photograph
was made in 1922, nine years after the publication of his paper.

know how to calculate results and how to
compare the results of their calculations
with experiment. Everyone is agreed on
the formalism. It works so well that no-
body can afford to disagree with it. But
still the picture that we are to set up
behind this formalism is a subject of
controversy.

1 should like to suggest that one not
worry too much about this controversy. I
feel very strongly that the stage physics
has reached at the present day is not the
final stage. It is just one stage in the evo-
lution of our picture of nature, and we
should expect this process of evolution
to continue in the future, as biological
evolution continues into the future. The
present stage of physical theory is mere-
ly a steppingstone toward the better
stages we shall have in the future. One
can be quite sure that there will be better
stages simply because of the difficulties
that occur in the physics of today.

I should now like to dwell a bit on
the difficulties in the physics of the
present day. The reader who is not an
expert in the subject might get the idea
that because of all these difficulties
physical theory is in pretty poor shape
and that the quantum theory is not much
good. I should like to correct this impres -
sion by saying that quantum theory is an
extremely good theory. It gives wonder-
ful agreement with observation over a
wide range of phenomena. There is no
doubt that it is a good theory, and the
only reason physicists talk so much about

the difficulties in it is that it is precisely
the difficulties that are interesting. The
successes of the theory are all taken for
granted. One does not get anywhere
simply by going over the successes again
and again, whereas by talking over the
difficulties people can hope to make
Some progress.

The difficulties in quantum theory are
of two kinds. I might call them Class One
difficulties and Class Two difficulties.
Class One difficulties are the difficulties
I have already mentioned: How can one
form a consistent picture behind the
rules for the present quantum theory?
These Class One difficulties do not really
worry the physicist. If the physicist
knows how to calculate results and com-
pare them with experiment, he is quite
happy if the results agree with his ex
periments, and that is all he needs. It is
only the philosopher, wanting to have a
satisfying description of nature, who is
bothered by Class One difficulties.

There are, in addition to the Class One
difficulties, the Class Two difficulties,
which stem from the fact that the present
laws of quantum theory are not always
adequate to give any results. If one
pushes the laws to extreme conditions—
to phenomena involving very high ener-
gies or very small distances—one some-
times gets results that are ambiguous or
not really sensible at all. Then it is clear
that one has reached the limits of appli-
cation of the theory and that some fur-
ther development is needed. The Class
Two difficulties are imp ortant even for

MAX PLANCK (1858-1947) introduced the idea that electro-
magnetic radiation consists of quanta, or particles. This
photograph was made in 1913, 13 years after his original paper

the physicist, because they put a limita-
tion on how far he can use the rules of
quantum theory to get results compara-
ble with experiment.

1 should like to say a little more about
the Class One difficulties. I feel that one
should not be bothered with them too
much, because they are difficulties that
refer to the present stage in the develop-
ment of our physical picture and are
almost certain to change with future de-
velopment. There is one strong reason, I
think, why one can be quite confident
that these difficulties will change. There
are some fundamental constants in na-
ture: the charge on the electron (desig-
nated e), Planck's constant divided by
2p (designated 7 ) and the velocity of
light (c¢). From these fundamental con-
stants one can construct a number that
has no dimensions: the number %c/e>.
That number is found by experiment to
have the value 137, or something very
close to 137. Now, there is no known
reason why it should have this value
rather than some other number. Various
people have put forward ideas about it,
but there is no accepted theory. Still,
one can be fairly sure that someday
physicists will solve the problem and
explain why the number has this value.
There will be a physics in the future that
works when #ic/e? has the value 137
and that will not work when it has any
other value.

The physics of the future, of course,
cannot have the three quantities 7 , e and
¢ all as fundamental quantities. Only two
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of them can be fundamental, and the
third must be derived from those two. It
is almost certain that ¢ will be one of the
two fundamental ones. The velocity of
light, ¢, is so important in the four-
dimensional picture, and it plays such a
fundamental role n the special theory of
relativity, correlating our units of space
and time, that it has to be fundamental.
Then we are faced with the fact that of
the two quantities % and e, one will be
fundamental and one will be derived. If
#i is fundamental, e will have to be ex-
plained in some way in terms of the
square root of 7, and it seems most un-
likely that any fundamental theory can
give e in terms of a square root, since
square roots do not occur in basic equa-
tions. It is much more likely that e will
be the fundamental quantity and that
% will be explained in terms of ¢’. Then
there will be no square root in the basic
equations. I think one is on safe ground
if one makes the guess that in the physk
cal picture we shall have at some future
stage e and ¢ will be fundamental quan-
tities and % will be derived.

If % is a derived quantity instead of a
fundamental one, our whole set of ideas
about uncertainty will be altered: 7% is
the fundamental quantity that occurs in
the Heisenberg uncertainty relation con-
necting the amount of uncertainty in a
position and in a momentum. This un-
certainty relation cannot play a funda-
mental role in a theory in which 7
itself is not a fundamental quantity. I
think one can make a safe guess that
uncertainty relations in their present form
will not survive in the physics of the
future.

Of course there will not be a return to
the determinism of classical physial
theory. Evolution does not go backward.
It will have to go forward. There will
have to be some new development that
is quite unexpected, that we cannot
make a guess about, which will take us
still further from classical ideas but
which will alter completely the discus-
sion of uncertainty relations. And when
this new development occurs, people

will find it all rather futile to have had so
much of a discussion on the role of ob-
servation in the theory, because they will
have then a much better point of view

from which to look at things. So I shall

say that if we can find a way to describe
the uncertainty relations and the in-
determinacy of present quantum me-
chanics that is satisfying to our philo-
sophical ideas, we can count ourselves

lucky. But if we cannot find such a way,

it is nothing to be really disturbed

about. We simply have to take into ac-
count that we are at a transitional stage
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and that perhaps it is quite impossible to
get a satisfactory picture for this stage.
I have disposed of the Class One dif-
ficulties by saying that they are really
not so important, that if one can make
progress with them one can count one-
self lucky, and that if one cannot it is
nothing to be genuinely disturbed about.
The Class Two difficulties are the really
serious ones. They arise primarily from
the fact that when we apply our quan-
turn theory to fields in the way we have
to if we are to make it agree with special
relativity, interpreting it in terms of the
three-dimensional sections I have men-
tioned, we have equations that at first
look all right. But when one tries to solve
them, one finds that they do not have any
solutions. At this point we ought to say
that we do not have a theory. But physi
cists are very ingenious about it, and
they have found a way to make prog-
ress in spite of this obstacle. They find
that when they try to solve the equations,
the trouble is that certain quantities
that ought to be finite are actually in-
finite. One gets integrals that diverge
instead of converging to something defi-
nite. Physicists have found that there is a

way to handle these infinities according
to certain rules, which makes it possible
to get definite results. This method is

known as the renormalization method,

1 shall merely explain the idea in words,
We start out with a theory involving
equations. In these equations there occur
certain parameters: the charge of the
electron, e, the mass of the electron, m,
and things of a similar nature. One then
finds that these quantities, which appear
in the original equations, are not equal
to the measured values of the charge and
the mass of the electron. The measured
values differ from these by certain cor-
recting terms—Ae, A m and so on—so
that the total charge is e + Ae and
the total mass m + Am. These changes
in charge and mass are brought about
through the interaction of our elemen-
tary particle with other things. Then one
says that e + Ae and m + Am, being
the observed things, are the important
things. The original e and m are just
mathematical parameters; they are un-
observable and therefore just tools one
can discard when one has got far enough
to bring in the things that one can com+

LOUIS DE BROGLIE (1892-
waves. This photograph was made in 1929, five years after the appearance of his paper.

) put forward the idea that particles are associated with



pare with observation. This would be a
quite correct way to proceed if Ae
and Am were small (or even if they
were not so small but finite) corrections.
According to the actual theory, however,
Ae and Am are infinitely great. In spite
of that fact one can still use the formal-
ism and get results in terms of e + Ae
and m + A'm, which one can interpret
by saying that the original e and m have
to be minus infinity of a suitable amount
to compensate for the Ae and Am that
are infinitely great. One can use the
theory to get results that can be com
pared with experiment, in particular for
electrodynamics. The surprising thing is
that in the case of electrodynamics one
gets results that are in extremely good
agreement with experiment. The agree-
ment applies to many significant fig-
ures—the kind of accuracy that previ-
ously one had only in astronomy. It
is because of this good agreement that
physicists do attach some value to the
renormalization theory, in spite of its
illogical character.

It seems to be quite impossible to put
jthis theory on a mathematically sound
basis. At one time physical theory was all
built on mathematics that was inherently

sound. I do not say that physicists always
use sound mathematics; they often use
unsound steps in their calculations. But
previously when they did so it was
simply because of, one might say, lazi-
ness. They wanted to get results as
quickly as possible without doing un-
necessary work. It was always possible
for the pure mathematician to come
along and make the theory sound by
bringing in further steps, and perhaps by
mtroducing quite a lot of cumbersome
notation and other things that are desir-
able from a mathematical point of view
in order to get everything expressed
rigorously but do not contribute to the
physical ideas. The earlier mathematics
could always be made sound in that way,
but in the renormalization theory we
have a theory that has defied all the at-
tempts of the mathematician to make it
sound. I am inclined to suspect that the
renormalization theory is something that
will not survive in the future, and that
the remarkable agreement between its
results and experiment should be looked
on as a fluke.

This is perhaps not altogether surpris -
ing, because there have been similar
flukes in the past. In fact, Bohr's elec-
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FOUR-DIMENSIONAL SYMMETRY introduced by the special theory of relativity is not
quite perfect. This equation is the expression for the invariant distance in four-dimensional
space -time. The symbol s is the invariant distance; c, the speed of light; 7, time; x, y and z,
the three spatial dimensions. The d's are differentials. The lack of complete symmetry lies
in the fact that the contribution from the time direction (c’d’) does not have the same
sign as the contributions from the three spatial directions (— At?, — dy’ and — dz?).

ﬂ: If.f?

e dy* % Eiz'-')] 4

h? (&

th 8 2l S - A (e
(zreet * &) ¥ = [ -2 (Gm

SCHRODINGER'S FIRST WAVE EQUATION did not fit experimental results because it
did not take into account the spin of the electron, which was not known at the time. The
equation is a generalization of De Broglie's equation for the motion of a free electron. The
symbol e represents the charge on the electron; i, the square root of minus one; 4, Planck's
constant; r, the distance from the nucleus; i”, Schrodinger's wave function; m, the mass of
the electron. The symbols resembling sixes turned backward are partial derivatives.
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SCHRODINGER'S SECOND WAVE EQUATION is an approximation to the original
equation, which does not take into account the refinements that are required by relativity.

tron-orbit theory was found to give very
good agreement with observation as long
as one confined oneself to one-electron
problems. I think people will now say
that this agreement was a fluke, because
the basic ideas of Bohr's orbit theory
have been superseded by something
radically different. I believe the suc-
cesses of the renormalization theory will
be on the same footing as the successes
of the Bohr orbit theory applied to one-
electron problems.

The renormalization theory has re-
moved some of these Class Two dif-
ficulties, if one can accept the illogical
character of discarding infinities, but it
does not remove all of them. There are
a good many problems left over concern -
ing particles other than those that come
into electrodynamics: the new particles -
mesons of various kinds and neutrinos.
There the theory is still in a primitive
stage. It is fairly certain that there will
have to be drastic changes in our funda-
mental ideas before these problems can
be solved.

One of the problems is the one I have
already mentioned about accounting for
the number 137. Other problems are
how to introduce the fundamental length
to physics in some natural way, how to
explain the ratios of the masses of the
elementary particles and how to explain
their other properties. I believe separate
ideas will be needed to solve these dis -
tinct problems and that they will be
solved one at a time through successive
stages in the future evolution of physics.
At this point I find myself in disagree-
ment with most physicists. They are in-
clined to think one master idea will be
discovered that will solve all these prob-
lems together. I think it is asking too
much to hope that anyone will be able to
solve all these problems together. One
should separate them one from another
as much as possible and try to tackle
them separately. And I believe the fu-
ture development of physics will consist
of solving them one at a time, and that
after any one of them has been solved
there will still be a great mystery about
how to attack further ones.

I might perhaps discuss some ideas
I have had about how one can possibly
attack some of these problems. None of
these ideas has been worked out very
far, and I do not have much hope for any
one of them. But I think they are worth
mentioning briefly.

One of these ideas is to introduce
something corresponding to the luminif-
erous ether, which was so popular among
the physicists of the 19th century. I said
earlier that physics does not evolve back-



ward. When I talk about reintroducing
the ether, I do not mean to go back to
the picture of the ether that one had in
the 19th century, but I do mean to intro-
duce a new picture of the ether that will
conform to our present ideas of quantum
theory. The objection to the old idea of
the ether was that if you suppose it to
be a fluid filling up the whole of space,
in any place it has a definite velocity,
which destroys the four-dimensional
symmetry required by Einstein's special
principle of relativity. Einstein's special
relativity killed this idea of the ether.

But with our present quantum theory
we no longer have to attach a definite
velocity to any given physical thing, be-
cause the velocity is subject to uncer-
tainty relations. The smaller the mass of
the thing we are interested in, the more
important are the uncertainty relations.
Now, the ether will certainly have very
little mass, so that uncertainty relations
for it will be extremely important. The
velocity of the ether at some particular
place should therefore not be pictured as
definite, because it will be subject to un-
certainty relations and so may be any-
thing over a wide range of values. In that
way one can get over the difficulties of
reconciling the existence of an ether with
the special theory of relativity.

There is one important change this
will make in our picture of a vacuum. We
would like to think of a vacuum as a
region in which we have complete sym-
metry between the four dimensions of
space-time as required by special relativ-
ity. If there is an ether subject to uncer-
tainty relations, it will not be possible to
have this symmetry accurately. We can
suppose that the velocity of the ether is
equally likely to be anything within a
wide range of values that would give the
symmetry only approxi mately. We can-
not in any precise way proceed to the
limit of allowing all values for the veloc-
ity between plus and minus the velocity
of light, which we would have to do in
order to make the symmetry accurate.
Thus the vacuum becomes a state that is
unattainable. I do not think that this is a
physical objection to the theory. It would
mean that the vacuum is a state we can
approach very closely. There is no limit
as to how closely we can approach it,
but we can never attain it. I believe
that would be quite satisfactory to the
experimental physicist. It would, how-
ever, mean a departure from the notion
of the vacuum that we have in the
quantum theory, where we start off with
the vacuum state having exactly the
symmetry required by special relativity.

That is one idea for the development
of physics in the future that would
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ERWIN SCHRODINGER (1887-1961) devised his wave equation by extending De Broglie's
idea that waves are associated with particles to the electrons moving around the nucleus.
This photograph was made in 1929, four years after he had published his second equation.

change our picture of the vacuum, but
change it in a way that is not unaccept-
able to the experimental physicist. It has

proved difficult to continue with the
theory, because one would need to set up
mathematically the uncertainty relations

for the ether and so far some satisfactory
theory along these lines has not been dis -
covered. If it could be developed satis -
factorily, it would give rise to a new kind
of field in physical theory, which might
help in explaining some of the elemen-
tary particles.

Another possible picture I should like
to mention concerns the question of
why all the electric charges that are ob-
served in nature should be multiples of
one elementary unit, e. Why does one
not have a continuous distribution of
charge occurring in nature? The picture
I propose goes back to the idea of
Faraday lines of force and involves a
development of this idea. The Faraday

lines of force are a way of picturing elec-
trie fields. If we have an electric field in
any region of space, then according to
Faraday we can draw a set of lines that
have the direction of the electric field,
The closeness of the lines to one another
gives a measure of the strength of the
field—they are close where the field is
strong and less close where the field is
weak. The Faraday lines of force give
us a good picture of the electric field in
classical theory.

When we go over to quantum theory,
we bring a kind of discreteness into our
basic picture. We can suppose that the
continuous distribution of Faraday lines
of force that we have in the classical pic-
ture is replaced by just a few discrete
lines of force with no lines of force be-
tween them.

Now, the lines of force in the Faraday
picture end where there are charges.
Therefore with these quantized Faraday
lines of force it would be reasonable to



suppose the charge associated with each
line, which has to lie at the end if the

line of force has an end, is always the
same (apart from its sign), and is al-

ways just the electronic charge, — e or
+ e. This leads us to a picture of discrete

Faraday lines of force, each associated
with a charge, — e or + e. There is a di-

rection attached to each line, so that the

ends of a line that has two ends are not
the same, and there is a charge + ¢ at

one end and a charge — e at the other.

We may have lines of force extending to

infinity, of course, and then there is no
charge.

If we suppose that these discrete
Faraday lines of force are something
basic in physics and lie at the bottom of
our picture of the electromagnetic field,
we shall have an explanation of why
charges always occur in multiples of e.
This happens because if we have any
particle with some lines of force ending
on it, the number of these lines must be
a whole number. In that way we get
a picture that is qualitatively quite rea-
sonable.

We suppose these lines of force can

move about. Some of them, forming
closed loops or simply extending from
minus infinity to infinity, will correspond
to electromagnetic waves. Others will
have ends, and the ends of these lines
will be the charges. We may have a Hne
of force sometimes breaking. When that
happens, we have two ends appearing,
and there must be charges at the two
ends. This process—the breaking of a line
of force—would be the picture for the
creation of an electron (e-) and a post
tron (e”). It would be quite a reason-
able picture, and if one could develop it,
it would provide a theory in which e
appears as a basic quantity. I have not
yet found any reasonable system of equa-
tions of motion for these lines of force,
and so I just put forward the idea as a
possible physical picture we might have
in the future.

There is one very attractive feature

in this picture. It will quite alter the
discussion of renormalization. The re-
normalization we have in our present
quantum electrodynamics comes from
starting off with what people call a bare
electron—an electron without a charge

WERNER HEISENBERG (1901 -
dinger theory, accounted for the motions of the electron. This photograph was made in 1929.

) introduced matrix mechanics, which, like the Schro-

on it. At a certain stage in the theory one
brings in the charge and puts it on the

electron, thereby making the electron

interact with the electromagnetic field.

This brings a perturbation into the equa-
tions and causes a change in the mass of
the electron, the Am, which is to be

added to the previous mass of the elec-
tron. The procedure is rather roundabout
because it starts off with the unphysical
concept of the bare electron. Probably in
the improved physical picture we shall
have in the future the bare electron will
not exist at all.

Now, that state of affairs is just what
we have with the discrete lines of force.
We can picture the lines of force as
strings, and then the electron in the pic-
ture is the end of a string. The string it-
self is the Coulomb force around the
electron. A bare electron means an elec-
tron without the Coulomb force around
it. That is inconceivable with this pic-
ture, just as it is inconceivable to think of
the end of a piece of string without think-
ing of the string its elf. This, I think, is the
kind of way in which we should try to
develop our physical picture—to bring in
ideas that make inconceivable the things
we do not want to have. Again we have a
picture that looks reasonable, but I have
not found the proper equations for de-
veloping it.

I might mention a third picture with
which I have been dealing lately. It
involves departing from the picture of
the electron as a point and thinking of
it as a kind of sphere with a finite size.
Of course, it is really quite an old idea
to picture the electron as a sphere, but
previously one had the difficulty of dis -
cussing a sphere that is subject to ac-
celeration and to irregular motion. It
will get distorted, and how is one to deal
with the distortions? I propose that one
should allow the electron to have, in
general, an arbitrary shape and size.
There will be some shapes and sizes in
which it has less energy than in others,
and it will tend to assume a spherical
shape with a certain size in which the
electron has the least energy.

This picture of the extended electron
has been stimulated by the discovery of
the mu meson, or muon, one of the new
particles of physics. The muon has the
surprising property of being almost iden-
tical with the electron except in one
particular, namely, its mass is some 200
times greater than the mass of the elec-
tron. Apart from this disparity in mass
the muon is remarkably similar to the
electron, having, to an extremely high
degree of accuracy, the same spin and
the same magnetic moment in propor-
tion to its mass as the electron does. This



leads to the suggestion that the muon
should be looked on as an excited elec-
tron. If the electron is a point, picturing
how it can be excited becomes quite
awkward. But if the electron is the most
stable state for an object of finite size,
the muon might just be the next most
stable state in which the object under-
goes a kind of oscillation. That is an idea
I have been working on recently. There
are difficulties in the development of this
idea, in particular the difficulty of bring-
ing in the correct spin.

I have mentioned three possible ways
in which one might think of developing
our physical picture. No doubt there will
be others that other people will think
of. One hopes that sooner or later
someone will find an idea that really fits
and leads to a big development. I am
rather pessimistic about it and am in-
clined to think none of them will be good
enough. The future evolution of basic
physics—that is to say, a development
that will really solve one of the funda-
mental problems, such as bringing in the
fundamental length or calculating the
ratio of the masses—may require some
much more drastic change in our physk
cal picture. This would mean that in our
present attempts to think of a new physt
cal picture we are setting our imagina-
tions to work in terms of inadequate
physical concepts. If that is really the
case, how can we hope to make progress
in the future?

There is one other line along which
one can still proceed by theoretical
means. It seems to be one of the funda-
mental features of nature that finda-
mental physical laws are described in
terms of a mathematical theory of great
beauty and power, needing quite a high
standard of mathematics for one to un-
derstand it. You may wonder: Why is
nature constructed along these lines?
One can only answer that our present
knowledge seems to show that nature is
so constructed. We simply have to accept
it. One could perhaps describe the situa-
tion by saying that God is a mathema-
tician of a very high order, and He used
very advanced mathematics in construct-
ing the universe. Our feeble attempts at
mathematics enable us to understand a
bit of the universe, and as we proceed
to develop higher and higher mathe-
matics we can hope to understand the
universe better.

This view provides us with another
way in which we can hope to make ad-
vances in our theories. Just by studying
mathematics we can hope to make a
guess at the kind of mathematics that
will come into the physics of the future.
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LINES OF FORCE in an electromagnetic field, if they are assumed to be discrete in the
quantum theory, suggest why electric charges always occur in multiples of the charge of the
electron. In Dirac's view, when a line of force has two ends, there is a particle with charge
— e, perhaps an electron, at one end and a particle with charge + ¢, perhaps a positron, at
the other end. When a closed line of force is broken, an electron-positron pair materializes.

A good many people are working on the
mathematical basis of quantum theory,
trying to understand the theory better
and to make it more powerful and more
beautiful. If someone can hit on the
right lines along which to make this de-
velopment, it may lead to a future ad-
vance in which people will first discover
the equations and then, after examining
them, gradually learn how to apply
them. To some extent that corresponds
with the line of development that oc-
curred with Schrodinger's discovery of
his wave equation. Schrodinger discov-
ered the equation simply by looking for
an equation with mathematical beauty.
When the equation was first discovered,
people saw that it fitted in certain ways,
but the general principles according to
which one should apply it were worked
out only some two or three years later. It
may well be that the next advance in
physics will come about along these
lines: people first discovering the equa-

tions and then needing a few years of
development in order to find the physical
ideas behind the equations. My own be-
lief is that this is a more likely line of
progress than trying to guess at physical
pictures.

Of course, it may be that even this line
of progress will fail, and then the only
line left is the experimental one. Experi-
mental physicists are continuing their
work quite independently of theory, col-
lecting a vast storehouse of information,
Sooner or later there will be a new
Heisenberg who will be able to pick out
the important features of this informa-
tion and see how to use them in a way
similar to that in which Heisenberg used
the experimental knowledge of spectra
to build his matrix mechanics. It is in -
evitable that physics will develop ulti-
mately along these lines, but we may
have to wait quite a long time if people
do not get bright ideas for developing
the theoretical side.
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Dirac: I shall talk about a classical model of the electron
that has a finite size. It will be assumed to have a definite
boundary surface on which all the charge is concentrated. 1In a
relativistic theory there is a difficulty in attaching a
definite shape (e.g. a spherical shape) and a definite size to
the electron, because when the electron is accelerating, the
concepts of shape and size are not well defined, unless one
brings in artificial constraints. So I shall assume that the

shape and size are variable, i.e., the electron is deformable.

We then have to postulate a new force to hold the electron
together, otherwise it would fly apart under the Coulomb repulsion
of its surface charge. The simplest assumption for the new force
is that it is of the nature of a surface tension. This assumption

can easily be formulated relativistically.
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EProfessor—Piras FThlE model, of course, has the great defect
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that there is no spin in it. ¥ suppese this is necessary
because it is Jjust a preliminary attempt. /i B&::n:uz:oea ﬁevelap;._?
this theory, we shall want, of course, to apply quantum ideas to it. We
start off with a classical picture to which we can apply quantum ideas
later on. That means we must have a Hamiltonian, or, in more general terms,
we must have an action principle. So I take it as essential that we should
have an
action principle for the motion of this eleﬂtrnn.fﬂy an action
principle I mean one comprehensive action principle, such that applying it gives
us all the equations of motion that we want, namely, field equations for the

field outside the electron together with the equations of motion for the

electron as a whole, and equations of motion telling us how the shape and size

of the electron changeg. All these equations should come out
from one comprehensive action prinﬂipla;faLat us now try to set

assume the total action consists of an aeddem integral over

ﬁ?.f.u.g,-' a W-—I:"’Mj }'-51
the space outside the alectrnn, &W‘Eﬁiﬁh&a

I = I + I « W
o s C
outslds$he electronm. We take é to be just the usual action
integral for the Maxwell field, because we want to get simply
He ph e ﬂ-.;
the Maxwell equations outside, ©So this is( _Lfﬂv

FoaGa //uqar fev
I'm leaving out tha_d ----- —wirichwers ot e cg'l‘ﬁ‘ﬂ"{*i

At
be necessary to putﬂin later when one does the numerical work,



..-:.-’"‘"' _T;ﬁ,r_-__-‘ ) ,f_q___
but wisels one can drop, out from #his general theory.

FK Fherinignel T,
put in, in the printed paper actually. is taken over the

region of space outside the electron. I should say that we are

thaa
considering only one electron. The theory appliesﬂtu several

electrons provided they never collide or come into contact with each other.
If we do formulate the equations for one electron, then the same work will
formulate the equations for several electrons provided they don't collide.

So it is sufficient

/1

for us to confine ocur attention just to a single electron. o

is one part of the action integral, I is another part of the

action integral, which is the surface integral taken over the surface of the

electron. This has to bring in the surface tension term. The precise form of

this I will leave unspecified

J
for the present, and will deal with it later.” Now at this stage

it becomes important to understand exactly how an action principle
works. Let us put it in general terms like this.

L L LTI

wivese \We have some action integral, I1,m® a function of certain

variables, q, which specify the physical conditions throughout

space-time, What we do is to vary the q's and get delta I fwhﬂb--’* S
delt g.5 _
Jwhen we vary the q's. The conditions must be such that delta

i Lo rn/
I is linear in the delta q's. Delta I is m%:m::%
C,. delta gsummed over all the qg's in the case of discrete
n h?

q's. Then we put these coefficients c, equal to zero and get a set of

equations that are the equations of motion which

.I'I ]
follow from the action principla.ffft is important here that
we must choose the q's such that ﬁ I iz a linear function of

na

the /\ q's. If we are careless in doing thai} we, hgve QI not

>k ﬁu{f ffm,iﬁw A z2i8. 57 (1)
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a linear function of the Aq's and then the action principle
just doesn't work at all.

Wigner: No matter what function of q you take, the AI is

a first order expression, accurate to first order in Aqg, so
that it is by definition linear.

Dirac: People usually think so, but that is rather sloppy
thinking and doesn't hold when one goes into it closely. Let
us apply this action integral to these ideas here. What do we
take as our g's? Here is our extended electron (he indicates
a circle on the board). Well, we can take as some of our q's
all the potentials outside.

Wigner: As functions of what?

Dirac: As functions of a system of four coordinates. The
HF'E as functions of the coordinates, x, will be some of the

q's. Then we shall need some further q's, IMhHeEE—further—g's

¥y to specify

the surface.

Wigner: The q's specify the surface variables?
HMWFQJLAAA-?;
Dirac: Theﬁq’s must specify the surface and also the field out-

P it

side the surface, because weﬂhave a comprehensive action
principle.

Wigner: The q's specify the surface, as a result of your
assumptions, namely, that the electric field is parallel to

the surface but there is no electromagnetic force acting on

the surface itself.

Dirac: The things that you are saying now should come out as
consequences of the action principle. They are not the starting

point. The starting point is that we must have an I as a
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function of certain gq's, and then we proceed to vary the q's.
Now what are the q's? That is the question you have been
asking. The q's must be sufficient to describe the physical
state throughout space-time.

Podolsky: 1Isn't it the q's and their derivatives that have
to be adequate to describe state?

Dirac: Well, the q's will be the set of things which will
describe the physical conditions throughout all space-time.
Wigner: Excuse me Doctor, but it seems to me that's at least
not clear to me. The q's will describe not only the surface,
but also the outside so that there will be only q variables.
Dirac: All the variables in the action principle are q's.
Wigner: Are q's, ah!

Dirac: We have one comprehensive action principle which must
give all the equations of motion.

Wigner: That's right, well right, but whether you denote them
all by g is another question.

Dirac: Well in this discussion here, I have Jjust a single
variable, q, to denote all the physical variables entering
into I, and these will be a set of q's. We shall need some
further q's to specify the surface. The easiest way to do
that will be to introduce a parametrization of the surface.
You can introduce things which are not physically meaningful
if you want to; they don't disturb the action principle. Then
we may specify the positions in space-time of points on the

L e i

parameters, and we can take Hhose

[ e dipr—u- - :
Shinge as q's. Then we will have enough q's to specify the
physical conditions completely. We could express our I in
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terms of those q's, and then we could consider how I varies

when we vary these g's. Then we see that % I does not vary

linearly when we vary the q's, because we might consider a variation of
the gq's in which the surface is pushed out a little bit like that, (he
draws a bump on the circle) then consider a second variation of the q's
which is just minus the first variation of the gq's, corresponding to the
surface being pushed in. It will be a reflection of the first one
pushing out (he draws an inward bump). Now the AI in the second case
will not be minus the AI in the first case because the field here in
this hump is not the same as the field in this depression. The change
that we make in I when we stick a hump like that onto our surface is just
not minus the change, which we make in I when we put a depression in the
surface like that, and those q's, therefore, will not work.

Wigner: We are not able to say, within first order of the q's?

Dirac: Not even within the first order of the q's, no.

Wigner: Because that is the usual situation.

Dirac: That is the usual situation, but it doesn't apply here because
the integral taken over the hump is not the same as the integral taken
over the depression, even to the first order. 1In fact, the integral
taken over this depressed region is zero.

Wigner: Integral over, what do you call the first region?

Dirac: I call this the first region here. (He points to the bump.)

Wigner: Integral of what over the depressed region?
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Dirac: I call this region the depressed region. (He points to
the indentation.)

Wigner: You said the integral. What is the integrand?

Dirac: The integrand will be this. (He points toithc black-
£ o _U‘:
. £

=l f

board. ) (o Tenrns -

Furry: There seems also to be a little difficulty in using
these surface coordinates as gq's along with the A's.

Dirac: I'm not saying this is the only difficulty; there are
others as well.

Furry: Because when you change the surface you change what
points x there are at which to specify the A's outside. You
change some of the q's and affect how many of the other q's

there are.

Dirac: Yes, I agree that is also a dlfflculty I don t want o
to assert thatr¥ﬁis:aé tha cnly dlfficult?. but thiﬂsls cer:'.
tainly a devastating ﬁiiiiﬂuity.

Schwebel: May I ask a question with regard to the relative size? This
would be the relative size, because if you had it larger than your
proposed minimum size, you could have the..

Dirac: No, this is not the minimum size, this is an arbitrary size for
the particle. We must have the action principle working for an
arbitrary state. In fact there s just no

minimaum size. mh;a;xs tha elecufomag;etlc case. There's no
Schwarzschild minimum size in it.

Aharonov: The theory assumes that there is no reason to describe the
inside of this surface here. You obtain this well defined expression.

It's just a kind of constraint, if you like.

Dirac: You can bring them in if you like, but the electro-
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magnetic field is zero inside. You can bring them in, there's
no harm in doing it, but it's...

Aharonov: No, I mean you don't assume that there can be any
other thing...going on in the inside.

Dirac: I'm taking this simple model where the field is zero
inside, and where the whole of the action consists of this
outside action and this surface action.

Wigner: I understand why you say the I, change is not
oppositely equal if you push it out the surface and if you
pull it in. If would seem that if you push it out, you abolish
the electromagnetic field within the...

Dirac: Within this region. Shall I draw a bigger picture
here?

Wigner: Yes, you abolish it within that region.

Dirac: That's right.

Wigner: So suppose the field was electric, then you decrease
the total energy. (Again he says) You decrease the total
energy.

Dirac, in the middle of this says: Yes, within the electron,
yes.

Wigner: When you pull it in?

Dirac: Yes

Wigner: You will create that field and...

Dirac: You mustn't create that field. You mustn't change
these A's. You must change the parameters which specify the
surface and not change anything else.

Wigner: Well, that is not possible.

Dirac: Well I should have quite a bit of difficulty if that
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is not possible. Why do you say it is not possible?
Aharonov: It is not possible according to the equation of
motion.
Dirac: But we haven't got any equations of motion yet.
Aharonov: Yeah, that's the trouble.
Furry: It's not possible because you abolish some of the
variables outside when you push out this surface.
Dirac: Let us have these A's defined throughout space-time
and perhaps simplify the discussion.
Wigner: Well, you say the reason for this is, if I understand
it right, because you want to define some of the gq's as functions
of x's where the x is a definite point in space-time.
Dirac: Yes, yes.
Wigner: That is what you want.
Dirac: Yes.
Wigner: And this is what makes the definition of q and, let
us say, the radius, impossible if you want this kind of
equation.
Dirac: No, it is not impossible.
Wigner: Well, it will not be linear outside.
Dirac: AI is not linear here. Yes, that's what I am saying.
e AHp (0
Wigner: 7Yes, if you use as some of the variables Aﬁ oI—=x's
with x a definite point in space-time,with the other qs some
parameterswhich describes the surface. Is that the statement?
Because that, I think, we could understand. Suppose the
definition of the q's is impossible. Some of the q's are the
A,(x)'s where mu is of course 1, 2, 3, 4, and x is a definite

point in space-time.
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Dirac: Yes.
Wigner: If all the q's are some parameters which determine the position
of the surface, this kind of q's is not possible because if you do this,
then indeed, AI would not be linear.
Dirac: In the Aq's.
Wigner: In the Aq's.
Dirac: Precisely correct. Yes.
Wigner: I understand. Thank you.
Carmi. Excuse me, I still don't understand, because it seems to me
that these two sets of variables are dependent on each other by their
definition.
Wigner: That's Jjust the trouble. The definition does not want them to
be dependent on each other. It wants them to be independent and if they
are not actually independent of each other, one obtains difficulty. One
assumes they are independent and works that way with the action
principle.
Dirac: You want to start off with the action principle in terms of q's
which are independent of one another, and which you will vary
independently and then equate the coefficients to zero and get the
equations of motion.
Carmi: What, then, is your definition of those parts of the q's
which make the A's.
Furry: Well, perhaps this is one of the difficulties that Dirac
mentions.
Dirac: There may be other difficulties as well.

Wigner: Yes. But I think part of the trouble is that most

people are not used to the fact that the Rp(x] ta=tke q5. In

other words, that there is a continuum of q's. But that is
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just what we must have here.

Dirac: If you just have any action principle for a field theory

it has to be like that.

Wigner: Well, that's, of course, evident.

Dirac: Well, we must choose our q's differently and, so far

as I know, the only way of choosing q's that will work is

with the help of curvilinear coordinates. By introducing
curvilinear coordinates in a way that I shall describe, one

can get over this difficulty. Curvilinear coordinates, of

course, mean quite heavy extra complications in the mathe- o

matics. I Eouldm‘t-avoid the ecupvilinear-coordinstess—and I
g i

Aharonov: Could I ask just one more question? Wasn't it possible
to introduce a set of A,(x) also inside and outside?
Dirac: Yes. You can do that.

Aharonov: And there are also q's for the surface. Then when

4

e .
you consider the sclutions in which we have the/ms zero inside,
1

as a result of the equations of motion, then you don't have to
describe it as the q's being dependent on the surface. Then
you don't get this trouble that the q's are dependent on each
other.

Podolsky: I don't think that would work because you will be

assuming that the A,(x)'s vary continuously across the boundary.

Wigner: The result is that they don't very continuously.

Podolsky: Exactly.

Aharonov: That's not the problem so much.

Wigner: I think Professor Dirac did it differently.
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Podolsky: All right. We want to know how.

Wigner: Yes.

Aharonov: Yeah, but I wanted to ask whether Professor Dirac thinks

it is impossible to do it in this way.

Dirac: I don't think it's impossible. If you want to, I don't mind your
introducing the A's inside as well as outside, as further q's. Then let
us consider what happens when you vary the q's which specify the surface,
leaving these other q's invariant. We have to consider that possibility
and you will find non-linearity.

Furry: You will find non-linearity only if you make this integral I,

an integral over all space. That will change...

Dirac: I don't mind. That's not essential.

Wigner: No. No. That would be fatal. I think you would have to
choose the integral on the outside and further introduce also A,(x)'s

on the inside. But I don't think it might work then.

Dirac: It won't work because we want to get solutions for which

these are discontinuous.

Wigner: Yes, and it will be discontinuous if the action integral is
discontinuous.

Dirac: If there is discontinuity, you won't have AI linear in the
Aq's.

Wigner: I don't think, in our opinion, it will be linear in

Aq.

Furry: Now that you have erased that boundary condition and the
integral, I don't see how it will be non-linear. But when you drop that

boundary condition, you lose some of the coupling
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between the field outside when you shave off the bump.

Wigner: In this case the integral must be confined to the
outside.

Dirac: I can put it like this. There may be some solutions
for which AI is linear in the Aq's, but for the solutions in

which we are interested, AI will not be linear in the Aq's,

o .
(ATl B

Of—coureeg for those solutions, the field is not continuous.
Furry: Then you must vary the Aq's pretty arbitrarily to get all
the equations.

Dirac: You have to subject them to arbitrary independent variations.
This AI has to be zero for arbitrary independent variations of the
Aq's, and that's not possible with this choice of gq's. We can make
it possible by introducing curvilinear coordinates and suitably
choosing our q's with respect to the curvilinear coordinates. The
trick there is to introduce curvilinear coordinates so that we have a
special equation referred to these coordinates for the surface of the
electron, let us say the equation f(x)=0, and when we do the
variation process, we don't change f£. 'f' is something which is kept
fixed all through the calculation. In fact,

we may take the equation of l-ma1-7,=.:tr~;{“ar.::~e to be X, = 0, and for
the space outside, X, greater than G;that will do very well.
WEEEE;:__Qhar&'iﬁfh'danger to—these—things becaugse—they are.
Hﬂrmiti&néfﬁut not self-adjoint in fact, as Professor Purry
painted—out: —

Birasc—hen—did—he-point—it-out”

Furry—7Y¥es;—when did I point that out? (DLaughter)

Wigher:  Well,:..
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Ehfgé:ijiiII:Eﬁ f_balanca¢_tha.1ntagral Gver‘thﬂ.ﬂﬂtsiie
“BﬁﬂEfkhlﬂh;li—iiﬂﬂ—iﬁﬁiﬁitﬁ 1ﬂ‘“PHE&* —

: E_ e .i--E- & E--&--P.---i;-ﬁ"ﬂ theTETOT tIng ot U‘E}W“TE'E“--_ o TOTE -E;‘E)

fAfter—the papt—

Digag i S atETtIEn gk
nake—the-bhing—pemeral. Then we take AP(x} outside for some

of our gq's. The A (x)'s inside we can disregard since they are all
zero. Then we shall need also some q's which fix the curvilinear
system of coordinates with respect to some rigid system of coordinates
which we may take to be rectilinear. We may call this other system of
coordinates y. I use the capital Greek suffixes in this second system
of coordinates to make a sharp distinction between them and the first
system of coordinates, the x's. So we have one system of coordinates,

x, with small Greek suffixes, a second system of
coordinates, y, with capital Greek EuffiXEE.H?When we make

the variation process, this y system of coordinates is kept

unchenged, but the x syatem of coordinates gets changed The
_U-LLTI-.., NrLltince 44— e TH s q_;nt;,lf e A Ak 4‘:.-_,}“,}
surface %, = 0 is cnangedh and that brin in sufficient

variation for us to be able to have an action principle.

H-’Jw-:}llE those really are the preliminaries of the theory. Our
q's now consist of the following: the q's must consist of sufficient
parameters to fix one of these coordinate systems with respect to the
other. We may take either the x's as functions of the y's or the y's

as functions of the x's. It is more convenient to take the y's as

functions of the x's.

— —-‘-‘r i;ﬂ-‘d—"_.&l’-‘{ 2 -'H-,Ié_{'_.. I.‘f.l- '-J?Ir_-. T L¢_ Ty i I:l "-.l ;1“\_
— ; =rf$ﬁ$tﬁﬂ§2$aha l x'8 to fix the connections
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between the two coordinate systems. And A,(x) for all x's

with x; greater than 0 will fix the field outside the

electron. This will be the complete set of q's which fixes

all the things which are physically important. It also fixes

some things which are not

physically important, namely, hh;;ICurvilinear system of coordinates
Nt K

outside and inside, and coordinates apart from xllhxi' X5 and xu,

which form the parametization of the ﬁurface.qyﬁll these things are

fixed by these q's, so that these q's fix a good deal more

than is physically necessary, but that does not disturb the

working of the action principle. We can still proceed in

the standard way of varying the q's and then setting the

coefficients equal to zero,

£
I| }
and taking those equations as the eqguations of mation.&‘l should

TJL kX fe
say sﬂmething now ahout bringing 1n the boundary canditlﬂns

i"'--ﬂ""

AT Ehe constants
can be brought to zero by a suitable choice of the gauge.
Even if there are several electrons, you can have the A's

zero inside
7

T lLee
every one of them by a suitable choice of gauge.“ﬁé#:h-is guite
possible, although that choice of gauge is rather different

from the ones physicists usually work with. We have here
the boundary conditions which correspond to the surface
being a perfect conductor. These boundary conditions will
lead to Ay, A;, and A3, vanishing just outside the surface
because they have to be continuous, while A; does not have

to be continuous and does not
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vanish just outside the surface. I'm not sure whether I've got these things
correctly written here. These are just the conditions for a conducting
surface expressed in terms of curvilinear coordinates.
Furry: The A's then are a covariant vector in the curvilinear
system.
Dirac: VYes, that is correct. They express the conditions for a conducting
surface in curvilinear coordinates. I shall use the

wmay, Ao

notation mu , h_.take on the values 0, 1, 2, 3. Suffixes a, b,

take on the values 0, 2, 3. The suffix 1 is different when one is working

with the surface because of the equation of the surface

being x; = 0 and the surface conditions are that A, = 0 just outside

the surface. Fab equals 0 just outside the surface. This gives the usual
conditions on the normal component of the electric field and the tangential
component of the magnetic field vanishing to obtain a reference which we
want here.

Furry: What are the Latin subscripts?

Dirac: 0, 2, 3. This gives the usual conditions for the vanishing of the
normal component of the electric field and the tangential component of the
magnetic field in a frame of reference in which the particular element of
the surface which we are considering is at rest.

Podolsky: I don't understand why you want the normal component of electric
fields to vanish. Usually, of course, that would be better.

Dirac: Tangential component of electric field to vanish?
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Podolsky: Right.

Dirac: and the normal component of magnetic field?

Podolsky: Oh, yes.

Dirac: Yes. That's perfectly right.

Carmi: Could you explain again what the y's are?

Dirac: The y's are a fixed system of coordinates which are recti-

linear and orthogonal coordinates.

Carmi: And the x's take part in the motion?

Dirac: And the x's take part in the variation principle. The y's

are fixed. They are introduced just in order to specify the x's
i)

and how they ?EIY{H.WEll, to complete our action principle, it

just remains to fill in this surface integral here. The simplest

thing to take is one which corresponds to surface tension, which

means putting in some numerical coefficients here in this term,

giving us the strength of this term. I'm taking this just to be

the three-dimensional surface area. This tube, you see, is a three-

dimensional thing in four dimensional space-time. It will have a

three-dimensional area which will be just what one might call

mdX,, dx,, dx;, where m squared is the determinant of g.,. The ab

1_;;1’(;:';_ r_'ll:'.'.z-'ﬂ—" o _ﬁ__r\‘jr‘—H il L _.'E"L-:_.( {Jfﬁl—d""" "

take on the values 0, 2, 3.rﬁﬁiiﬂ&mm:neéaé'moﬁificéfiun. To make
it apply to curvilinear coordinates, we must put in j, where j2 is
Sl  f E'.: _'--

Gy .
the determinant of ﬁ%ﬁ. Thisqis a 4 by 4 determinant and tis is a

3 by 3 determinant.

Wigner: And the g is a symmetric tensor in terms of the x's?
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Dirac: Yes. The g is symmetric in terms of the x's. That com-
pletes the assumptions of the theory and the remainder of the work
is Jjust pure deduction according to standard methods. I don't need
to fill in all the details. We have to work out AI,. We get
terms here coming from terms involving Af and some other terms
involving ZXgW.Then we express guy in terms of our gq's, namely
Lk y, (x] mv

§—uantities here, &M@ by this formula here *Fv:pnjjiﬂzttﬂmﬂ
s Dw = Sy 4
Wigner: How is the y upper defined?
Dirac: Just by a suitable change in signs from the y downstairs.
Wigner: Just that?
Dirac: The y's are just Minkowski coordinates. Then, of course,
one carries out the integration by parts in order to get this to

Lo
be the integral of something ﬂ A . plus the integral of something

JP

{:;!‘Lff! :

mﬂy.

Podolsky: Excuse me, Dr. Dirac. But the equation with a mu nu
equals £f mu nu, I don't understand.

Furry: Capital letters.
Dirac: I'm sorry. I did that wrong. (He writes A, on blackboard.)

That's the way it should be.

Podolsky: Thank you.

Dirac: We carry out the integration by parts and get a four-
dimensional integral here. We also get a surface integral coming
in so we get another term here, dx,, dx;, dx3. (he writes) and

that gives us the expression for AI,. We also have to work out
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what AI; equals. We have to have a minus sign here in order to

have omega positive. There's & minus sign. We want to have omega

positive to give stable electrons. This comes to just minus a half
omega times the integral of m c®® delta Gaga dx;, dx,, dx;, where

ab ab

c™ is the reciprocal matrix to gus. ¢ 1is, of course, quite

,1’.1"‘{" AR -.r-l";.-t
different from the g with two suffixes upstairs because ittls—=a

e 7
reciprocal of #® matrix with three rows and columns ﬂnly.f Well,

then we take the sum of these two and put it equal to zero for
arbitrary variations. We get then some equations of motion refer-
ring to this four-dimensional region of space outside the electron.

Al
They must be the Maxwell equations, because they are just working

with the Maxwell action for the field outside. This is just a

deduction of the Maxwell equations for the action principle in

terms of curvilinear conrdinates.‘,f:rhis surface term which we get
here has to be added on to this term here to give us equations of
motion for the surface of the electron. These equations of motion for
the electron look like this. We have there four equations for the

surface corresponding to four delta y's, which we have appearing

ar
here. We can put these equations in more tractable form if one
A

A o
multiplies these eguations thrgzugh by v ’f}f 8o that one gets egua-
Thoe

tions which refer entirely tclﬂx coordinate systemg. /"WE now have

+® four equations refe::_ring to the four values of F . but we

Ly i N,

see that three of thesseeusssswss reducef§ to 0 = 0. Namely, when
Ih:_;

{O is equal to 0, 2 or 3 we havec equalsﬁ reciprocal of the matrixg

Sl
?_. -
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This matrix here, when r is equal to 0, 2 or 3, is reduced to a

single term which cancels with this term here. This vanishes when

r is equal to 0, 2 of 3 and this also vanishes when r is equal to
0, 2 or 3 on account of the surface condition f,, equals 0. So that
of the four equations, the four surface equations which we get from
our action principle, three of them are satisfied identically and
only one of them remains effective as an equation of motion. That
is, of course, what we want physically. We just want one equation to

determine how the surface moves normally to
Flt. Py ‘.U-l)

itself. Hﬁﬁmnﬁz;:ye«ﬂantftnawrite this left-hand side (% £ ﬁu1!]

on account of the other components of this vanishing at the surface.
We get that finglly as our equation of motion for each element of
the surface.fEE;Jaﬁgyaple physical meaning.rlgls. of course, is

just the invariant which can be constructed on a field just outside
the surface, and this thing here has the physical meaning of being
the total curvature of E%‘three—dimensiqnal surface in the four-
dimensional space-time. It's got this geometrical meaning. We have,
therefore, an equation connecting the total curvature with the
invariant of the field just outside. That equation is adequate

to give a complete thenry.f%;n order to get an appreciation of what
these equations of motion mean, I've applied them to the spherically-
symmetric solution. In this solution we have our electron in the
form of a spherical shell. The outside is just the coulomb field.

You can't have any electromagnetic radiation outside because that

would disturb the spherical symmetry. The only thing you can have
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in a spherically symmetrical solution is the coulomb field outside.
We can have the radius of the electron pulsating. Then the electron
is expanding or contracting, and we have this equation of motion
which fixes the pulsation of the electron.ﬁ:iet us see what the
equation of motion reduces to under these conditions. This is the
total curvature. It is fairly easy to see where that comes from.
This is the contribution to the total curvature of the two space

directions. You get two over the radius, with this correction

coming in on account of the Minkowski space and the motion of the
surface, and this is a further term coming in, depending on the
acceleration of r and giving the effect of this acceleration as
an additional curvature. So that this is what this right-hand side
becomes. You see it is only the radial electric field which con-
tributes to this and this contribution is just given by the coulomb
law electric field. Whatr—givVes W this term hersr You get that

. | e 2. .
as the equation of motion for & surfﬂce.f‘.' You see that there 1s an

e :

equilibrium radius s%®r which fﬂ is egual to zero. Now fa is
equal to zero when r is equal to a, where a is the equilibrium
radius. That gives us the connection between the equilibrium radius
and the surface tension. Then we want to get the total energy of
the equilibrium state or distribution just to check that with omega

positive the equilibrium is stable. Omega has to be taken to be

Al ey Fltms
positive and this—is that the equilibrium is stable. This is what

we need for a physical theory g Zhen we can work out the total
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energy. The easiest way to get the total energy is to note that

the energy m consists of two terms one being a coulomb term. We;wzﬂi}(l

obtain a formula for the energy when r' is zero. Take r' equal

to zero instantaneously but not permanently, and the energy will
consist of e?/r plus a surface energy term which is proportional

to r2 from elementary physical consideration. And then the mini-

mum value of this energy must correspond to the state when r equals
zero permanently. Therefore we just have to take the minimum wvalue

of this quantity and put that equal to m and in that

.,.l"-‘,,;.fn_,-'ir —Indaas
way we fix a and omega in terms of m, the =afsus of the electron.

..E:-rt .{'{{.-:..- -I?{-‘--W,r .
All of the constants that appear hewe can be fixed in terms of the

Sy

electronic charge and the mass m-é One m;:Z work out the frequency

of @ small oscillations, and then multiply this fregquency

by Planck's constant so that one would get one guantum of energy
Theas

corresponding to discre¥e fregquency of oscillation. The result is

that one finds this one quantum of energy is very much bigger than

=P FLAT Irl_

m, something around 400 times m, =& that result doesn't have amy

physical meaning because the one quantum oscillation is not a small

oscillation and thE cannot be treated by

the method of small perturbations. The one quantum oscillation

‘ii-t;i
corresponds to quite a disturbance. The change in the radius

of the electron is many times the radius itself, so that we have to

set up some more elaborate theory if we want to treat the one quan-

tum oscillation.%ﬁkhe natural road to take for getting this more

elaborate theory is to obtain a Hamiltonian. We have an action
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principle, so we have a Lagrangian. We can work out a Hamiltonian
from it by applying the standard methods. I don't think I need to
go through this work because the rules for getting a Hamiltonian
are all very well determined. Just to mention the results that we
get, the Hamiltonian that we find is always positive definite for
this theory. That is a satisfactory result, because it means we
can't get motions such as the non-physical motions which we have in
the classical point electron. These non-physical motions of

the classical point electron can arise only because the ié;:i;iﬂl
ise not positive definite, and i:;-;:ﬂhring in a negative energy to
compensate for the positive coulomb energy. And this negative
energy means that we have the possibility of growing energy from
it to any extent that we like, which enables us to have a runaway
electron without violating the law of conservation of energy. These
unphysical solutions which we have with the classical point

electron cannot occur for this extended electron on account of the

energy always being positive definite.ﬁﬂbne can work out a Hamil-

orid Nt
tonian for the general case which ome—fimdes=te be spherically

e

_p{-.-""iﬂ' 1 L ,r’i-""'
symmetrical and then one can specialize it. We i-gnat wﬂ++zw -+

Sy 2/
Thisf%{ is just the contribution to the Hamiltonian for the coulomb C/2

2 P 'ii.? P
energy. Thisdis the kinetic energy term! I:k-=t-- being the
/) J..JL vica’
momentum conjugate to the wvwasdable . There is just one single
1_LL-’ M&Qu.un_:

effective variable left, esewhiep: P and it has iLéanjugate

1
mamentumi"" ne would like to apply the Schroedinger equation with

that kind of Hamiltonian but that is quite an awkward thing to
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work out. I first of all treated that Hamiltonian from the point of view
of the Bohr-Sommerfeld method of quantization. With this method of
quantization you have to put the integral of the action over one complete
cycle which means twice the value of that integral extending from the
minimum value of r to the maximum value of r for a particular motion.
One puts this equal to some integral multiple of h. If one wants to take
the lowest excited state, one would put this numerical coefficient equal
to one, so we have just h here. Well, one can work out what the energy
is with this quantum condition here and one finds it to be about 53 times

m.

g/,
ﬁL I have a student at Cambridge who is trying to get a Schroedinger

equation to correspond to this Hamiltonian here. There is some ambiguity
when one tries to use that Hamiltonian for a Schrodinger equation,
because there is more than one Schrodinger energy operator which may
correspond to a given classical Hamiltonian. This term here seems to be
pretty definite, but that term could be inter-

preted in various ways. We might take it simply as it st?ngg there,

f (sp i)™ i
or we could egually justifiably take it to beﬂ or take
the two factors in reverse order. All this in classical theory is the
same. That is also something which is classically the same as this, but
in the quantum theory, it's different. You see the various possible
things we might take in the quantum theory, which are not equivalent in

the quantum theory, although they correspond to the same thing in the

classical theory.



(addition to page 23)

Wigner: There is a danger to these things because they are
Hermitian, but not self-adjoint in fact, as Professor Furry

pointed out.
Dirac: When did he point it out?
Furry: Yes, when did I point that out? (Laughter)

Wigner: Well,...
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Furry: Oh yes. This is the example I mentioned that there
are Hermitian operators for which one has no spectrum and for
which Professor Wigner uses the technical term that they are
Hermitian, but not self-adjoint. The famous example, in fact,
is a momentum conjugate to a variable which always has only a
semi-infinite range of variation. You may remember that in the
first edition of your book you gave a proof that this Poisson
bracket relation is actually possible algebraically only for
variables which have completely infinite ranges of variation.
Dirac: Yes.

Furry: And here, since r has only a semi-infinite range of
variation, one will have troubles if one doesn't watch out.
Wigner: Well that actually, excuse me. I shouldn't have
embarrassed you Doctor Furry. Well, that's not quite it
exactly.

Aharonov: Excuse me. I...Why doesn't one find something...
in the same way you find that...

Dirac: I shall do that a moment later. All these attempts
yr S8

at getting a Schroedinger equation lead to = difficulty of

giving rise to quite a substantial zero point energy, which gets

handed on both to the zero state and to the first excited state.
effect of this term is to bring down the ratio of the energy of the
first excited stated to the energy of the zero state, to something of
the order of two, or something like that, which is no good at all

from the point of view of getting the muon. So it would seem that

one would have to define things differently in quantizing this

Hamiltonian in order to cut out the zero point energy, if one is to

get

The

/
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anything which is to be at all hopeful for the muon. Well, that is the
present situation so far, in terms of quantization of this theory. There
is of course, the natural thing to do: to try to linearize it by bringing
the spin variables in. Some people thought about it, but there is
difficulty in bringing in spin variables, which in the first place
requires us to bring them in at each point on the surface. That's going
to bring in infinite degrees of freedom and make the electron far more
complicated than one would like to have it. I think maybe future
progress on this idea will consist in finding a

ot dJ— S e

suitable virinbtb for bringing in spin variables which de=it

complicate the theory too much. But that is, for the present, an open

question. That is really all that I have to say on

TrF 2

the electromagnetic casefF.I think I might spend just a

minute or two saying something about the gravitational case. There is just
one interesting result there, and I will take half a minute. This is

the gravitational particle. What are you to take for your boundary
conditions? For the electromagnetic case you have the boundary conditions
provided by assuming that the surface is a conductor with no electro-
magnetic field inside. What is the corresponding condition in the
gravitational case? There is nothing corresponding immediately to a
gravitational conductor. The natural thing to assume is that there is no
gravitational field inside the particle and that space-time is flat
inside the particle. It was a bit disturbing when I had that idea in the
first place, because

I had to cunv1nce myself that the space-time inside the gherp-

jl.. ;LMH!- 4_':""' D
ﬂ&giiaﬂ f%icle is flat. It turns out that it is, hﬂ# it seems
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reasonable to assume, when one is setting up a corresponding

grav1tatlonal particle, that space-time is flat inside the

I¥

particle.// One can proceed to set up a theory which is mostly

parallel to electromagnetic theory. There is, though, a further
difficulty, that if you merely bring in a surface tension term the signs
are not right to give equilibrium. You have Newtonian attraction
instead of coulomb repulsion and you can't balance out the Newtonian
attraction. You would have to have a surface pressure instead of a
surface tension. If you just bring in a surface pressure, then you
find that the signs are wrong to give stability, and with just
gravitational forces and surface pressure the particle is not stable.
One has to bring in an extra term with a suitable coefficient to make

the particle stable. Of course it is a complication in the theory,

Li ol f‘uc’.u o i

Enﬂ:hzn=%$ttie possible basis for setting up an exact theory

of particles in an Einstein gravitational field.

Band: Professor Dirac, could I ask if you would clarify a
little bit more the picture of a three-dimensional surface
extended in time. 1Is it closed in the time dimension?

Dirac: It is a tube.

Band: Is the surface integral a bounded integral? What you're
doing is building a model, and I don't have a picture of what's
happening.

Dirac: Is this that business about how to define the action
integral?

Band: Yes.

Furry: VYes, over infinite time, say, there seems to be a

problem.
Dirac: Well, that balances the integral over the outside

space which is also infinite in space-time.



Conference - October 1-5, 1962

Thursday Morning - October 4

Merzbacher: I thought I would remind you of something very old

that I recalled in connection with Professor Dirac's talk yesterday
about the quantization of the extended electron, where you have a
given Hamiltonian and want to learn how to write down the wave
equation, or something like that. The question came up as to how
you do this. You have this problem where there are central forces,
where the Hamiltonian has this very central nature — R dependence.
I don't have any particular proposal, but I would like to remind
you that when Professor Dirac previously solved this problem for
the point electron, people subsequently looked at it in all kinds
of different ways. I think we might learn something from doing
this. The paper (which unfortunately I have never seen, although I
have quoted it) by Schrodinger, was published in the proceedings
of the Papal Academy.* Professor Dirac will probably have easier
access to this than I do, since he is a member of the Papal
Academy. It is possible that Xavier University has this. It's a
very hard paper to find. 1I've never been near a library that had
it. You can't even get it on inter-library loan. It's a rarity.

Perhaps there's somebody here who...

Professor Furry: The Widener library does not have it.

Merzbacher continues: It is at the University of Michigan at

E. Schrodinger, Commentationes
Pontificis Academia Scientiarium 2, 231 (1938)
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Ann Arbor, but they don't ship it out. The paper I think must
be in German but the reference is in Latin. (He writes on the
blackboard.) I can't abbreviate it easily because I don't know how
to abbreviate Latin. I will look in the library here. Do you
think there is a possibility that you have it?
Podolsky: There is always a possibility but I doubt if they have
it.
(Merzbacher continues to write while someone says something about
Latin. Dirac comes into the room.)

Merzbacher: The main speaker has arrived. I'll be glad to yield.

Dirac: Thank you, but please continue.

Merzbacher continues: From references to it that I have seen, the

point of this paper which is a very long one, is apparently an

effort to write the relativistic quantum theory of the electron in

general coordinates.

Von Roos says: I have a copy of it at home.

Merzbacher: We can infer from a subsequent paper of Pauli what is

in this paper that might possibly be of interest to us. All I want
to suggest is that this is a way of looking at an electron that
could be used again. I will only point out the physical basis of it
as I don't have here the four equations as applied to the Dirac
theory of the electron. I will do this in a two-dimensional
formalism, which can be carried over to a four-dimensional situation,

for a non-relativistic spin particle. Our spinors will have two
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components rather than four. The generalization is quite straight
forward, as Pauli showed. The idea is this. If we have an electron with
a spin, then of course in the usual theory you write something like this:
two wave functions which you put together like this. One of them refers
to spin up, say, and one of them refers to spin down. Up and down refers
to these axes, say X, Y, Z. You single out the Z axis and then, of
course, you get a representation of sigma matrices, or in the four spinor
component case, you get alpha, beta, gamma, or rho matrices. You work
this out and then solve your problem, say, with the problem of the
hydrogen spectrum. Schrodinger pointed out what's contained in this
equation, in the observation that instead of using this representation
you can use one which in a certain sense is more physical. I'm reluctant
to use that term, but certainly this representation is adapted to any
problem that has spherical symmetry. Instead of speaking about the spin
being up or down, you say that when I'm at a point p, with coordinate x,
Yy, z, I will analyze my spin not in terms of up or down but in terms of
in or out. In other words, I will quantize at every point; I will use a
different 'direction of quantization,' as the old term went, at every
point in space. When I go to this point I will study the property of my
wave function. Here I will again not use up or down, but will use outward
or inwards toward the center or away from it. This is, of course, a
representation which was extremely appropriate in the days of helicity

studies when people talked of it. In other words, you project
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the spin in the direction of the position vector. Of course, the
origin is prescribed and fixed, but you have freed yourself from the
restriction of the coordinate system, much more than you had before,
when you had sort of a hybrid situation where you solved a spherically
symmetric problem. Here you talk of spin up and down, but the
coordinates you discuss in terms of r, g, j . You solve your problem
in terms of spherical coordinates when you use the representation that
I'm talking about now. Again, of course, you have two components,

say C, and C,, and you would usually express the functional depen-
[P, v, 2)) | (1. (r,8, d)
P (x.Y,2)) wLL (r.6,0),

You make some sort of distinction, and say that distinction

dence of these on r,{ {fJ like th:r.si

remind me that this is an entirely different representation. It's one
in which this means the amplitude of finding this particle at a
position with coordinates r, q, j , like here, but with the spin
pointing away from the center. This one, then, is the amplitude for
the spin pointing toward the center. Now these two descriptions are
related by a unitary transformation, of course, that is very simple.
It is some exponential with sigma x's or sigma y's, or something like
that. It is, of course, dependent on the position of the particle.
You make a different spin transformation depending on where you are in
space. Now you might ways "Why do all this?" It turns out that the
radial equation that you get is quite simple and nice to look at, and

gets rid of this preferred direction in space. I think there are

applications in scattering theory.
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This representation, the helicity representation, has been used in
the last few years. 1I'll just end on one example of a case where
the mathematics really becomes very, very simple when you want to
solve the problem of finding the eigenfunctions and eigenvalues of
J.. Now by Z, I do mean this preferred direction here. When you do

this, in this particular representation, then you find that
_,:_,.l,.-j'_.q.api'\_
the J, nperator }wmmmﬁusually the_J--

-f; 0 t EE BErffh&eéEE:IE_iﬁifhé_ﬁiﬂ—rzp:eﬁﬁnratiﬂn.

L:ri_,. ?—-— -\} g .L
¥n this new representation J is just 7L G e nothing else. It has

{ O 2
c ¢

, in it. And so you see there is a certain simplicity when

op.:l!.r is

no s
you work in this representation. I just wanted to remind you of
these very old things and suggest that possibly they might be of
use in connection with some new problems.

Dirac: I suppose you have to have special boundary conditions at
the origin for this transformation.

Merzbacher: This transformation, of course, has a singularity at

,.('.51 TR

the origin depending on which direction you come, But there's no

need to put down the boundary conditions or enumerate them.
Dirac: Suppose we had written down these equations. Perhaps
you will need to work out the boundary conditions, or at least
enumerate them for a new wave equation.

Merzbacher: That's right.

Dirac: Of course they were all worked out in the paper.

Merzbacher continues: -BaUli's e€ontribution Was eftentiatly to—show

that=—SeNroedinger—gave—the foFmal st of equation®s Pauli, T think
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pointed out the physical meaning of this transformation, and it's
quite straightforward. Then you might wonder, of course, how this can
be, because the eigenvalue problem of J, is this (he writes J,y = mhy
). You solve this differential equation (he writes (h/i) (qY /Y] )= mhy)
and then, of course, everybody knows
that the answer is very simple, e™ . Then the traditional
argument goes that when you go around the circle by 2p you come back to
the original value and, therefore, m must be an integer. But that's
preposterous because we know that the eigenvalues of J, must be half
integral, a fact which doesn't seem to follow from this theory. But,
of course, upon reflection you see that it does precisely follow,
because when you go 360° around the Z axis you are changing your spin
coordinate system as it were* Everybody knows what happens when you
change your spin coordinate system by 360°: the sign changes, so you
must not take those solutions which are single-valued, but rather
those which change sign upon going around the circle. Those are just
the half integral ones, and you get them quite straightforwardly.
Podolsky: Does anyone have any comment on this paper?

Furry: This is a very interesting point about the single-valuedness.
When you use this representation, it turns out that it has to be
double-valued and I know that Professor Merzbacher could make some
further remarks on this. It really has a bearing on these flux
questions of Aharonov and Bohm. We might, perhaps, ask him whether he

feels like extending his remarks a little bit.
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Podolsky says, chuckling: When you say everybody knows, well, I'm

one of those that doesn't know.

Furry: Yes, this was, in fact, a great mystery to me. I was very
stupid about it. Aharonov and Bohm in their second paper made a few
obvious remarks which made me blush very much because I had not
thought of them, but there is a good deal more to be said about it.
This, for one thing, is something that Pauli did not discuss
correctly at all in the first edition of his article in the 1933 or 32
handbook, and it's one of the things that's considerably changed in
the 1950 or 1951 edition. I can't remember these years exactly. What
one finds here and there in the literature mainly stems back to the
incorrect discussion Pauli gave in the earlier version. Professor
Merzbacher knows all about this.

F B
Merzbacher: 1It's published in an equally obseure journal e

the Elisha Mitchell Society.
Furry continues: Not quite so obscure, in the sense that all
libraries have it.

Merzbacher: Well, I don't have very much to add.

Podolsky says: Well, this last point wasn't clear to me.

Merzbacher: I think I can make this clear. It is the—transition
',.-":’.l -ﬁ-!ir&-r- i

&F the unitary matrix that takes you from nneatu the other. You

will see that it is extremely reasonable. There are many
poesibilities. i motuniquel — I mean—the—Pauli spin
matrix~in—uhn=unua$=£¢g£2ﬂnntttinn:&3-- =

are—the—following—coordinates: — 7/ —itsthis angle, the azimuthal

~Where gﬂ :anﬂ.éy
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mgtﬁ—m&—‘a—rtvtthom Depending on where your
point is on the sphere, you have a different transformation. It's
just a unitary transformation, and it has this singularity at the
origin. But anything that deals with spherical coordinates must
have a singularity at the origin, of course.

Merzbacher: When you apply this transformation S, this operator.

for instance, you-get—the-A, -say,~SJ;+ I'll-call—it-prime—now
J‘&'Iﬁ_t,
: ---“E;e-—r—t&rhhfamiliar

total angular momentum operator, then you get J, in this very

I f’ . Zirer ares atatld,
much simpler form. ¢ u-ﬂ4tn see, the orbital angular momentum

in this form,omdg. Then when you ask yourself, "Well, how do

I solve the eigenvalue problem, how do I get the magnetic quantum

number?" You just go through this differential equation and you
y e
come out withﬂ-_ And then usually now you say, when I start

from | augment by 2p then I should demand single valuedness, I
should get back to what I had before. And, if you do this,

of course, you come out with the wrong answer--that ig—=mimigh

-:rﬂ.c_f:.—{
i®=d the total angular mntmm be an

A
integer and we know very well that that's not so.

Podolsky: Well, that part I understood perfectly well before.

Merzbacher says: WoEk, How do you get the half-integral walues, —

what was the mistake that you made{

F-"" g It is, if you wish, a condition of single wvaluedness which
is nothing more than a boundary condition. The thing that you

have overlooked is that you have a new coordinate system. In
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the old coordinate system where Z was fixed, this was all right as
a requirement of single valuedness. When you go around in a
circle behind here like this and come back, then you should return
to the same value of the wave function that you had before. But
now in the new representation where we're using the different
coordinate system to describe the spin, we are using a coordinate
axis of quantization which points in the radial direction
wherever we are. So as we travel around the point and return to
the original place, we must change our axis of quantization. We
are rotating the coordinate system. Now in rotation of the
coordinate system we know that as we go around by 2p there is
ﬂh;; change of sign in the spinor.

Podolsky: This is the point I didn't know. That is what seems

to you perfectly obvious but not to me.

Merzbacher: Well, it's because the spin follows the half integral

representation of the rotation groupand the—muantities which
come—in-—half intepral—values,—have—half=vaines just-like—theas
thinge—hav&. You see one-half of the angle, so as we go around

360° there's a change of sign. This is the famous sign change

that occurs when you move the system. Suppose you have a=SyEEem
@ an electron with a spin one-half, and it is known to have
this spin in this direction, it's in an eigenstate. When you
take this electron and bodily move it around, rigidly, as it
were, and bring it back to it's original position, physically

nothing has changed, of course, but the wave function has changed



Comment on back of page 9
(referring to page 10)
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sign. Equivalently when you rotate the coordinate system by 360°
you have a new wave function which has a change in sign. This does
not mean that the wave function of the particle with spin in the
usual old representation is not single valued. It is. But when you
bodily move the system you must take this change of sign into
account, and that's exactly what we have to do here. When we do go
around 360°, we must change the sign. The very single-valuedness
requires us to put in this condition because as we go around there
will be two changes of sign. Let me write down a typical state:
(eo(%)) I claim, is an eigenstate of angular momentum with m equals one-
half. There are two changes of sign, and this is a single wvalued
wave function. Why? It doesn't look like it. When you change phi
by 360° there is, of course, a concomitant change of sign because
the geometrical properties of spinors require an additional sign

change which just compensates for this change of sign. So we are

the half integral values are the right ones.

this h=lp you, Dr. Podolsky?

Podolsky: Yes.

back to the conclusion that

TKaiser Kunz says: Students are going to have a little trouble

| with this shrinking to a very small circle around the Z axis.
{ Merzbacher says: Well, it has the usual singularity properties.
|

As I say of the ...

—— !-_'I.-KJ A L}.’_‘,r_n_’_' ::-3":&':"”-""'?

| Kunz continues: No, I meant ¢f the sign, twice around the Zari-.
g

\ Ispzbacher: Yes, it has a singularity. FPIN

I"-._.,—_-
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Kunz seys: It has a singularity. =

Merzbacher says: Yes, it does, it does, that's true. 2
Furry: It has a singularity, doesn't it?
Merzbacher says: Yes.
Kupa—says— ~knou. J

Dirac: I think this wave function is similar to the one...

Merzbacher: Preobebly,—yes—There,—of rourse, It's these very
&
considerations in:puauiadiﬂsingle-valuedrzz:;ide:uttngn that led

:?'-i?'_:-i. -~
Wim to the proper value of the magnetic monopole. Right?

Dirac: That's right.

Merzbacher: 1In fact, if you write down J? in the new

representation the eigenfunctions, the operator belongs to the

symmetric top—
and that's exactly what comes in the magnetic monopole, as /¥|. Fierz
Professor—Pira~ has shown. More generally my point is simply

that the single-valuedness of the wave function is not an
artificial boundary condition that must be brought in afterwards

somehow to get the right answer, but is quite deeply embedded

in the principles of quantum mechanics. Why should one demand

this single valuedness in the old representation or the change
ot
of sign in the new one? Whydadopt some other boundary condition?

This has puzzled people and, as Professor Furry pointed out, was
a source of puzzlement to Pauli, who certainly thought about
this a great deal and made very different statements about it.
Furry says: Well, Pauli, of course, did not hesitate to make
statements even though he did not understand it, and this then

was accepted at face value. There were some assertions in the
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1933 edition about currents flowing from pole to pole in the spherical
coordinate system and strange inadmissable singularities. One finds
these statements duplicated elsewhere, but if you just sit down and
try real hard to find these strange things happening, they aren't
happening. This is not the reason that one excludes these half-
integral things for the ordinary Schrodinger electron. Now you see we
may perhaps gradually get Professor Merzbacher to tell us more about

it.

Merzbacher: Will there be enough time?

Dirac: I think there will be.

Merzbacher goes on: This remark was Jjust about the spin, where
things are complicated. It came to mind because of Professor Dirac's
remarks about the fact that if one sat down and wrote out the radial
equations in this representation, one might say something. I don't
know that one would, but the problem of single-valuedness, of course,

faces you even if you have a

- --_‘-_‘rr-"._J. ot U = s o L
particle without spin. aurththe—eame——yeuJ:Emiadeétmz ‘here of
what you see in a great many guantum mechanics books: asswalle

Zgﬁ wave function has to be single-valued, so you must get these

integral values of angular momentum. What do we mean by single-
valuedness? I want to be quite specific. I mean that given a wave
function which is a function of the coordinates, as you follow it

from point P on any closed curve back to the point,

the value of thg function must return to it's previous wvalue.
J

Now, of course, Ea wave function HEXe—Ehis one does not have that
!
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property, &8 you exclude it. Now why would you want to demand
this? People in the old days played with double-valued wave
functions a good deal. I think that Eddington had some ideas,

too. (To Dirac) You, perhaps, can correct me on this. His had
something to do with the positive and negative nature of

charge, or—something like—that. —Therc s some—obEdure-reference
in—is werk—to—the—problem I would suggest that the fundamental
principles of quantum mechanics drive us to the assumption of single-
valuedness. There is really no choice, because these fundamental
principles, as I understand them, include one which says that for a
particle without spin there is some such thing as a probability
amplitude at a given point in space. Once you have said this, there
is no question about single-valuedness or double-valuedness. You
cannot possibly have double-valuedness anymore at a point. At a
point there is, by definition, only me amplitude. There cannot be
two. You can have two only if there is some additional degree of
freedom that you have neglected in this description. Then you might
have two. In other words, saying that when you go from this point P
back to it and come up with a different value, it somehow means that
you are no longer talking about a particle having just X, Y, Z as
it's complete set of dynamical variables.

Aharonov: This quite certainly is not satisfactory. If only the
wave amplitude changes sign when you go around with no change in any

probability, there is no physical meaning that can be
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connected with this change of sign. So it might appear, at least

at first sight.

pan =
| Merzbacher: No, you see that the phase changes by IBUQ, but it's

| not an actually cbservable change. You can just say that every-

thing changes sign, and that it's unobservable.

Aharonov: That's the guestion.

Merzbacher: Well, maybe you should do the following. You see,

you have a choice. You can say I go around and I return to this
( point. The wave function has become minus lp and therefore,
| what I'll do is just cut here. What I...

e

Aharonov says: You don't have to cut,[You may just say that a

o I

wave function has more than one variable at 4kds point.
Merzbacher: I“donte—iknow—MWell=yeu—see, I think you don't have
quantum mechanics as we know it anymore, if you so say that.
Aharonov: No.

Podolsky: I think you are begging the question.

Merzbacher says: No, I don't think I am.

Podolsky says: You're questioning the assumption of single-
valuedness. You're saying that the single-valuedness comes in
because we assume the probability amplitude to be single-valued.
Essentially, that is what you are saying.

Merzbacher: No, I am saying shet-becmuse-wetunderstamd that a

general state can be expanded in terms of probability amplitudes
that pertain to a particular point. That is, for every point in

space there is a certain probability amplitude for a given state.
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Dirac: I think you might say that if the coordinates X, Y, and
Z are ubservahlei:th:t then the wawve function has to be single-

valued.

Merzbacher: That's what I am saying. I think there is really

nothing else to be said about it.

Dirac: If they are just mathematical parameters...

Furry: There is a great deal more to be said about it. I've never
heard you use this argument before. I don't think it's in your

paper, and I don't particularly like it myself.

Merzbacher: You see, there are arguments which some people

consider stronger. I consider them weaker, actually. 1I'll
present one.

Von Roos: Maybe the argument would be all right if you say a
particle is a simple representation of the rotation group. A
spinless particle is a scalar, and a scalar can only be single-
valued.

Aharonov: It's like saying a wave function has to be single-
valued.

Merzbacher: I agree with Professor Dirac.

Podolsky: No, let's not get away from this point. You could pretty
well say that probability is single-valued, instead of saying
probability amplitude is single-valued.

Merzbacher: Quantum mechanics does not say that. It is a

separate assumption.
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Von Roos says: In the Dirac equation you can represent the
spinor by a scalar and make the gamma matrices vectors. This
has been

v gt T /‘ ‘./;:I
done, for instance by Sommerfeld, and #%%s single-valued. You

can see it really is an assumption.

Merzbacher: Yes, it is an assumption, but I think it is

implicit in these postulates that there exists a probability
amplitude. You can't have that and then still admit double-
valuedness.

Dirac: I think I would agree. If you take any representation
in terms of any observable quantities, then the wave function
has to be single-valued.

Merzbacher: There is no question any more. Now, people

have. ..

Aharonov says: Now wait a minute. What you understand is not
clear. You want to say that if we only specify that all the
observables have to be single-valued, we shall wind up with a
single-valued wave-function?

Dirac: If you are dealing with observable quantities, yes.
Aharonov says: I would like to...

Dirac: If you have it expressed in terms of any observables
g, you can infer that Y as a function of q, has to be single-

valued.

Aharonov: This I don't see.

Dirac: Well, otherwise you can't add together two states in an
unambiguous way.

Aharonov: If one of the states 1is...

Furry: All the states are double-valued.
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Aharonov: Then I can't see how it's possible that...

Dirac: No, you don't have a unique sum for two wave functions,

if there is an ambiguity in sign attached to each of them...
Aharonov says: Right. It depends upon what kind of theory you
are taking. If there is more than one sheet in space then are you

allowed to add all these functions on the same sheet.

Dirac: Then you are bringing in further observables.

Merzbacher: That®s right. This is my point. Assoomas—you—
-,

Someone says: You have said that there is, in addition to x, vy,
and z, another observable. Then you say: I have a particle
which has but three observables x, y, and z which are a complete
commuting set, then you have it. There is no choice anymore.
Dirac: Yes, I think you both have the important point. If a set
of observables is complete, then the wave function in terms of
those observables has to be single-valued. Otherwise, you don't
have a unique process for the addition of wave functions.

Merzbacher: May I add a sort of philosophical point to this?

I think that all of physics is this way. You make a model, amd?

then—you—have—to—have—-a-physieal model., As long as our physical
model af.téta particle has x, y, and z forming a complete set,
there is no choice anymore. Then if Furry would be convinced by
the mathematical arguments...

Furry: I already know those mathematical arguments and found

them convincing. This is a very interesting way to say it and
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I'm beginning to be convinced.
Dirac: The basic assumption is that there is a unique sum for
two wave functions.
Furry: Yes. One does find, of course, immediately from the
requirement that operators be Hermitian, that if just one wave
function out of all the ones you are using is double-valued, then
they must all be double-valued. This is indeed the case.
Dirac: Then you really have another variable coming in.

Merzbacher: That's right. In fact there is a real physical

example of this that's a model of such a situation, namely, when
you talk about the quantum mechanics of rigid bodies. A truly
rigid body has an additional degree of freedom as it were. The
difference between a point particle and rigid body in this
situation is that when you go around in a circle and come back,
you express it in terms of representations of the rotation group
because you use group-theoretical language. You can contract
this loop to a zero loop continuously, and there can surely be
no particular significance to having the z axis stick out here.
This is why the half integral values of angular momentum are
excluded normally. 1I'll write down a wave function and you'll
see it very quickly.

Furry: I like this argument. It's one I even thought of myself.

Merzbacher; This is an eigenfunction for the differential

equationg - i inl eguation for Dw. It is

N

".\-\] = L~ e - E, '-r)_.”
}#; = VEine =t
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Aeigenfunctiun of this operator, Jan eigenfunction of the L

Thss

operator. Wdkh eigenvaluey (no spin now) M is one-half here,

2

of course, and L is one-half. This looks like a description of

a particle with spin, but without using spinors, amd=this

It Lo

an eigenfunction af ﬁﬁand yet we must exclude th:l.s, you see.

Well, I would exclude it simply because it's double-valued. I

think it has no place in the theory. But, then if you don't

like this you can exclude it, uir=s-
Furry says: For many other reasons.
Merzbacher: For many other reasons. Pauli excluded it because

L - F e
when you apply the m operator to it, or the E=minus.

L -
Furry: With the Lewsmes you get in trouble.

Merzbacher: Yes. When you apply any L operator to this, the

result on the right-hand side should be a linear combination

H_EJE{-H‘—‘?-A—A
of functions which have the same L value, they can have different
M values. This function does not have that property. When you
apply I--:H# to it, it takes you to the Le:,'_l.-lals three halves
sub-space so to speak.
Furry: Well, I think it works out worse than that, Eugen, I
think it becomes singular.

Merzbacher: Well, it becomes singular but I think that is no

ocbjection because it is sguare-integrable still, ISEmk. Sooner

or later as you apply B=mimuma, it stops being sguare-integrable.
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Furry: Yes, and this was Pauli's final way @ talking about
it. One has to have these things as representations of the rota-
tion group.

Merzbacher says: That's right.

Furry: You have to have these things as representations of
the rotation group. You will not be able to apply any finite
rotation.

g
Merzbacher: That's right, which means that L=mémus is not an
admissible operator.
Furry: You will not be able to apply any finite rotation. When
you express a finite rotation as an exponential containing an
angular momentum operator, it means you have an infinite series.
But that means you must be able to apply arbitrarily high powers
of the angular momentum operator, and you never can apply
arbitrarily high powers here. As soon as you go to some

modest power this function becomes inadmissible.

Merzbacher: I think it's cute, but I think it's unnecessary

as an argument.

Aharonov: May I add some side thoughts to this argument? It

is probably true that if one wants to have some meaning for a

non-single-valued wave function, one has to add an extra degree
of freedom. Take the following cases a force, F, that has

—
W X [ different from zero, and is not a magnetic force. You

cannot represent such a force by a potential. HNow can we get
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a quantum theory corresponding to such a thing? Well, it's
really something that is not given by the usual theory. So we
have a case that can be solved classically but not quantum
mechanically. But perhaps by being willing to discuss non-
single-valued wave functions one might do it. Let us take a case
in whichv.-"rf-:—: is different from zero on one line and then
everywhere else you can describe it by a potential which is not
single-valued. You have a new degree of freedom which appears
only in the quantum case, and which tells you how many

el
times the particle has rotated around the line of v){ F#O

One can then quantize it with a non-single-valued Hamiltonian
and find non-single-valued solutions that will have an extra
degree of freedom. The lesson is that when quantizing a

system like this, one finds not only the points of space that

are observable but also the number of times the particle

has rotated around the line of /X E?‘:C}

Rosen: I think your first argument is the most convincing

one. The wave function has to be single-valued, because
otherwise you could shrinkaiéégg‘:;'r;w;;:ntﬂwhich means that
at a point you don't know whether q) is plus or minus. Its "*i'

ambiguous. However, if you have a multiply-connected region, I

see no reason why you could not have a double-valued function,

just as, for example, in the case of potential flow fer a

o= _;.f’(_‘_:‘,-r_‘ - ;Jf__._ _;f‘-.‘rl'(_“--'n- i F I
fluid, pou=-heve=flow around tle cylinder, where—in-a-multiply-
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Eﬂﬁﬂ&ﬂtéd’rﬂgignnthﬂ—P@%EﬂEiﬂii;;I see no contradiction.

Merzbacher: I certainly accept that. That is, if you have a

space where a cylinder will be cut out so that you can never
penetrate it. This, of course, is no longer the space in which
we have defined x, y and z or a complete set of variables. That's
quite true. This is an additional specification. That this is
an additional degree of freedom for the cylinder, I don't deny at

all. We have such a space in the quantum mechanics

FT P A o o

of rigid bodies. I want to stress that we always work in terms

of an understood model. 1In this case we agree that there are
such things as truly rigid bodies which are not made up of
particles which you could in principle squeeze together. Then
we understand that this rigid body knows the difference between
going around the circle once and going around twice. There is a
physical way of distinguishing whether a rigid body has rotated
360° or whether it has rotated 720°. Do you want me to make a
model?

Furry: Well, I just don't understand it. It gets back to the
same condition, doesn't it-?

rr PRy

Merzbacher: Let me sayﬂagain, maybe there's somebody here
who can say this much better.

Furry: Be classical if you want to. I'm Jjust stupid.

Merzbacher: (to Dirac) Do you know it?

Dirac: You have a rigid body in any shape you like. You have

strings fastened to different points on it which go out to
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fixed points at some great distance away in space, quite long
strings, of course. If this rigid body is rotated twice, you get the
strings tangled up, but you can disentangle them with out cutting
them. If you rotate it just once, the strings are tangled up in such
a way that you just cannot dise?tangle them

A

without further motion of tiws body, or -whthewe cutting them.

Merzbacher: This was known to Hamilton and he gave a fine

description of it.
Podolsky: The strings of it are attached at the ends?

Merzbacher: What I am saying is this, Professor Podolsky.

When you have a rigid body and make a 360° rotation, it comes
back to it's original position, of course. But there is no
way of shrinking this operation to the null operation. It

is not possible. Whereas, if you rotate it by 720°, there is a
way which I cannot describe, of shrinking that twofold rotation
to the null rotation, no rotation at all.

Aharonov: Of course, somebody who did not know it before will
not be clarified about it now. What does it mean to shrink
something to nothing?

Merzbacher: 0.K., well what would be a quantum mechanical

model? There is a model that is used all the time in modern
physics, and that is the collective model of the nucleus, where

iy W a4 4 n
you need half integral quantum numbers. That's what the 74 A

nucleus has, and—itls—sort of s—retating thing for—which—that's
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D
whst—usi=Ness. You have to use the famous & functions as wave

functions with half-integrals... I wish Professor Wigner were here,

he'd straighten us all out on this. Anyway, now you have

a rigid body and you attach a particle with spin one-~half to ig_ﬂﬁi{k
by some 'Plr{bm;f this body rotates 360°, then, as explained

before, the wave function of the spin one-half particle will

change sign. Therefore, the relative phase will have changed

between a rigid body and a single particle wave function. This

is actually observable. When you rotate twice you have restored

the sign and you can no longer distinguish that from doing nothing

at all.

Furry: But now it's the spin half particle that's to blame for

this?

Merzbacher: Well, I'm just giving you one possible conceptual

way of making a physical measurement of this. It would be a
globe to which is attached a spin half particle. Then when

you rotate the globe around there is a relative phase change, and
we know from our earlier discussion that such things are
observable.

Dirac: Well, it's really because of these topological properties
that spin half exists.

Merzbacher says: That's right.

Dirac: And no other fraction of spin exists besides the spin

one-half.
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Merzbacher: I'll point out one thing that Pauli said very

nicely about the difference between the half-integral and the

integral ones. Again it's the same sort of thing really, but
it's amusing. Suppose you go from a coordinate system like

this to a new coordinate system with a z' axis and with x' y'

m ars
here somewvhere. Then you know mj‘ eigen-
function of the 2z component of angular momentum.shiisens=Et=has
this—@trectione=i% can be expanded in terms of the new angular
momentum eigenfunctionsthat—betonge<to—this—direction. This

is, of course, well known. We have spherical harmonics with

grd it~ The
respect to the old ﬂcmrdinates, and 4-&»—%&«;-:.:\

TS, D - da»d,f 2.2 ead - OIS,

the came 1. That's the crucial point here. Thssels—a=i).

ehdmy that describe the rotation that takeeg you from one

coordinate system to the other. Now Pauli points out that
such a relation cannot hold when 1 is half integral, so there
are no spherical harmonics for half-integral spins. And the

way he points it out is very nice, I think. He says suppose

you go around a loop (here we have our famous loop) and
circle the z' axis. That will change every sign over here,
but it
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will do nothing over here because we dan draw a loop which does circle
the z' axis and not the z axis. Therefore, this relation cannot hold

and there is no representation of the half integral quantum numbers.

Furry: And besides this, there is the tangling of the strings which

also tells us about the difference between 360° and 720°,
and which is good enough for the not very erudite.

Merzbacher: Well, there are many places where this is explained. One

way of seeing it comes from Professor Wigner's talk. Did you hear it?

Furry: I did.

Merzbacher: Have you looked at Professor Wigner's book?

Furry: I have looked at Professor Wigner's book.

BT

ool Bhes :
Merzbacher: O0Oh, I &dEESt mean y:mr—*#md‘(ﬁmd at the small
print? semewheowe.

Furry: Drehgruppe Topologie?

Merzbacher: That's right. Asd—there—it*s—semantic-oi=course.

There are

C*-;’.,_ >

many different mappings that show you this. —I!iﬁqéunﬁected

with the fact that you know the three-dimensional rotation-group has
something to do with the surface of a four-dimensional sphere. Two
rotations which are at opposite poles correspond to the same ultimate
result, but you have to draw the strings on the surface of a sphere,

you can't collapse the mapping. That's
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one way of looking at it, Apparently the most physical way of

looking at it is by using Hamilton's, what were they called?

Someone says: Three-point variables?

Merzbacher: No, I don't think so. Are you familiar with it

Professor Dirac? He gave a physical picture of this and, in

fact, he applied it to the point.

Dirac: I'm not familiar with Hamilton's, but there is a model which
was given by Miss Ehrenfest, Professor Ehrenfest's daughter, showing
how two rotations can be continuously shrunk up to no motion at all.
Suppose you have two cones, one of them a fixed cone and the other
one rolling around the fixed cone. The two cones have the same
vertical angle. (He draws on blackboard) . This is the fixed cone
and you take a second cone like

Yi e _.L' Oy il
this, with the Eameﬂvertical angle &, which ie moving and

rolling around the fixed cone without slipping. The moving
Nl lq ==
cone has =odded completely around the fixed cone once and &= FREZ

back in it's original position. Here we have a motion of a
rigid body which brings it back to it's original position,
whatever a is. Now let us suppose that a changes continuocusly
: Y f 'i_{l,ﬁ.' -.-'{1:‘—'
from naught to J| . 1In the original case where (X equeds naught,

this cone will be very thin , like this, and the moving cone

Jjust makes two revolutions about an axis, because it's Jjust like

two pennies on the table rolling one around the other. 1It's

made two revolutions when it goes around, not just one. So
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when a equals naught we have two revolutions about an axis.
Then when ¢ is reégﬂiho'n' we get something like this. The
moving one now makes just a very slight wobble when a is nearly
P, and when a is equal to P, it makes no motion at all. This
is a continuous way of passing from two revolutions to no motion
at all. It is impossible to pass in any continuous way from one

revolution to no motion at all.

Merzbacher: That's a beautiful example.

Dirac: If it was possible to pass continuously from one
revolution to no motion at all, there wouldn't be any half-spin.
Thie is a general Li:l:}Jh::c; comes Efrom the fundamental
principles of the single valuedness of the wave function. It
comes from our accepting as a general principle that our states
correspond to vectors in Hilbert space. Any two vectors have a
unique sum if we have any representation of these vectors,
provided it is a complete representation involving single valued
functions, in ordexr that theéj;;ie a unigue sum. ThEbeis. ;E;

. = .-
valued wave functions occur only when there is snmeﬁo&ﬁpleteness

in the representation. We might now have a short break.
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Podolsky: Mr. Shimony can tell us something about his ideas on
the theory of measurement. He tells me that it's more
speculative than the other things we heard, and I rather 1like

that fact.

Shimony: Bohr and Heisenberg pointed out that the peculiar
problems that come up in interpreting complementary phenomena
force us to be aware of epistemological problems in the
foundations of physics in a way in which we, perhaps, were not
so aware before. I think this is true, but I think the emphasis
on epistemological problems, in the present foundation of
physics, is partial wisdom. I think it's wvery important but
it's not the whole story, because we have very good reason for
thinking that human beings are part of nature, and that if we
want to have a thorough understanding of human beings, as
capable of knowledge, we have to know where these particular

creatures fit, in the natural scheme of things

Now, philosophers have a word for theory of being, as
contrasted with theory of knowledge. It is called
'Ontology.' I use the expression from time to time. If
there were nothing in the world but physical entities, then
ontology would be physics. But since there is some reason

for believing that there are mental entities,

and who knows what other spirits are around, so thiﬂriﬁ more

comprehensive. This is the study of what things there are --
in view of the fact that human beings are just one set of
creatures among many in nature. I feel that a thorough-going

epistemology
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presupposes some sort of ontology and vice versa. That is, I
think that one isn't going to have a complete ontology without
understanding the conditions of knowledge. There is a sort of
mutual pre-
r-"_ 'ff.‘ I' - .’
supposition which I hope can be made free from sengularcity,6 or free

from vicious circles, as one might say.

I find passages in Bohr in which he speaks as if these two
investigations are complementary in some generalized sense; that
one can look into human beings as knowers (and that's one
investigation) or one can look into them as physical creatures in
the world (and that's another investigation) and they can't be
done simultaneously; there's complementarity between them. A sort
of fanciful historical note is that complementarity in this sense

can be found in Kant, who has a Critique of Pure Reason and a

Critique of Practical Reason. In the Critique of Pure Reason

there's epistemology without ontology. In the Critique of

Practical Reason there is a consideration of human beings as real

entities.

Well, with this general point of view, what I am interested
in, in my own work, is to explore the various possibilities of
quantum mechanics as it is now formulated, and to see if any of
them are in principle capable of being understood, not just as
epistemological theories, but also as ontologies.

"_.fflf-.-
Thlﬁ”i!._lh particular, i!fone has an interpretation of guantum

mechanics of the sort that Professor Wigner was talking about, the
sort proposed by von Neumann, in which an observer plays an

essential
|

role. ;iﬁagine or sketch out even in the loosest way an ontology in
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which one understands the role of the observer? That is, can one
have a kind of generalized psychology, if you will, which
incorporates the data we now have about the psychological behavior
of human beings, and also the attributions of the power of an

observer to

reduce a wave packet! /It would be very nice if one had a sort of N £

systematic classification of different interpretations of quantum

mechanics, to do an investigation of the sort of which I am now

. Bl |

suggesting for each of them. Hompes B s nds
What we need is a language for each of the different possible

interpretations. But I won't try that; I leave it to anyone else
who wishes to do it.

All right, wé@iky let's look then at one particular interpre-

tation, the one that Professor Wigner was suggesting, the one which
takes quantum mechanics absolutely literally, which says that even when

one is dealing with macroscopic physical objects the formalism

£
= o T

of guantum mechancis literally applies to it. One can use supposition

F o _;J_
that a superposition is, in principle, different from a mixture.-fm

that the reduction of the wave packet does not come at the time of

the interaction of the physical instrument with a system, but at the
time that the observer intervenes.
Now, let's ask, can one sketch out in general terms an ontology in

which one understands physical things, and also the observer as

Bl i

performing this particular activity! wel@#4 I'll look at it from

R

two different points of view. One, what we know about single

observers. Do we know anything about the ordinary activity of the

* l'-‘.__ F
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human mind which makes it reasonable to think that it can perform

this activity of reducing a wave packet? WeEEE, What characteristics

of mind can one think of that one might refer to? Well, one thing
that one might think of is the fact that under certain conditions
human perceptions are vague, and under other conditions they are
distinct. And one might suppose that vagueness is roughly
comparable to a superposition in which there are eigenstates
corresponding to different values of macroscopic observables. And

precision in per-
ceptiony wellpsthat corresponds to the situation in which there is

only one eigenstate of a macroscopic observer.

This sounds somewhat plausible until one starts asking abeosk

what are the conditions for pmesisionwofvgbserestion; precision of

v gh

perceptionyg what are the conditions of vagueness. Well, conditions
for precision of perception are conditions like having the lights
turned on, being attentive, being in a fairly good emotional

state, etc., and conditions for vagueness are just those in which

these conditions, or one or the other, is missing.

Thoor Ao o ‘E_/#";I-r‘,_ /

If, ﬂm is somehow the {nput into the consciousness

fr}—'
of the observer, we know nothing else than that he will getﬂa :ium]a-a-r

of sharp perceptions if the ordinary conditions for perception are
good, and a vague perception if the ordinary conditions are
bad. * (see footnote)

The cmly difference between that and amm'}

WA s JI'E""'-Tf.,

dm the :.nput :|.ntn his consciocusness--is that there are a number

of d:.fferent?}aharp reporta: not that in the one case there is

vagueness and in the other, precision. HNo correlation, that we know
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of, appears between the first input and vagueness, and the second
input and precision. Nothing at all.
So let's try another possibility. This is even more fanciful.

o’ T
Do we know, or are there, any psychological theories likeﬂsuper—

pcsitioﬂfand ;ﬁe resolution of superpositionsunder the right con-
ditions? Well, I'll mention Freud's theory of the dream world. In
the preconscious he claims that one can have;;uperpositiun af?;;ages,
in which both are present, both are clear, there is no blurring,
there is no contradiction. But somehow, they are both present.
Very attractive as an analogy to theish!é!éositiuns, but it doesn't
hold at all. For one thing, the order is all wrong. Take a case
in which presumably the input was of the second sort. The input
was not a superposition, lh-t-i-pnﬂ;;ipéééé;Lignanf a parent ;;"J?F'
lﬂﬂ;l-llllld, and:é-ther cases Hﬂe perceptions of a spouse. And
the output, that is, the psychological proﬁuctioq’was the super-
position; instead of having a resolution, one has a compacting of
the superposition. MiSeali-wrong.

And so here are two possibilities. Now, let us mention a third,
which is of a quite a different sort. Various philosophers and some

physicists in speculative moods, Schrodinger, for example, in his book,

Mind and Matter, and Bergson, Creative Evolution, and others, suggested

that, mind is precisely that aspect of nature in which there is
spontaneity.

We wish to say, there is a stochastic element. And certain

Frey

arguments, some of which are quite crude, I thinhiﬁpal crude data
ﬂ \

L 4
Z
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& still datawseiresuwsed. For example, Schroedinger argues, that

our circulation has become mechanical beyond our control.
Therefore, for the most part we have no consciousness connected
with the operation of circulation. Our musculature is pretty
much under our control. There is a certain amount of
spontaneity, and therefore, consciousness is connected with it.
Some processes are somewhere in between. Breathing, for
example, is somewhere in between these; presumably if breathing

became more mechanical, it would lapse

from consciousness. i He also mentions the fact that when one
is acquiring a new skill, one has to concentrate on it; one is
conscious of what one is doing at the beginning, and after the
skill has become very deeply ingrained, it has left

consciousness.
by 7 P by Bodialani . At Atlisgiar
Well, there are troubles with timsssee.’ I think there are 'y’ "2‘ e

d
loilr Jalng

troubles of two sorts. One is the difficulty that maybe there is

a kind of spuntane1ty connected with mind butyg at least our intui-
- 2 ' ik g L s f?’ o bl
tive feelings giwe us nor__ spontaneity, When this is our {npu

= If our introspection is any guide to what's going on in the

depth of our mind, introspection reveals no more spontaneity,
no more chance elements, no more creativity, when our input is

of the
Tf" PRI = ¥ I |

form of a Eup&rp{)sltlﬂﬂm than when m

|_-'..r' r;"".

pldlllﬂ}' That 5 one cunSLderatlon. I thlnk not the best, becauae

L

introspection is often very deceptive. And the other is a
biological argument, namely, we have evidence which is mounting
and mounting, that the properties of large scale entities and
large scale organisms can be explained in terms of properties of

small scale
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things, like an electron charge. ’

Recent progress in microbiology, of course, is marvelous in this
way. Now suppose that creativity, or a spontaneous element, or a
stochastic element is a characteristic of large scale organisms; how
could this be the case if it weren't already in some minor way
characteristic of small scale things? It could be if this creativity
were a structural property. When one builds a television set out of
condensers and so on, to say that the characteristic of being a
television set isn't to be attributed to the components, is trivial.
This is because the characteristic of being a television set is
structural, whereas a stochastic element, the property of behaving
somewhat spontaneously in no way appears to be structural. So if one
expects to find this property in large organisms, there is no reason

for expecting not to find it in their very small components.

If this is so, then one would guess that the Schrodinger
equation, which is a deterministic equation for the evolution of a

TA- i

state when is8s not being disturbed, is only approximately correct.
And this in turn leads me beyond the theories which I am considering.

That is, I am considering only interpretations of quantum mechanics

which leave the formalism intact, which don't say that the formalism

# FF

is approximately correct zmd" there are small non-linearities, or wha*
A

have you, which modify the content.
A¥L Tighti—BD, 1t seems to me then for these various reasons

we have no present account of the nature of mind which in any way

incorporates known psychological evidence, plus the extra character-
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istic of reducing wave packets. Now, let me mention just one
other type of consideration, namely, what happens when you ask, not
about a single observer but, about a community of them. That is,
we would be very unhappy if the formalism of quantum mechanics did
lead us to solipsism or to something bizarre like a society of
solipsists. I think there is a kind of gregariousness in human
beings, but, carrying gregariousness to the point of forming a
society of solipsists would be something which I wouldn't understand
very well.
Dirac: What are solipsists? I don't know what you mean.
Shimony: Well, a solipsist is one who believes that there is
nothing in the universe but himself and his own perceptions? a
society of them would be a rare thing.
Podolsky: (to Dirac) If I were a solipsist I would think you are
only a product of my imagination.
Aharonov: Therefore, you wouldn't mind destroying him, because it's
only an effect on the imagination?
Podolsky: That doesn't follow.
Aharonov: No? (Chuckling)
Furry: I have some times thought the traffic in Harvard Square
seems to be made up of solipsists in the background, driving all
the cars. (laughter)
Shimony: Well, let each one of us try to wish away the others.
Guth: We consider a solipsist to be extremely egocentric.

Shimony: Very well, let's think about the problems that come up.
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If we don't assume solipsism, there are, I think, some rather severe
ones. I'll now mention a kind of gedanken experiment which
Professor Wigner has talked about. Some of you may have heard it
before, but I hoped he would talk about it here. Suppose there is
nothing in the formalism of quantum mechanics which says the
instrument you use has to be a particular kind of electronic or a
physical device. Why not use a friend as an instrument? Namely, you
suppose that a photon if it's right circularly polarized passes
through an analyzer, and that if it's left circular it does not. If
it's in a state of linear polarization, it half does and half
doesn't. i certain superposition. And the friend sees it if it
passes, and does not see it if it does not pass. ThEnf;E liﬁkéd

wpr in this way will be in ¢he state of superpositiong if the photon

is initially in a linear polarized state. Fine. Now, how do you
use your instrument? You use your instrument in the way you
use any macroscopic instrument; you look at it or you ask the right

questions, and in particular in the case of a friend, you ask him

the question, "did you or did you not see the flash?" If he says,
"yes," then there is such a transition. For you, the wave packet—or
if you prefer it, the state—which was a superposition of
polarization states of the photon plus correlated states of the
apparatus including analyzer and friend, is now reduced by this
answer. Fine. Now you might ask one further question, "Did you see
it before I asked you?" The friend says, "But don't you believe
me? I told you I saw the flash!" But, you insist. He says, "Of
course I did see the flash long before you asked me." Now how are

you to interpret
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his answer? There are a number of possibilities, all of them trouble-
some, all of them leading to some sort of doubt as to whether we have an
adequate sketch of an ontological theory which incorporates observers.
One possibility is, no matter what answers the friend gives to you, you
simply treat them behavioristically, you merely treat him as an
apparatus. You don't endow him with any feelings.
In that case his answer to the second guestion, dld you see it before

o Wy _r'l‘l e J?If- .-‘f-' f'-:

1 asked yaur is p:wn:aair—hh:‘!!nlﬁll the answer you wuuld get from :
ehecdesd Ao forod- tetlery o fuw/fuﬁ.,

a camera with which you

alternative Tegistrationeof—the-apparatus.whieh-gives-—the—same

answer that-it gave by the first way of 1oohin9wat~thejappnrutua.
There is no dlfferenc&. That's one possibility hut‘ tiiﬁ is strictly
i&fﬂa hnﬂther alternatlvg’ is to sayge that before you asked
him, he had already made up his mind; that your asking was not what
reduced the wave packet. Now, if this is so, then we have something
peculiar. We—had that-before-rthe_asking-a-mixture—from-your-point
of-view —is-already in a mnixture.cerresponding to-this—superpesition J
but - with-the-phase relations losts.-So Here would be a case in
which, prior to the ultimate reduction of the wave packet in the
ultimate observer, there would be a reduction of the wave packet in
the apparatus. Well, this seems to indicate that somewhere or
another, a non-linearity has crept into the quantum mechanics...
either there is a non-linearity in the sense of a limitation on the
superposition principle, or there is a non-linearity in the

Schrodinger equations which governs the propagation of states.
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Someone asks: Why did you assume that it had not collapsed
completely when he decides?
Shimony: Well, when ocne talks of a mixture_smixture-is-a-situabion
in=whieh there is some ignorance, there is something less than total
possible knowledge. That is from your-sebendpeoint;sthat-iscfrom
the ultimate observer's standpoint. He's describing the situation
with a mixture. He doesn't know all there is to know. He knows
with probability half the friend observes so and so, with probability
half that he didn't. But the objective situation is one in which
one or another of the situations envisaged in the mixture is the
case. This we know is quite different.
Someone: In other words you know that he has already decided this
but, you don't know what he saw;
Shimony: That's right, what I'm saying now, is that if you take
his report literally, if you believe that he saw before you asked
him the question, then from your point of view he is in a mixture,
while from his point of view, he is already in a pure state. The
question is, which one.
Aharonov: Will you discuss, in relation to this, Everett's
lines?
Shimony: I think that this is an entirely different analysis from
Everett's.
Aharonov: According to Everett there would be no difficulty.
Shimony: Right, but look, this is quite a different analysis from

Everett's, because Everett really doesn't make reduction of the
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wave packet a part of the formalism.

Aharonov: What about the problem of reality. :

i ! |
Shimony: Oh, I'm willing to talk about-§# but, I don't think this
is one of the possible ways of analyzing this Gedanken experiment.
That's all. Let me mention one or two more and then we have them
all before us and then I have very little more to say, except that
any choice among these several alternatives seems equally bad.
Guth: What is this specific reason for the difference between you
and Everett?
Shimony: Let me get to that later. Let's just survey the possibili-
ties now, there aren't many more anyway. One possibility is that we
deny any attribution of feelings to the friend, we treat him purely
behavioristically. That's certainly a possibility and we won't rule
it out, but it certainly is in conflict with many of our instincts and
our presuppositions. Another possibility is, that the reduction of
the wave packet has occurred before the ultimate subject entered on
the scene. Now this could indicate that...
Furry: That would mean that there would be a mixed state for you,
although a pure state for the friend.
Shimony: It would indicate a limitation on the formalism of quantum
mechanics; that some non-linearity has crept in. Therefore, our
initial premise that the formalism of quantum mechanics is to be kept
absolutely intact, has been violated.

Furry: Well, it has been violated only because a sentient observer...

Shimony: Yes, a sentient observer as contrasted with an instrument

enters
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upon the scene, a reduction of the wave packet occurs, and this is &

thuﬁcau-=!u=htm*{hnn%thut it is the ultimate observer, oneself in
this case, or the friend. That is certainly a possibility.

Furry: It promptly became a pure state.

Shimony: That's right.

Furry: It promptly became a pure state for the friend.

Shimony: That's right.

Furry: It also promptly became exactly a mixed state for you.
Shimony: That's right.

Furry: And then you ask him the question. It was the reduction of
the Gibbs ensemble not the reduction of the wave packet.

Shimony: Yes, exactly. And this gets into quite a different line
of troubles than the ones we have been talking about before. Here
the trouble becomes one of causal ordering of the operations of the
various observers. And here I think the situation is very similar
to the one viewed in the Einstein-Podolsky-Rosen paradox when the
two parts of the system were separated so far that the act of
observation of the two parts are outside each other's light cone.
so—that-fer—the-ficrst-observer-to-come-on-ehe-scene,reduaces—the
wauePpackEﬁwanﬂﬁitnaa-thﬁﬂ-reﬂuundw-ih.n Ghe can imagine two people

L rsa-jll A 4 14“' 7 .
taking a photograph of the same apparatus, say X taklng $E fert and

Y taking it afterwards? they go apart, and Y looks at his film before

'j"f; e
X looks at his. But Y havlng looked at the film first, the one ;yfa-
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serious guestions of how Lorentz invariance can be maintained.



FRI:AM-14
Shimony: It looks as if there is...
Furry: I don't see why we should have Lorentz invariance in this
case, because there are many, I mean all the good old popular examples
of relativity sound very non-invariant in the experiences of the
people. They always say, A and B are in relative motion, A sees B's
clock running too slow and B sees A's clock running too slow, you can
very well have these people's eyes observing these systems far apart
and also being themselves in different states of motion, and each one

could honestly say that he observed it first.

Shimony: Yea, but here there is a causal connection...
Furry: There is not a causal connection, there is only a correlation.

They are both observing the same thing.

Shimony: Maybe in Einstein-Podolsky-Rosen there is, but, not in this.
In this there is a causal connection.

Furry: But both observed the same thing.

Aharonov: Suppose one observable is sigma X and the other is sigma Y.
Furry: Oh, in that case it doesn't matter, they'll have no corre-
lation and nothing to check. Either there is a correlation upon
which everybody can agree and which it really doesn't matter who
observes first, or else there is no correlation and again it doesn't
matter who you say observes first. So let the observers have their
different opinions.

Podolsky: I think we should let Mr. Shimony tell us what he has in

mind before we go on to something else.
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Shimony: This is worth following further. My argument is that if

the first observer finally has some report register on his con-

sciousness he is the one who is responsible for the reduction of
the wave packet, and then there is a causal connection between the
two observers; and if we are to take this connection in the same

sense at the causal connection in special relativity, it gets us
into real trouble because by-choosing axes ;I sHOGIE say by choosing
X's coordinate system I can make his observation earlier than Y's
observation, or choosing ¥'s I can make his observatianimﬁéliithen,
who's the one who caused it?

Furry: Each can say that he is first, or each can say the other is
first. Each can think that he is first, or each can think that the
other is first.

Aharonov: Well, then, you claim that this reduction of the wave
packet is something that will never be observed.

Shimony: Then I don't think you can attribute a causal action to
the first observer.

Furry: I have grave doubt, as to whether one can say, that there
is anything for which the word causal can properly be used.
Shimony: Well, look, I don't like this alternative either. I'm
just exploring the various possibilities, and all of them seem to
be troublesome. Let me mention just one more alternative, namely,
that the reduction of the wave packet does not occur, that the
superposition remains. This is one of the cases which Ludwig talks

about, where from the standpoint of the ultimate observer, there is
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just no way of telling the difference between a superposition and a
mixture. He thinks the right way of describing the friend's state
is a mixture. He's wrong, it's a superposition, but he's not badly
wrong, because it doesn't make any difference. I think I don't like
this because I think again this means changing, giving up one's
literal belief in what the friend said. That is, what you are
attributing to the friend's state of mind is a kind of
indefiniteness corresponding to a superposition. He was saying, no,
there's no indefiniteness, and you're not taking his report
seriously. So I conclude that if one is willing to give up our
ordinary premises regarding inter-

subjective communication, amd keép the formalism of_quantum mechanics
utterly intactesif aﬂt-wanznﬁtﬁﬁtﬁﬂpLiﬁ-%ﬂticinihuthﬁné wants to
trust the ordinary premises of intersubjective cammunicatianpit
looks ¥i|n£a small change has to be introduced into the formalism,

and this small change can be crucial. Maybe weﬂﬁatter look for

small changes elsewhere, in our formalism# than in this peculiar
case where a human observer intervenes. Well, anyway, I summarize
by saying that if you ask, as I did in the beginning, for a

kind of ontological theory in which one not only uses the

observer
as a black box, to do certain things, but wants to have an

-
DutlineLﬁ theory of the conscious observer, even—wants—to have an
outl ine~of-a—theory-of-a-consecicUs “observals there are many, many
blind alleys; and I, for one, do not see the way out, and I would

be very happy for anybody to sketch ways out. There is one possi-

bility, of course, that is, not to be so rigorous. Let's change the
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formalism of quantum mechanics at some point. Bad or good, that's
a possibility, but it's not one about which I want to talk about.
That's going in an entirely different direction.
Aharonov: You will say a few words about what Everett makes the
reduction of the wave packet?
Shimony: Everett simply doesn't. Everett makes the reduction of the
wave packet not an ultimate thing. That is, ultimately the universe
has one state, and its propagation is governed by the Schrodinger
equation. What seems like reduction is really only appearance versus
reality. Namely, at one of the crucial junctures where reduction
seems to occur, or appear, one has a branching of the relative state,
that is, the state having left out part of the universe, in various
directions. Now as to that, there are various questions which one can
ask. One is, is awareness associated with only one of these, but not
with all of them? That's certainly a possibility. Everett's answer
was no, so maybe we shouldn't even consider that. He says, no, if
there is awareness, it is equally associated with every possibility.
Aharonov: In that case then, each possibility doesn't know about the
others, each possibility has no way to know the others.
Shimony: That's right, and if this is the case, well, it seems to me
that the thing to ask is how is a situation as wvisualized in one of
the branches to be distinguished operationally, or by any other way,
from a situation in which you don't suppose that the other branches

are real, but only suppose that there is one branch
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where a stochastic jump has occurred. 1In other words, what are the

differences, if any, between one part of it which is enclosed in
one branch and one part of it which is enclosed in

another branch? What is the difference from that standpoint between

his theory of multiple branching, and the theory which has only one
Fa 7

branch, but has uh;ngad-—e]:emenﬂ!! ‘. ﬁls-nd his answer is that there is
no difference observationally, there is only a difference logically,
and his claim is that the theory he is proposing is more logical.
Well, I don't know what this means. I think that if you have two
statistical theories eguailly=YYogieal each equally consistent, you
can't claim one is more logical than the other, neithes-has—more
predectablevpossibilities thanwthe-othexr. It seems to me that in
some sense thele are equivalent ways—ef-ralking about-these thingsy
ways of talking about the same thing. One way is more elaborate
in its terminology than the other. I think one should invoke Occam's
gk
razor, Occam said that wmm—;ﬁﬂ“ ought not to
be multiplied beyond necessity. And my feeling is that among the
entities which aren't to be multiplied unnecessarily are histories

of the universe. One history is gquite enough. Ths=is—simple.

That's essentially my analysis of

one than-one gets from looking at all the possible answers.

Aharonov: I don't see that you point to any inconsistencies. The
question is, are there any inconsistencies?

Shimony: I think that my answer is that either there is not a very
apparent equivalence between his way of talking and a way of talking

which is geelipeyow=icnowy much more intuitive.
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:gnu know, the equivalences are often buried when one makes trans-
formations, so that'Sone-possibildey. That is, if you analyze
very carefully the meanings of all terms, there is suachsssredation-
shipaesfhere™i® such an equivalence. The other possibility is one

AP
that I mentioned, that SOWES$ they are somehow different, “this

is one place where it's certainly reasonable to invoke Occam's razor.

Podolsky: Dr. Band.
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Shimony: No, there seems to be a possibility that when this branching
occurs most of them are dead and one is alive, but he doesn't want to
say this; he wants to say that in the other branch he made a foolish
decision or in the other branch he made a wise decision, whatever
comfort that would be to you. And in the other branch you were aware of
your faulty decision.

Podolsky: There seems to me to be a possibility that when you have two
observers simultaneously observing an instrument, that both of them
produce reduction of a wave packet, but not the same wave packet. In
other words the wave function may be a sufficiently subjective sort of
a thing, so each observer produces a wave packet for his

own consideration.

Shimony: Fine, that's one of the possibilities but, then I ask

what is it in the nature of things that allows intersubjective

agreement? Is it what Leibniz has called, 'pre-established harmony?'
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Well, that's a desperate and quite ad hoc answer. Ordinarily we
believe in an agreement between us when we make an observation, that
certain physical conditions for the observation are the same for us.
That is, there is something there that we are both observing, and there
is similarity enough to describe it.
Podolsky: I see the difficulty.
Shimony: If you are leaving that out, it's truly hard to see what
guarantees the intersubjective agreement, that is, if you make your wave
function subjective for you, and my wave function subjective for me.

Kaiser Kunz: That isn't so bad because if you wanted to find out,

ﬂ"ﬂ_-..l;_,. E‘-‘FMLV\--..

you would study Dr. Fndnlskyiﬁnd I

would have my wave function and you would study that; ag® Dr.

Podolsky would have his wave function which he would study and I
_ (Cpeidee s D2
would have my wave function which I would study. HE@ I wnuld makiuf
I W P Hhruld gemikine—
a subjective study nf tiaat. Is it true that we, ﬂuperpost anothe:-wrﬂyﬁvdw

v s Boom, tdTairnid by oo individn s
omwe-when we study =, or seme—such? -
Y .—%I"i.,{.;_ ? ‘ﬁ_ f‘{_‘_ A~ s -L',.f_ ?

Shimony; I go back now to my original philosophical supposition,

P t-T1_ Bty

ups-butsiEds the credo that you can't do thisﬁ'“’f‘entirely in

g i -'l'-‘\--'r.-f.._‘I -q:;-' Eﬂ' ¥ 1": FrE. ey £ S
the smag. METis, —this-is-an-answer—in-which-you resign the

responsibility of giving an overall picture of the world in which

: = : , ®
there are independent cobservers interacting. You are saying, here's

my answer from my point of view.

Sastibiiae e S eSS . —
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what-we-are primarily—interested-in-doingy é:t in addition to doing
physics, I want at least a sketch shiSifvoweobogpescs» of an ontology
M._

in whichgsyousknowy observers with their faultﬁ-'ﬁ cbservers with

e
their full psychological capacity are included. 2IEen I think ;m.l

o

have a responsibility s@€ sketching a theory of many DbBEIUEI‘EJ
interacting with each other more or less on a par. ThatESISgon't
see wWhere-you_-went.

Kunz: I'm glad you mentioned it because I think it ties in with

something else. P — 5l mn —r no .
’f"""‘"{ ..Z-;{L/L.c.f fbs Eaa alele
you would expect &kt to exist eve-rﬁ‘?!e mathematics
werihiig Tht Lalidh Silaalor.. .
of=cowtreds, Still we know of no theory which is so complete.

[y I
There is=a questionj it seems to me. Questions to be asked outside

the theory.
Shimony: May I give Goedel's answer. His conclusion is that
mathematics is not merely a matter of axiomatization. Which means

A Are 2 e fftr
that mathematics in #8888 present form cannot be completely defimed.
by any amount of ax:i.c—m'.r*- Many mathematicians reject Goedel's
interpretation of his own proof, of his own results; but, I'm citing
Goedel.
Furry: Physics certainly includes enough mathematics to include
the postulates of Goedel's theorem.
Shimony: For a theory of inscriptions anyway, and these are macroscopic
problems.
Furry: I should think that in the admittedly woefully incomplete state

of our knowledge we are to accept his conclusions with con-
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siderably more excuse than the mathematicians could accept it. That
is they are dealing with something which ought to be under the
control of their mind, and we're at the mercy of the new experi-
mental facts, so we have more excuse for having a theory which is
sort of open-ended than they have.

Shimony: Well, anyway I don't know how much more there is to say

here. I try to do this with each of the interpretations that I

know, and in each case wopweveryscasss. I find that there may be

consistency, Jjust as classical mechanics is consistent as long as one
doesn't try to push it too far. I think there is consistency in
many of these interpretations but, if you ask the question, "Is

there a consistent extension of them to other than physical reality,

to reality embracing conscious beings?" I just see many blind
alleys.
Perhaps the moral of this is that there is a kind of complementarity

of Bohr's form

between the investigationjef-Bohr*s“fowm or maybe the moral is thaty

wEllpwone-shouldwintroducs, one should start being speculative about
unphysical types, /- 24

Furry: May I make a brief comment?

Podolsky: Sure.

Furry: I hope this will be made available somehow for our perusal.

Shimony: Well, I.
Furry: If these proceedings are going to be published,

Shimony: I have a paper entitled "The Incompleteness of the Philo-
sophical Framework of Quantum Mechanics," * (see footnote) but, as

is the physics,

my paper is incomplete. (Chuckles in the background)
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Furry: I was out of the room when you started your talk, and I
don't know just what the postulates were, but it sounds as if the
postulate is, that some human or at least sentient observation is
the only stage at which...
Shimony: No, no, no, no.
Furry: At which the wave function is...
Shimony: The rules of the game are only two. The rules of the
game are, let's take quantum mechanics as it now stands absolutely
literally—that's one. The other rule of the game is, don't intro-
duce any black box or ;d hoc device,such as an observer thati@ssa

reduction of the wave packet without a sketch of a theory about

that black box. Those are the only two rules of the game. Then I
said I would like to look at all possible interpretations of
quantum mechanics consistent with these two rules, but I only
looked at one, the only one which I took up in great detail, namely,
the one Professor Wigner was sketching, in which the reduction of
the wave packet occurred in cognition.

Furry: Professor Wigner's statement of it sounded, to me, quite
anthropocentric, and I would certainly be inclined to say that,
whatever the fields in which there is controversy, the greatest
importance is attached to questions as to what difference there is
between a human being or a sentient being, and some other very
complicated physical-chemical system. This doesn't seem to me to
be one of them. I should say that the essential feature of the

human observer as the thing that reduces the wave packet is that
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he is a very complicated system which we are not able to analyze
in complete detail, and many other things such as a photographic
plate, geiger counter complete with amplifier and so on, and many,
in fact, all our large scale pieces of apparatus have this in
common with human beings, and many, in fact all the usual large
scale pieces of apparatus have this in common with humans.
Shimony: Well, that's essentially Ludwig's answer. And one of
the various ones Bohr gave, I think. I read Bohr at different
times in different ways but I think this is one of his answers.
Furry: Now, the transition would seem to me to be somehow like the
step from a completely detailed kinetic theory in which one keeps
track of all the particles and uses detailed description of just
exactly what goes on in the system, and a statistical mechanical
or thermodynamical treatment in which one uses fewer parameters.
Now the difficulty that seems to arise is that we have no sketch,
as you say, of a theory of just how this change goes but, do we
have exactly such a sketch of a theory in the case of a change
from detailed kinetic theory to statistical mechanics? Of course,
we can show how to get the same answers mathematically, but it
seems to me we do not have any such an epistemological theory of
the change from one to the other.
Shimony: I think there is an essential difference in the case of
the relation between statistical mechanics and thermodynamics, but
we do have some pretty good ideas of why most of the 3n conserved

quantities are observable, or not observable, on a large or a small
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scale, whereas, the few in which thermodynamics is
interested are; this is largely a physical theory, not an
epistemological theory.

Furry: It is a mathematical truth that you will get right
answers if you use statistical methods. But, aren't those
results proof enough that we'll get right answers if we use
statistical methods here? Maybe, it's a simple method here.
Aharonov: After you can use a mixed state and you can

get the right results. I mean there is...

(There is extremely loud explosion outside; Bang!!!
followed by fifteen seconds of silence.)

Aharonov: Are we all agreeing that there was something, an
explosion here, or (laughter)... Is everybody here on this
same branch (referring to Everett's theory).

Furry: Whether it's necessary for such a loud bang to be
associated with that observation, or whether a smaller one
would suffice...

Podolsky: Dr. Band, you wanted to say something.

Band: Yes, I'd like to comment on the difficulty about mixtures \ 4 A"
| 4

and pure states. They have different transformation properties.

e

[ o n

Generally a theorem true for pure states is not necessarily true k (P

of mixtures. You can't just write mixtures into the result. r:Lh'.ﬂh“
Shimony: So far I haven't written a mixture there, but you used
it a little bit in ‘&% assumption. There should not be a sum but

a functional, a function of functions. A mixture is a
function not of the wave function or maybe a function all of
the wave function. (note by Shimony concerning the last paragraph:

“Perhaps not this. It makes no sense.”)
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Furry: 1It's a bi-linear form and the other is a linear form.
Band: Just look at one system, a pure state or a mixed state. You know
less about it, you want to describe this state as a pure or mixed
state. If you describe it as a mixed state, you should describe it as
a functional of the wave function and not as a function.
Furry: I don't think I can agree with you, Professor Band, I mean
after all, there may be theories in which one could establish this
but, if one accepts the usual, powerful assumptions used in making the
mathematical theory of quantum mechanics—well, though there have been
criticisms of these powerful assumptions, no one has ever made the
theory without them. Then one proves very definitely that this bi-
linear form in the wave functions here, is the most general statistical

situation.

Shimony: There's the mixture, as I take it, using projection opera-

. / I
Ca foo—rd s Qi felifig gt

tors, @ the cerresponding mixtureqwhen'one haa'negieéﬁed pﬁasé
relations.

Podolsky: But, such a mixture, of course, is not a wave function.
Shimony: Cowl@™h, I don't know how much time we have left, but

this—1 thinﬁ-is'uwlumityﬂyhur situation is sensible and intuitivgk
I

everything's good about it except one thing and that's that a ...
Furry: Except that I can't prove it logically.

Shimony: No, I think...

Furry: It only agrees with all the facts and that's its trouble.

(Chuckles in the background.)
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Shimony: Except I think the trouble comes inf%-n-tthﬂt".éoﬁ séf.
that quantum mechanics is not literally correct, that is, when
one goes to the large body, thessSissssmegy there is no longer a
superposition; or you say that it is, but you can't distinguish

epistomologically between a pure state and the corresponding mix-

ture. Then you can say, "but it doesn't make any difference; after
all, I only observe ensembles, I only observe large numbers of
cases," and that's the strength of such a position. But I think
the weakness comes in a theory which does not tell you in principle
what happens in individual cases. That is, in principle, the ordinary
quantum mechanics says that the reduction of the wave packet occurs
not when you have a great number of identical electrons in the beam,
but it occurs for each one of them.

Furry: Oh, yes.

Shimony: Now, your theory would say, well, we don't really care.
Furry: No, no, I don't say that. There can be Jjust one electron.
If that one electron has been coupled in the measuring manner with
a photographic plate as a macroscopic system in which there are an
enormous number of particles—but, I don't even know how many
particles there are, or its exact detailed structure, or its
isotopic composition. That photographic plate is just as good and
as new a thing as I am for this purpose of calling the state a
mixed state. For making predictions about that single particle, of
course, we won't get much of a pattern on our photographic plate,

and no experimenter would ever do it. But, the only differ-
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ence between the beam business and the single particle business that can
ever be distinguished experimentally is checked when one does the
experiment, which has been done, running at such a low intensity that
one particle comes through at a time. You add them up, and one gets as
a result the statistics that one can predict for a single particle.
That is, for a single particle, one cannot predict what will happen
exactly, one cannot say exactly what will happen, one can only give
probability. What one gets piled up out of this business of sending one
through at a time, when one has sent through a million, is just the
accumulation of these. I don't know about Ludwig's stuff, Ludwig's
doctrine which I haven't read, but I don't feel what I am saying retreats
from any experiments done with single particles, except this, that the
experiment done on large numbers is recommended. But, you never get
much of a check of any statistical relation, because you never get much
of a check of any statistical relation if you only take one case.
Shimony: Even a theory regarding only individual cases is checked
DY we i la A ' ot
Aharonov: Here is the view crucially as far as cognition, namely, as far
as the observer, in order to get over your difficulty, right... Anyhow,
this is how we describe the relation between macroscopic things and

microscopic things in ordinary statistical mechanics. There you have the

same thing that you have to give some kind of quantum mechanics.

Shimony: I can understand putting a limitation un*qn!ntmuhﬂ-nhlaﬂuq;|
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on the formalism of quantum mechanics.
Furry: I am asking for something that the formalism doesn't contain,
finally when you describe a measurement. Now, classical theory
doesn't contain any description of measurement. It doesn't contain
anywhere near as much theory of measurement as we have here. There is
a gap in the quantum mechanical theory of measurement. In classical
theory there is practically no theory of measurement at all, as far
as I know. Now, quantum theory does an awful lot more for us than
classical theory. And I have a suspicion that this is the point in
which we should stop making demands on the instruments of classical
theory, and as Professor Dirac says, '"There are other problems too
hard for us." They really are the ones we ought to be thinking
about.
Podolsky: There is no way of telling what path we have to take in
order to get the kind of a theory we want to have. Possibly by
examining these difficulties we may get some clues as to what kind of
a theory.
Aharonov: Class one difficulties?
Podolsky: Yes, class one difficulties.
Band: This thing you wrote up there says something about a mixture
operator? The result of the operation is a pure state, which is
another state, that is still a pure state.
Furry: Oh, yes, you apply this to a wave function. You see this

is not a combination of kets, this is a bra and ket back to back.
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Band: Yeh, I know this. It's a quantum mechanical operator, some
kind of operator. I wanted to have the concept whereby you say, as
far as my knowledge is concerned, I don't know what state it is in,
but I allow it to be in a mixture of states. This is his condition
of my knowledge of the system. I don't represent that con-
2 -L'J_J: '3 *2,?;:1"_’?;4,; ol i
dition by an operator. I represent it by i —this

f ‘{_,'—f.l:_- ity o (T .';-'I::'l'"ii"?"-.'l"l-'\d' -
- “Well, this is

YLl A AAT = ?.__[ i _._a‘l T i I_l-"/'..'.{"'f-—ﬂ'_fl-r_.l:..' "‘{;'L ; R

what I mean by a function of the wave function. It may be something
that's missing in quantum mechanical descriptions. It may be the
conclusions have to be statistical.

Furry: Well, it may be that with the restrictions on the postulates.
Many people, including very distinguished people, have said we really
ought to make a more general description of what one really means.
But, no one has ever given it, and if one does use the powerful
postulates, as many people have used, everyone uses them to derive the
complete formal theory and in a formal mathematical way uses the
powerful postulates including that famous one, of

course, that any Hermitian operator that does not have certain
pathological characteristics, is an observable, then you prove that
this

is the most general theory. If there could be a more general one,
somebody somehow or other has to find it.

Band: I don't get the connection between the mixture operation and

the state of the system whose condition is not given.
Furry: Oh, this, as I see it, you must realize that this quantum

argument I gave the other day is, this formal argument I gave the
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other day,is not usually given. The usual way to introduce the
mixed state is the way that I have always done it in a class. It
is just to say that you ordinarily do not measure a complete set of
observables. '"The measurement is ordinarily fragmentary concerning
the ones you haven't measured, you can only make certain guesses,
that is probabilistic guesses as to what they might have been, what
the relative probabilities of different values are, and

one then puts in these estimated probabilities for the different
wave functions which the system might have, if the complete
observation had been made, and had come out different ways. One
puts those in, these are to be established by the principle of
insufficient reason, or by whatever other evidence is available, and

then one goes ahead.



Conference: October 1-5, 1962
Friday Afternoon - October 5,1962

CLOSING REMARKS

Professor Podolsky: It seems to me that we have exhausted the

questions that Dr. Schwebel is prepared to answer at the moment.
Before closing this conference I would like you people
individually, if you so feel like doing, to express your opinion
about the desirability of this kind of a conference, a panel
conference is different from most ordinary conferences. We would
appreciate expression of opinion.

Aharonov: The question is not clear enough, do you mean this type
of conference from the point of view of topic, or from the point
of view of the number of people?

Podolsky: Prom the point of view of number of people,
organization and everything else that went into it. Did you like
the conference?

Dirac: I think it's much better to have a small conference like
this where people can really have time to think about things. 1In
the larger conferences you get a paper every ten minutes.
Therefore, it's pretty hard to follow after a while.

Podolsky: Thank you Dr. Dirac. Well, this is the kind of opinion
I would like to hear from other people too.

Carmi speaks:

Podolsky: Thank you, Dr. Carmi. Anybody else want to say
something about it?

Band: At this conference, I really learned something, whereas, at
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other conferences I really don't learn much. Here you have plenty of
opportunities to ask questions and get into discussions. It's good to
be able to sleep on it over night, and come back and talk about it the
next day.

Aharonov: And we are certainly grateful to Mr. Hart for his help he
gave to all of us in everything we have to do. (hearty applause)
Podolsky: Thank you, gentlemen. I do believe that Mr. Hart was more
responsible for this conference than anybody else.

Aharonov: I think we should also mention the other people that were
all the time around here to help us.

Podolsky: Oh yes, we had plenty of help from these other people. Would
you like, Mr. Hart, to mention the names of all the people that helped
you, just for the record?

Hart: Well, for the record I would like to mention the immediate
people in the room, first of all, starting with Dr. Podolsky. This
could not have been done without his great help contacting Professor
Dirac, Professor Wigner and Professor Aharonov. I would like to thank
Dr. Werner for his tremendous enthusiasm for this type of conference,
and for helping to sustain me in some of the effort that we had to go
through to bring this about. I would also like to mention in our
immediate group at this University, Mr. Fisher. I appreciate all the
work that he has done recording these sessions and I particularly hope
that he was able to record Professor Dirac's comments as well as Dr.
Aharonov's, in their mentioning of the fruitfulness of this type of

conference. I would like to thank
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Mr. Towle for help in handling the cameras, and Mr. Robert Podolsky, who
is not here at the present time, for helping to record some of the
material put on the blackboard and taking notes also. There have been a
lot of people who may be considered, as Dr. Furry mentioned at one time,
I believe, our part of the hidden variables of this conference. We have
Mr. Weber in our development office, who went to a considerable amount
of trouble in trying to secure and actually obtaining the necessary
funds for the conference, and also our Public Relations Department, Mr.
Vonderhaar and Mr. Bocklage. I know that there are others, and it's
dangerous to list people by name because, I almost of necessity will
have forgotten to name people explicitly. I would like to offer my
tremendous thanks to the main participants who honored us with their
presence at this conference. There is no doubt about it, that without
them it could not have been put on and would not have been a success at
all, and without the tremendous enthusiasm that all these people
manifested during the past week. Wow last but not least, I think we
should be tremendously appreciative of the National Aeronautics and
Space Administration, the Office of Naval Research, and also The Judge
Robert Marx Foundation for contributing the necessary funds to make this
possible. Now I would like to mention, although he is not here now. Dr.
Jack Soules, of the Office of Naval Research. He was the first man in any
government agency who, without qualification or hesitation just took it
upon himself to say, '"This looks like such a good conference, yes, you

will get the money." He was
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among us here for a time. He just left last night. Well, I think at
the present time this is all that I have to say? I do hope that
perhaps within the next couple of years or so, if you are willing
and the agencies are willing, we might possibly duplicate this and
make it much better, because I have learned from mistakes I have made
this time. Thank you very much.

Podolsky: Anything else anyone wishes to say before we close the
conference?

Werner: I just want to say on behalf of the students of the
University, and also some of the people of the community, who for a
while were students at the University here, who came to the lectures,
that they certainly have indicated a great deal of appreciation for
the stimulation that has been given here. All of those who came,
who came and helped to have this conference go on, the students both
regularly enrolled and ones who came especially to the conference,
express their deep appreciation to you who gave so much inspiration.
I think your work here will continue in ways that perhaps go beyond
where you may ever see fully in detail how much you have given.
Podolsky: Thank you, Dr. Werner. I now declare this conference

closed.



THE FOUNDATIONS OF
QUANTUM MECHANICS

A conference report by F. G. Werner

What are the leading problems of quantum physics
today? Where does reduction of the wave-packet
occur? Why single-valued wave functions? To what
extent have relativity theory and quantum theory
really been united consistently? Does it make sense
to speak of "quantum mechanical action at a dis-
tance"? What is the significance of electromagnetic
potentials in the quantum domain? What does a
leading quantum physicist have to say about the
physicist's picture of nature?

Yakir Aharonov, P. A. M. Dirac, Wendell Furry,
Boris Podolsky, Nathan Rosen, and Eugene Wigner
engaged in vigorous discussions of these questions
at a special five-day conference called by Professor
Podolsky at Xavier University in Cincinnati. The
Conference on the Foundations of Quantum Me-
chanics was sponsored jointly by the National
Aeronautics and Space Administration, the Office
of Naval Research, and the Judge Robert S. Marx
Foundation. Although the meeting took place during
the week of October 1-5, 1962, the writing of this
report had to wait until the entire conference
proceedings could be transcribed and submitted to
the participants for approval.

Years ago, when the number of physicists at a
meeting was so small that all could fit easily into a
single room, the spirit of free discussion so vital for
the progress of physics was characteristic of most
conferences. Today, with the large meetings
attended by hundreds of people and with many
sessions going on simultaneously, it is difficult to
create an atmosphere conducive to free and thor-
ough discussion. The prime purpose of the Xavier
conference was to recapture some of that earlier
spirit of intensity and depth in the exchange of
ideas.

The heart of the conference was a series of lim-
ited-attendance sessions designed to provide ample
opportunity for the six participants to discuss
among themselves questions concerning the foun-
dations of quantum mechanics, and to do so at

F. G. Werner, the author of this account of the proceedings of
the five-day conference on the foundations of quantum
mechanics, 1s associate professor of physics at Xavier Univer-
sity in Cincinnati, where the meeting was held.

sufficient length to establish clearly which issues
are most in need of further clarification. In order
that each main participant might feel free to ex-
press himself spontaneously in the spirit of the
limited portion of the conference, Chairman Podo}
sky adopted the policy that references to remarks
made by the participants during the conference
were to be checked with the persons who said them
for approval prior to publication. These
limited-attendance sessions were also attended by
about twenty observers, who were expected to speak
only when called upon by the chairman.

While at Xavier for the conference, four of the
participants delivered lectures which were open to
the public. Aharonov spoke on the significance of
potentials in the quantum domain. Furry lectured
on the quantum-mechanical description of states
and measurements. Wigner discussed the concept
of observation in quantum mechanics. Dirac ad-
dressed visiting physicists and students on evolution
of the physicist's picture of nature.

Aharonov, in the first part of his public talk,
summarized some previously treated effects of
potentials in the quantum domain connected with
interference and energy shift caused by potentials
in field-free regions. Here he emphasized three gen-
eral points: (a) the effects of potentials are all
peculiar to quantum theory in that they all dis-
appear in the classical limits; (b) they all make
themselves evident only in nonsimply connected
regions, in which freedom from finite field values
does not ensure that potentials may be gauged to
zero; (c) all these effects of potentials in quantum
theory depend on the gauge-invariant line integral
of the four-vector potentials around a closed loop
in space-time in a manner not affected by the addition
of integer multiples of ch/e. Aharonov suggested
that these results peculiar to quantum theory be taken
as a hint that we do not yet fully understand all the
most characteristic consequences of quantization of
the electromagnetic field theory.

In the. second part of his "talk, Aharonov ques-
tioned whether there might not be some residual
quantum effects of potentials in simply connected
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regions. Although classically defined vector
potentionals may always be gauged away in any
field-free simply connected region, this may not
necessarily be the case for g-number potentials. To
see the difference between the quantum and the
classical case, said Aharonov, "Remember that both
theories  distinguish between canonical and
kinematical momentum. Nevertheless, it is only in
quantum theory that canonical momentum acquires
an independent significance, in particular through
uncertainty relations and the demands of
single-valued-ness of the wave function. Thus in
the quantum theory we might have a situation in
which both canonical momentum and vector
potential are uncertain in such a way that their
difference, which depends on the kinematical
velocity, is still certain." He illustrated the
possibility of observable consequences of this
distinction in "a possible residual correlation
between electrons moving in a simply connected
region with a well-defined velocity and the
quantum-mechanical source of uncertain vector
potential"; the attempt to remove such vector
potentials in a simply connected region through a
(g-number gauge-transformation, he pointed out,
would not leave this correlation invariant and
therefore this will have an observable consequence.

Aharonov went on to discuss the importance of
this aspect of potentials and d its relationship to
quantization of magnetic flux in superconductors
verified in recent experiments. He also discussed the
state of experimental verification and experimental
work in progress.

Furry, in his public talk in the afternoon, de-
scribed the regular formulation of the theory of
measurement in standard quantum mechanics in
order to provide a background for various further
discussions. He discussed the generality of the Gibbs
ensemble and the "realistic interpretation” where
"we could think of many systems, some prepared
one way, some prepared another way, and the ex-
periment consists of measuring on a system drawn
from this ensemble". He emphasized that a mixed
state, which is the outcome of a measurement, does
not mean a state which has a wave function formed
from a linear combination of some other wave func-
tions. "It has no definite wave function at all,"
Furry stated. "It has instead a list of probabilities
for different wave functions. In applying it, one
appeals to the principle of insufficient reason in
precisely the same way that one does in classical
probability theory. But there is another source of
dispersion in quantum mechanics—and it has no
classical analog. It is something entirely different
from the Gibbs ensemble and has nothing whatever
to do with the Gibbs ensemble. But it is true that
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if you work in the most general possible way, you
can build the Gibbs ensemble situation on fop of
the quantum-mechanical situation, which is quite
important for some purposes. Within the context of
quantum mechanics it is not possible to ascribe
this second form of dispersion to hidden parame-
ters."

In discussing the description of measurement,
Furry showed that the orthodox theory of
quantum-mechanical measuring processes assumes
choosing the interaction between the microsystem
and the apparatus so cleverly that after their
interaction, the system (apparatus plus microsystem)
has a wave function of the form,

y (¢, x,T)=a, c,(T)m,(x)f ,(q).

Here, T, (g) is an eigenfunction of the dynamical
variable being measured, m, (x)is an eigenfunction
of the apparatus-pointer position, and |c" (T )| is
the probability of obtaining the result numbered
by n. Thus, by observing the state of the apparatus
m, (x), the state of the microsystem can be inferred.
Furry remarked that in both classical and quantum
theory we don't say what we do when we make a
measurement.

"In the so-called Einstein-Podolsky-Rosen para-
dox," said Furry, "we have a situation which
theorists cannot ignore, and where the realistic
interpretation fails completely. It is just not avail-
able. The property of wholeness of the quantum
state can apply to systems in which the parts be-
come widely separated and in which one deals with
only one part." This is analogous to the wholeness
of the quantum state which London has empha-
sized in the theory of superconductivity and super-
fluidity. Furry pointed out that for macroscopic
systems covering macroscopic distances—and in that
case with a great many particles in them—one has
the essential wholeness of the quantum state giving
special properties to the macroscopic system.

In his public talk, Wigner began by declaring
most emphatically (three times) that "there is no
logical flaw in the structure of orthodox quantum
theory". But in quantum experiments "the instru-
ment may even be in a state having no classical
analog. . . . How we eventually get the information
is not described and cannot be described clearly by
quantum mechanics." He noted that on entering
science we are filled with idealism concerning the
wonderful nature of science and how much it will
accomplish for us; but in quantum mechanics only
the probability connections between subsequent ob-
servations are meaningful. Questions about the
process of observation, he said, presently lead to
answers such as "We learned that as children,"
which brings home the fact that "we cannot make



science without being unscientific. . . . This teaches
us a littk humility in our science."”

In discussing the implications of relativistic
in-variance in quantum field theory, Wigner
questioned how realistic the theory is, since
measurements of field strength at points accurate
enough to detect quantum effects have ot been
accomplished because of "very grave difficulties". He
also wondered why we almost exclusively measure
positions, when the theory says that every
self-adjoint operator can be measured. "Nobody
really believes that everything is measurable. It is
absurd to think of it. ... [But] I feel terribly
uneasy about it. ... A really phenomenological
theory would not only say that there is a
measurement but would tell how it should be
carried out." Wigner said that one way to do this
would be to reduce every physical problem to one of
collision, and to perform calculations using the
collision matrix, but, he added, "there are, in this
world, other things of interest in addition to
collisions."

In concluding his talk, Wigner returned to the
question of how knowledge and understanding are
acquired. Although this question is crucial to physics,
he indicated that we must also look elsewhere for
the beginnings of an answer. "Science," he said, "has
taught us that in order to understand some thing we
must devote a great deal of careful and detailed
thinking to the subject in question." He noted that
physics has little to say regarding the acquiring of
knowledge, which "teaches us a great deal of
humility as to the power of physics itself. It also
gives us a good deal of interest in the other
sciences. ... I think that an integration [including]
more than physics will be needed before we can
arrive at a balanced and more encompassing view
of the world, rather than one which we derive from
the ephemeral necessities of present-day physics."

Rosen took charge of a panel discussion for an
entire afternoon. The group, which also included
Wigner, Podolsky, Furry, and Aharonov, discussed
questions developed that morning at a question
workshop, to which the public had been invited,
conducted by William Wright, Dieter Brill, and
Frederick Werner. The workshop offered those in
attendance an opportunity to receive technical help
in formulating their questions. The individuals
who did so were invited to stay for lunch and to
join the other observers in the afternoon to hear
their questions discussed by the panel members.

The first such query asked, "What is meant by
the statement that an operator is observable? How
does one distinguish which are observable?" The
ensuing discussion by the panel participants might
be paraphrased as follows:
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Furry: "As Professor Wigner and I remarked, it's
nice to have powerful mathematical weapons if you
are making a mathematical theory. If you're inter-
ested in powerful mathematical assumptions to
make various deductions easy, you make the assertion
that every Hermitian operator has a spectrum that
can be measured. On the other hand, very eminent
physicists have held strongly to the position that
one should regard as measurable only things for
which we can describe, at least in principle, an
actual physical arrangement for making the
measurement. And such one finds in the de-
scriptions that Pauli worked out in the early part of
his Handbook article. (This adds a little bonus, I
might say, for the old custom of learning to read
German, which was universal among graduate stu-
dents when I was one, and is not so universal
today.) These measurable quantities include, of
course, position within certain limits, and momen-
tum, energy, and angular momentum. As Professor
Wigner said, that is just about the end of the list.
Time, of course, is not an operator in nonrelativistic
quantum mechanics. Time measurement is just a
procedure for tagging things with a parameter.
Now if you arm yourself only with positions, it is
much more difficult to prove all the theorems."
Wigner: "How can you measure position?" Furry:
"Well, with Heisenberg's gamma-ray microscope."
Wigner: "You don't measure position with that! At
what time do you measure position?" (meaning:
the measurement took place at what definite time, if
any?)

Aharonov: "What about separating shutters?" Furry:
"Yes, that is the method Bohr ordinarily used.
One can plan ahead but the experiment might
fail."

Aharonov: (referring to the statement above that
in practice only positions can be measured) "One
can measure energy jumps and thus—if the energy
is a sufficiently quantitatively detailed function of
momentum and position—from the spectrum find
the value of operators which are, in general, com-
plicated functions of momentum and position. So
life is not so bad after all."

Furry: "That's right, a single measurement of en-
ergy will get you quite a lot of different operators
associated with it."

Gideon Carmi, a conference observer, asked:
"What is a measuring apparatus, and what is the
relationship between observables and dynamical
invariants of the system? Some people feel that
there is much more to this relationship than ap-
pears on the surface." Wigner: "I'm afraid I am one
of those people. |



think that it is a very useful thing to analyze in
detail what you really measure with a gamma-ray
microscope. But Dr. Furry withdrew from the
gamma-ray microscope, with good reason. Then he
said, 'Let us erect barriers separating the space into
many regions, and then we can leisurely investigate
in which one the system is found, converting posi-
tion into a stationary state." What is measured at
all with ease are stationary properties. Arake and
Yanase found that only those operators can be
measured without approximation which commute
with all conserved quantities. Now one of the
con-served additive quantities is energy, so that
they must be already then stationary quantities. It is
also evident that in the relativistic theory, if it
commutes with the energy, it will have a very
hard time unless it commutes with momentum also.
Furthermore, the measurement of position, which
Dr. Furry mentioned, destroyed the invariance of
the system by erecting the barriers. It isn't a bona
fide measurement because it does not leave the
system alone. It changes the wave function very
considerably. It is very difficult to measure some-
thing that is really easily measurable that is not
stationary. It follows from general theory of obser-
vation that unless the measured quantity is sta-
tionary, no such measurement is possible. The
interaction between instrument and object must be
consistent with the principles of invariance." (Note:
Further discussions are taking place between Wig-
ner and Aharonov, who has a different interpreta-
tion of this point.)

The queries from the question workshop con-
tinued: "Is it justified to make a theory ignoringat
the outset questions of the measuring process, and
then expect to obtain, by means of that theory, a
description of the measuring process?" Aharonov:
"The point of view that measurement theory is
something very special seems to me a verysubjective
one. There are only special kinds of interaction
taking place in nature anyhow, and interactions
with human beings are no more special than any
other. We don't have to put in a foreign interaction
for the measuring process. We believe the theory
should be valid also for considerations of measuring
processes." Podolsky: "That assumes, however, that
the measurement process involves nothing but
interaction. But actually, it involves a good deal
more. It involves the question of reduction of a wave
packet. You say at a certain point you read a pointer
or something like that. You have the object on which
the measurement is performed. You have the meas -
uring instrument. You establish a correlation
through the interaction at the appropriate time.
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Then we say we read these measurements and
ignore the others. As you pointed out, Professor
Wigner, we cannot separate the measuring instru-
ment from all the other objects. In order to meas ure
something about the electron, we have to measure
something about this measuring instrument. How
do we do it? We've got to have another measuring
instrument, unless we can somewhere say, 'Well
now, I know what this measuring instrument is
doing.' And that is an additional assumption in the
theory."
Aharonov: "I think it is inconsistent to say that it
should collapse suddenly, only when we human
beings are coming and looking at the thing. Suppose
we consider such a large system independently of the
fact that we call it a measuring process, but consider
simply that this kind of interaction is going on.
There the collapse should happen independently of
whether we call it a measurement process or not, or
whether we prepare it as a meas urement process. If
the theory is consistent, independent of questions of
measurement theory, it should also answer
problems of measurement theory, because
measurement theory serves only to point to some
special difficulties of the theory. But these are
independent of the question of measure ment."
Podolsky: "I disagree."
Wigner: "There are perhaps two points of view on
this subject. Ludwig, who made use of exactly the
point of view of Dr. Aharonov, said that quantum
mechanics is not suited to describe macroscopic ob-
jects, because there the contraction of the wave
packet takes place under all conditions. The other
point of view is that quantum mechanics applies
even to macroscopic objects, and the collapse of the
wave packet takes place only through the act of
cognition. This is entirely tenable. It says that
quantum mechanics gives us only probability con-
nections between subsequent observations or cog-
nitions. I never succeeded in finding out what Dr.
Dirac thinks about it, because he dodges the issue.
But there are two points of view and I think we
must admit we don't know, with absolute certainty,
the answer. I agree with Dr. Podolsky's opinion."
This interchange is indicative of the nature of
the debate between the main participants which
continued throughout the afternoon. It is clear that
no complete agreement among the panelists was
reached as far as the first questions were concerned.
The next question from the workshop was:
"Today, what would you consider to be the best
reply to the arguments of Einstein, Podolsky, and
Rosen?" After much discussion, the panel agreed
that the topic is still as challenging as ever, and



that, although the mathematical formalism of
quantum theory is perfectly consistent, it is still
very difficult to find a way to picture, by a model,
some of its subtle consequence, such as the so-called
Einstein-Podolsky-Rosen paradox. Some went so far
as to say that perhaps this is an indication that at
some point a modification may be necessary in the
formalism to overcome these difficulties.

Another interesting problem, raised by Carmi
and discussed by Wigner and Aharonov, was the
question "What would be, from the point of view
of quantum theory, the best way to define a classical
object?" They concluded that this is another
difficulty: macroscopic measuring devices cannot be
treated fully by quantum theory. Since any such
macroscopic object is built from single electrons
and other elementary particles, it seems reasonable
to assume that this difficulty may be reflected even
in the treatment of single particles.

The last main question considered at the after-
noon panel discussion concerned the question of
potentials and gauges in quantized theory. Aharo-
nov replied with a further discussion of quantum
gauges, which he put forward in his public talk.

The lively spirit of the extended discussions on
problems of quantum mechanics, so evident in the
panel discussion, carried through to the
limited-attendance sessions. Hugh Everett flew to
Cincinnati from Washington to present his
relative-state formalism. Some of the observers also
offered interesting comments concerning various
related problems. Merzbacher discussed the
important question of the single-valued character of
the wave function, its necessity, and its consequences.
Guth discussed, among other things, a formulation
of a nonrela-tivistic Schrodinger equation for a
particle moving in an electromagnetic field, and
showed that one can transform it to an equivalent
equation dealing only with local gauge-invariant
quantities. Nevertheless, one could show that the
Aharonov-Bohm effect can be incorporated in
such a theory. Schwebel reported on a
reformulation of quantum electrodynamics without
photons (published elsewhere), and Rivers spoke on
an interpretation of metric which he was preparing
for publication. Shimony discussed the general state
of affairs in measurement theory, giving some
challenging thoughts of his own.

The high point of the conference was P. A. M.
Dirac's talk on "The Evolution of the Physicist's
Picture of Nature" (which was subsequently pub-
lished in the Scientific American, May 1963). In
keeping with the idea that the development of
general physical theory is a continuing process of
evolution, he gave a brief account of some past
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achievements and discussed, in more detail, present
difficulties and a few of his ideas on possible future
developments.

Dirac emphasized that progress in theoretical
physics sometimes crucially depends on having
beauty, based on sound mathematical insight, in
one's equations, rather than only having them agree
with experiments. Present difficulties suggest that
we are in a transitional stage, and present theories
are stepping stones to better stages in the future.

"The hostility some people have to [the giving
up of the deterministic picture of nature] can be
centered on a much-discussed paper by Einstein,
Podolsky, and Rosen," Dirac noted. He left this as
essentially a problem of describing quantum uncer-
tainty and indeterminacy in a way satisfying to our
philosophical ideas. But, since evolution goes for-
ward, "of course there will not be a return to the
determinism of classical physical theory." Physicists,
he said, are most concerned with difficulties stem-
ming from the fact that present quantum mechanics
is not always adequate to give any results.

Dirac indicated his belief that separate, unex-
pected ideas will be needed for each difficulty, even
though most physicists "are inclined to think one
master idea will be discovered that will solve all
these problems together." After mentioning several
examples of these problems, he presented some
ideas that he has been developing recently: intro-
ducing  "something corresponding to the
luminiferous ether" of the 19th century which
would be subject to the quantum uncertainty
relations, discrete Faraday lines of force, and a
finite-sized electron. Also, since the description of
nature sometimes gets simplified when one departs
from four-dimensional symmetry, Dirac expressed
doubts as to its overriding importance in future
theories. He said "The physics of the future cannot
have 4, e, and e all as fundamental quantities." If e
and c¢ are fundamental (as he suggested) then 4 will
be derived, and "one can make a safe guess that
uncertainty relations in their present form will
not survive."

In conclusion, Dirac said he thinks ideas more
drastic than his may be needed to make any real
fundamental progress. To describe the laws of na-
ture, we need "a mathematical theory of great
beauty and power. One could perhaps describe the
situation by saying God is a mathematician of a
very high order, and He used very advanced mathe-
matics in constructing the universe. Our feeble
attempts at mathematics enable us to understand
a bit of the universe, and as we proceed to develop
higher and higher mathematics we can hope to
understand the universe rather better."
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