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ABSTRACT 

A REAL-TIME ROLLING HORIZON CHANCE CONSTRAINED 
OPTIMIZATION MODEL FOR ENERGY HUB SCHEDULING 

by 

Weilin Hou 

The University of Wisconsin-Milwaukee, 2019 
Under the Supervision of Professor Lingfeng Wang 

 

 

With the increasing consumption of energy, it is of high significance to improve energy 

efficiency and realize optimal operation of the multi-energy system. Among the many energy 

system modeling methods, the concept of “energy hub (EH)” is an emerging one. However, the 

previous EH models only included one or a few of constituting components. 

The construction of an energy hub model that integrates energy storage systems, photovoltaic 

(PV) components, a combined cooling heating and power (CCHP) system and electric vehicles 

(EVs) is explained in this thesis. The inclusion of the CCHP system helps to meet the energy 

demand and improve the mismatch of heat-to-electric ratio between the energy hub and the load. 

Additionally, vehicle-to-grid (V2G) technology is applied in this EH; that is, EVs are regarded not 

only as load demands but also as power suppliers. 

The energy hub optimization scheduling problem is formulated as a multi-period stochastic 

problem with the minimum total energy cost as the objective. Compared to 24-hour day-ahead 

scheduling, rolling horizon optimization is used in the EH scheduling and shows its superiority. In 
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real-time rolling horizon scheduling, the optimization principle ensured that the result is optimized 

each moment, so it avoids energy waste caused by overbuying energy. 

As part of electricity loads, EVs have certain influence on energy hub scheduling. However, 

due to the randomness of the driving patterns, it is still very difficult to perfectly predict the driving 

consumption and the charging availability of the EVs one day in advance. Chance constrained 

programming can hedge the risk of uncertainty for a big probability and drop the extreme case 

with a very low probability. By restricting the probability of chance constraints over a specific 

level, the influence of the uncertainty of electric vehicle charging behavior on energy hub 

scheduling can be reduced. Simulation results show that the energy hub optimization scheduling 

with chance constrained programming results in a less energy cost and it can make better use of 

time-varying PV energy as well as the peak-to-valley electricity price. 
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1 Introduction 

1.1  Background 

Energy is an important material basis for the survival and development of human society. With 

the continuous development of the social economy, the consumption of energy in human life is 

increasing. However, traditional fossil fuels such as coal and oil are gradually depleted, and 

environmental problems such as global warming and air pollution are increasing at the same time. 

Vigorously developing and utilizing distributed renewable energy and changing the structure of 

high-carbon energy consumption have become important parts of sustainable development of 

human society. 

At present, the world's energy structure has been profoundly adjusted, and a new round of 

energy revolution is on the rise. However, the planning and operation of energy systems is still 

limited to a single energy system at this stage. The comprehensive management and coordinated 

operation of multiple energy sources can fully utilize their complementary advantages, promote 

renewable energy consumption, and achieve optimal resource allocation and efficient use of 

energy [1]. Therefore, improving energy efficiency, exploring new energy sources, realizing large-

scale development of renewable energy, researching on collaborative planning and operation of 

various energy sources, and finally building a unified social integrated energy system will become 

an inevitable choice of a clean, safe and efficient modern energy system.  

In this regard, governments have vigorously carried out researches and practices related to 

multi-energy systems. In 2001, the US Department of Energy proposed an integrated energy 

system (IES) development plan to promote multi-energy comprehensive planning, increase the 

proportion of renewable energy supply, and enhance the economy and reliability of energy system 
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operation [2-3]. In 2003, Switzerland established the “Vision of Future Energy Networks” research 

project to optimize the system structure and operation strategy by modeling multi-energy systems 

to achieve synergies such as multi-energy interactive benefit and energy cascade utilization [4]. In 

2008, Germany began implementing “E-energy” program in various areas to promote the use of 

Internet technologies in enterprises and regions to build complex energy regulation systems [5]. In 

recent years, China has also actively promoted the development of “interactive network +” smart 

energy development, and proposed to accelerate the construction of intelligent systems for energy 

production and consumption, multi-energy collaborative integrated energy networks, and related 

information and communication facilities. 

With the deepening of research on multi-energy systems, the quantity of key components is 

increasing, and the degree of energy coupling is further deepened, and the load is increasingly 

diversified. It has been widely discussed that how to model the energy production, conversion, 

distribution and storage in multi-energy systems while retaining the main characteristics of each 

energy sources and satisfying the energy balance constraints. Among the many energy system 

modeling methods, the concept of “energy hub (EH)” proposed by the Eidgenössische Technische 

Hochschule Zürich (ETH Zürich) is a typical representative [6-7], which has received extensive 

attention from academia and industry. An energy hub is an input-output dual-port model for 

describing energy supply, load demand, network switching, and coupling relationships in a multi-

energy system. It is a powerful concept of how to acquire, convert, and distribute energy sources 

in a specific region [8]. The coupling matrix can be used to express the coupling relationships of 

conversion, distribution, and storage among multiple energy sources. It is widely used in multi-

energy system planning and operation analysis [9]. 
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There are certain limitations to consider only the transmission and conversion equipment for 

basic energy hub modeling in multi-energy systems. With the popularization of energy storage 

systems [10], electric vehicles [11], demand response [12], and combined cooling heating and 

power (CCHP) systems, it is of great significance to fully consider the promotion of these elements 

into energy hub modeling. The distributed CCHP system will be an important method to meet the 

increasing energy demand. Its abatement cost is much lower than that of traditional fossil energy 

supply while generating same amount of power. The energy utilization efficiency of CCHP system 

is also greatly improved compared with the traditional coal-fired power plants. From the operator’s 

point of view, they can also get good benefits and reduce the loss of power supply. The CCHP 

system is an important energy conversion equipment and an important way to improve energy 

efficiency and reduce carbon emissions at this stage. 

In summary, it will greatly improve the energy efficiency and operational safety of the energy 

system as well as reduce the cost of society to construct a multi-energy system that fully considers 

the coupling and complementary relationships of various forms of energy. Based on the existing 

researches, in order to improve the renewable energy utilization rate and economic benefits, this 

thesis comprehensively considers the buying-selling price structure of gas and electricity, and 

establishes an optimization model for energy hub scheduling to coordinate energy supply of solar 

power and natural gas. At the same time, considering the factors such as the EV driving patterns 

and the uncertainty of PV output, a mathematical model of energy hub with energy storage systems 

and CCHP system is constructed. The optimization target of the energy hub model is to minimize 

the gas cost and electricity cost. This comprehensive research of energy hub has certain impetus 
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to the improvement of energy hub modeling, and it is of great significance for improving the 

environmental, economic and social benefits of energy utilization. 

1.2  Literature review 

1.2.1 CCHP system modeling 

There have been a lot of achievements in the establishment of CCHP system optimization 

scheduling model. The main optimization objectives include: the minimum cost target from the 

user’s point of view [13-14], the minimum carbon emission target from the power grid’s point of 

view [15], or the multi-objective optimization [16]. 

In [17], based on the difference of load characteristics between office system and living 

residential system, an energy coupling-based CCHP system optimization model was established 

to optimize the ratio of office building area to residential area. Literature [18] used thermodynamic 

methods to calculate the cost and loss of each component of the system, in order to optimize the 

optimal equipment configuration and operation scheduling of distributed CCHP system. Literature 

[19] constructed an optimization model that considered fuel utilization, operating costs and 

environmental benefits at the same time, and used genetic algorithm to solve the nonlinear model. 

Literature [20] mainly considered the energy utilization rate and operating costs, and compared 

the traditional distribution system with the CHP system. In [21], a hybrid real-time operation 

strategy was proposed based on different evaluation systems, and the operation mode of the CCHP 

system equipment was determined according to different load conditions. Some researches of 

CCHP system optimal operation also considered the uncertainty of renewable energy and load: In 

[22], a linear regression model and a time series model were combined to propose a new statistical 
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prediction algorithm to predict electrical load and cooling load. Literature [23] coordinated the 

capacity of CHP system, gas boiler, absorption chiller and energy storage equipment. The analysis 

results of the actual system showed that the proposed method can reduce costs more effectively 

compared with each energy system planned separately. 

1.2.2 Optimization operation of energy hubs 

The energy hub describes various coupling relationships between transmission, conversion 

and storage of various forms of energy, and plays an important role in the planning and operation 

of multi-energy systems. Scholars have carried out detailed researches on energy hubs [24], 

including the modeling of energy hubs and its application in the planning and operation of multi-

energy systems. In [25], the optimization goal is to minimize the annual cost and the energy 

efficiency, and the genetic algorithm was used to optimize the capacity of each device in the CCHP 

system. Literature [26] established a two-layer optimization planning and designing model. The 

outer model determined the construction and installation capacity of the energy conversion 

equipment and energy storage unit in the energy hubs, and the inner layer model optimized the 

typical operating conditions. In [27], based on the statistical analysis of power generation, heating 

technology, energy demand and traffic model in several countries in the European Union, 

simplified models of energy hubs in different countries were constructed. Literature [28] 

constructed an energy hub model considering CHP, renewable energy, energy storage and demand 

response. 

The optimal operation of energy hub describes that the multi-energy system reaches the goal 

of minimum operation cost, minimum carbon emission or maximum renewable energy 

consumption by optimizing the distribution and transformation of various forms of energy while 

meeting the requirements of corresponding energy demand and equipment operation constraints. 
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At present, according to the number of research targets, the energy hub optimization operation can 

be divided into two types: single energy hub optimization operation and coordinated optimization 

operation of multiple energy hubs [29, 30, 35, 36]. There have been a lot of literatures on the 

optimization of single energy hub operations. Literature [31] established a residential energy hub 

optimization model that considered the full use of real-time electricity prices and optimal 

management of energy storage units. The simulation results showed that it can effectively reduce 

the cost by 60% and the carbon emissions by 25%. In [32], based on the graph theory, the 

corresponding efficiency matrix of the energy hub with a small-scale CCHP system was derived. 

Based on this, a nonlinear optimization model with CCHP considering time-varying energy price 

is established. Literature [33] studied the multi-energy system with hydrogen storage, fully 

considered the constraints of power grid and gas network, and constructed an optimization model 

aiming at maximizing the daily profit of power plants. Literature [34] comprehensively considered 

the uncertainty of wind power output, electricity price and demand, as well as the energy 

procurement cost and corresponding procurement risk, and constructed the energy hub 

optimization operation objective function. 

The energy hub has a high degree of flexibility in modeling the multi-energy system, and the 

entire system is often modeled and analyzed using multiple energy hubs [35-36]. The goals of 

multi energy hub coordinated operation optimization are diverse, including the largest amount of 

renewable energy consumption and the lowest total cost. Literature [37] constructed a general 

optimization framework for a complex multi-energy system with multiple energy hubs based on 

energy exchange with other surrounding energy hubs. Literature [38] considered the bidding price 

of electricity, gas, etc., the cost of failure risk and other factors, and analyzed the energy hub of a 

distribution network from the perspective of power retailers. Literature [39] briefly analyzed an 
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electric and gas system with three energy hubs. The simulation results of case study showed that 

such a system is beneficial to stabilize voltage amplitude and reduce network loss, as well as reduce 

the marginal cost of electricity price and increase the marginal cost of natural gas. 

At present, the researches on the optimization operation of a single energy hub mainly focus 

on the treatment of external factors such as load, distributed energy and various uncertainties 

contained in the energy hub. The lack of research on the internal unit operating characteristics of 

the energy hub may result in a waste of crew resources. 
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2 System Model Establishment 

2.1  Energy hub model 

2.1.1 Energy hub structure 

An energy hub (EH) is a multi-input/multi-output unit which could generate, convert and store 

different forms of energy. This unit has the capability of assisting energy management and 

optimization by combining and coupling multiple energy carriers. It is a concept with a high degree 

of abstraction that can describe a multi-energy system model of any size, as small to independent 

residential users, commercial buildings, factories [30], and as large to countries. 

The system architecture of the EH in this thesis is shown in Fig. 1. This is a typical example 

of an energy hub configuration, and it consists of a transformer, a combined cooling, heating and 

power generation (CCHP) system, a natural gas boiler, and a refrigerator/air conditioner. There 

are two kinds of energy inputs: electricity and natural gas, in which the electricity comes from both 

power grid and the PV components. And the outputs consist of three forms: electricity, heat and 

cool. These energy carriers are processed within the hub, in order to supply the electric loads and 

thermal loads. 

There are mainly three parts contained in the proposed energy hub: energy generation part, 

energy conversion part and energy consumption part. Energy generation part shows the energy 

resources of the EH, such as power grid, photovoltaic components. Energy conversion part 

displays the transformation relationships between the input and output forms of energy in the EH. 

It’s the core part of EH structure. Energy consumption part includes various load demands and 

energy storage systems (ESS). Electric vehicles play the role as transferable electric load, which 



9 

 

is distinguished from regular electric load of community consumers. And the thermal load is 

divided into heating load and cooling load. 

 

Power grid

Natural gas

Electric load

PV
CCHP

Boiler

Electric vehicles

Energy hub

 Thermal load
 Refrigerator

electricity

heat

natural gas

cool

 Heating load

 Cooling load

 HSS

 CSS

 

Fig. 1 The system structure of the EH 

2.1.2 Energy generation part 

From the energy hub structure, the energy input vector P comprises electricity, PV 

components and natural gas 

el

pv

gas

P
PP
P

 
 

=  
 
 

          (2-1) 

The 𝑃𝑃𝑒𝑒𝑒𝑒 is the real-time buying amount of electricity from power grid, and it is positive when 

the grid is supplying the electricity loads, while it is negative when the grid is fed from the energy 

hub. The 𝑃𝑃𝑔𝑔𝑔𝑔𝑔𝑔 is the amount of natural gas from gas market. According to energy policies, they 

are supposed to be in a bounded range (2-2) and (2-3). 

max max- el el elP P P≤ ≤          (2-2) 

max0 gas gasP P≤ ≤          (2-3) 
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As for pvP , a photovoltaic component is a device that converts solar energy into electrical 

energy. Compared with traditional power generation systems, PV modules use solar power to 

generate electricity. There is no energy depletion problem. Also, there is no primary energy 

acquisition cost and no noise and pollutant emissions. However, its equipment investment is too 

high and power generation efficiency is low. The output power (kW) expression for solar 

irradiance I (kW/m2) and time period of t has been shown to be obtainable by the following 

equation 

[ ]( ) ( ) 1 0.005( ( ) 25)pv pv aP t A I t T tη= − −       (2-4) 

where η is the conversion efficiency of the solar cell array (%); 𝐴𝐴𝑝𝑝𝑝𝑝 is the array area (m2); I is the 

solar radiation (kW/m); and 𝑇𝑇𝑔𝑔 is the ambient temperature ( ̊C). 

2.1.3 Energy conversion part 

Within the energy hub, energy is converted to various forms for meeting the load demand at 

the hub output ports. An energy converter converts one kind of energy into another, or affects the 

energy carrier in quantity and quality. The mathematical model of the converter can be established 

by using the input-output correlation. In this case, the main characteristic of a component is its 

efficiency. Fig. 2 demonstrates an expression of single-input single-output converter. 

 

Energy 
converter

Pα Lβ  
 

Fig. 2 Single-input single-output converter 
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It can be observed in Fig. 2 that input energy carrier Pα is converted into Lβ by the single-input 

single-output energy converter. Obviously, the input flow and the output flow are related. The 

energy transferred from an input hub port to an output hub port can be expressed as 

 CL Pβ αβ α=   (2-5) 

where Pα and Lβ denote energy input and output, respectively. And Cαβ is the coupling factor, 

demonstrating the coupling rate between input and output. 

As mentioned earlier, for a single-input single-output converter, the coupling coefficient 

corresponds to the efficiency of the converter. The efficiency of the converter can be a variable as 

a function of the operating point. 

Generally, consider a typical energy hub with various energy carriers α, β, ..., γ, in which the 

energy at input and output ports are represented by vector P = [Pα, Pβ,..., Pγ ] and vector L = [Lα, 

Lβ,..., Lγ ], respectively. Then energy conversion with a multi-input and multi-output converter can 

be demonstrated as 

  

 

L PC

L C C C P
L C C C P

L C C C P

α αα βα γα α

β αβ ββ γβ β

γ αγ βγ γγ γ

    
    
    =    
        
    





     





   (2-6) 

The matrix C is a forward coupling matrix describing the transformation of energy from input 

to output. The elements of the coupling matrix are coupling coefficients, which represent the 

converter efficiency and internal topology of energy hub. As long as the converter efficiency 

remains constant, the coupling matrix represents a linear transformation from the input energy to 

the output. In Fig. 1, the coupling matrix represents four converter devices: 1) transformer; 2) 

CCHP system; 3) natural gas boiler and 4) refrigerator/air conditioner. 
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The transformer is a device which is common in the power system to transform voltage from 

one degree to another, the input and output of it are all electricity. The CCHP system is fed by 

natural gas and is able to generate electricity, heat and cool, whose inner structure will be 

introduced later. The gas boiler converses natural gas into heat to meet the heating demand together 

with CCHP system. And the refrigerator is a cooling-generation device fed by electricity which 

helps the CCHP system to meet the cooling demand. Heating energy and cooling energy are stored 

in heating storage system (HSS) and cooling storage system (CSS) at a given time, respectively, 

to be used later. 

2.1.4 Energy consumption part 

The load demand vector L comprises electricity load and thermal load. Electricity load comes 

from customers and electric vehicles, and thermal load contains heating load and cooling load. 

el

EV

h

c

L
L

L
L
L

 
 
 =  
  
 

          (2-7) 

where elL , hL , cL  respectively represents regular electricity load, heating load, and cooling 

load of customers in community; EVL  represents total charging amount of several EVs, which is 

decided by the EV driving patterns. 

Energy storage equipment can decouple the generation and consumption of energy to 

coordinate the time imbalance between “source and load”, realize energy transfer across time 

domain, and have the effect of suppressing fluctuations in renewable energy [40]. Electrical energy 

storage and thermal energy storage are typical energy storage devices in energy hubs, frequently-
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used models for them are as follows: 

a. Electric energy storage 

Electric energy storage equipment are divided into energy type and power type, which can 

reduce the peak-to-valley difference of power load and reduce operating costs. Energy-type 

electrical energy storage devices such as batteries are generally used in energy hubs, and their 

output characteristics are characterized by average output power. In our model, we have electric 

vehicles as transferable loads which can also reduce the peak-to-valley difference in load demand 

and play the role as batteries as well as vehicle-to-grid (V2G) devices. 

b. Thermal energy storage equipment 

There are often mismatches between the peak period and valley period of the thermoelectric 

load. When the electrical load is high and the thermal load is low, there is often heat waste, which 

leads to the phenomenon that the energy hub is unable to fully exert its performance. Conversely, 

when the electric load is low and the thermal load is high, excessive power may be uneconomical. 

The use of thermal energy storage equipment can realize the transfer of thermal energy, slow down 

the dilemma of the mismatch of heat-to-electric ratio between the energy hub and the load, and 

promote the efficient and economic operation of the energy hub. 

2.1.5 Energy conservation functions 

The energy hub is a system that comprehensively utilizes various forms of energy such as 

electricity and natural gas, and can enhance the efficiency of producing and utilizing energy. In 

the proposed energy hub model, the PV components and the power grid supply electricity to part 
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of the EH’s electrical load; the remaining part of the electrical load is supplied by the electricity 

output of the CCHP system; the heating load is first provided by the waste heat boiler in the CCHP 

system, and the insufficient part is supplemented by the gas boiler; the cooling load is supplied by 

the absorption chiller in the CCHP system and the refrigerator which is fed by electricity; the EH 

purchases electricity from the power grid or sells electricity to the power grid based on the tariff 

structure of electricity and natural gas. The renewable energy sources used in this model include 

solar energy. 

The most important constraints in the operation of energy hub is meeting electrical, cooling 

and heating load demands considered in equations (2-8) to (2-11). 

( )
cchp

e ch
tr el pv r el evP P P L L Lη ⋅ + − + = +      (2-8) 

cchp b
gas gas gasP P P= +         (2-9) 

h
h b cchpL L L= +         (2-10) 

c
c r cchpL L L= +         (2-11) 

where trη  represents the efficiency of the transformer; ch
evL  represents the charging amount of 

electricity per hour per EV (minus value means EV is discharged at the moment). 

In each optimization operation cycle, the energy hub meets the electricity demand through the 

electricity generation by gas boiler, the output of photovoltaic components, the purchase of 

electricity from the power grid, and the discharge of EVs. When the electricity price is low, the 

purchasing electricity from the power grid and the PV power output remaining after meeting the 

electricity energy demand of the energy hub will be stored in the EVs, and preferentially supply 

the energy hub for consumption in the next period. The EV load is equivalent to increasing the 

electrical load, as well as improving the system's ability to accept renewable energy, and can also 
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enhance the role of the electric-gas coupling link in the system and the system's energy supply 

stability. When the price of electricity is high, the profit of EV discharging is greater than the cost 

of electricity consumption, the remaining electric energy in the EVs can be sold to the grid after 

the energy demand of the energy hub is met to constitute the feedback energy, so that the electric 

energy flows in both directions between the large power grid and the energy hub, increasing the 

system operation flexibility. Thermal energy is only transmitted in the heating network inside the 

energy hub. 

2.2  CCHP system 

2.2.1 CCHP system and its characteristics 

Natural gas-fueled power plants, such as gas turbines, gas-fired internal combustion engines, 

Stirling engines, fuel cells, etc., while generating electricity, the waste heat of the exhaust is 

recycled for heating or driving air-conditioning refrigeration devices, such as absorption chillers 

or dehumidification devices. Such a cogeneration system that uses natural gas as fuel and has the 

functions of power generation, heating, and cooling (or dehumidification) is called Combined 

Cooling, Heating and Power (CCHP) system. Auxiliary heating and cooling equipment in CCHP 

system include gas turbines, waste heat boilers, and absorption chillers.  

The following is a brief introduction to the performance characteristics of the CCHP system 

in terms of energy utilization, environmental impact, and economic performance relative to 

conventional energy systems. 

a. Energy utilization 

The CCHP system converts the high-temperature heat energy of the fuel into electric energy 

first, and the low-temperature heat energy is used for heating or cooling. This energy utilization 
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mode realizes the cascade utilization of energy. Compared with direct heating or cooling after 

combustion of fuel, it creates favorable conditions for energy conservation. 

It can be obtained from previous researches that compared with conventional energy supply 

systems, the natural gas CCHP system can save energy by up to 25%. Therefore, compared with 

conventional systems, the CCHP system generally has energy-saving advantages under heating 

conditions. However, in many cooling conditions, the CCHP system does not have the advantage 

of energy saving. Therefore, the CCHP system cannot be blindly promoted, and its healthy 

development on a rational path should be regulated. 

b. Environmental impact 

The advantages of natural gas CCHP system in environmental protection are mainly reflected 

in the use of natural gas which is kinds of clean fuel and the reduction of air pollutant emissions 

from the cogeneration system. 

Since electricity in several countries is mainly derived from coal-fired power generation, the 

replacement of coal-fired power plants by natural gas combined heat and power supply systems 

has greatly reduced emissions of SO2, CO2, soot, NOx, and so on. On the other hand, because the 

energy consumption of the CCHP system is lower than the conventional energy system under 

appropriate condition, the application of the CCHP system directly leads to the reduction of 

environmental pollutant emissions. Additionally, the promotion and application of some low 

pollutant discharge technology in power area such as three-way catalytic technology and pre-

mixed lean combustion technology, has greatly reduced the emissions of major natural gas 

pollutants. However, it should also be noted that for the same heating, electricity and cooling load 

demand, the amount of natural gas consumed by the CCHP system is greater than that of 
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conventional electric refrigerator, gas boiler and external electricity purchase, so the CCHP system 

emits more of the local pollutants. 

c. Economic performance 

The evaluation of the economic efficiency of a system depends mainly on two aspects, namely 

initial investment and operating costs. To meet the same heating, electricity and cooling load 

demand, from the initial investment point of view, compared with the conventional system, the 

CCHP system mainly increases the power generation equipment, that is, the cogeneration power 

plant, so the initial investment of the system is higher than the conventional system. From the 

perspective of operating costs, on the one hand, due to the advantages of energy utilization 

efficiency of CCHP system, especially in heating conditions, there is a possibility of low fuel cost; 

on the other hand, compared with conventional grid power supply, the CCHP system power supply 

eliminates the cost of long-distance transmission of the regional power grid and the transmission 

and distribution of the urban power grid, thus replacing the expensive grid power transmission, 

and its economic efficiency is reflected in the power generation price. Therefore, although the 

initial investment of the CCHP system is relatively high, in a suitable condition, due to the 

reduction of the operating cost, it still has an economic advantage compared with the conventional 

power supply system which generates heat and cold electricity separately. 

d. Balancing peaks and valleys of energy load 

In terms of electricity, with the improvement of people's living standards and the popularity 

of air conditioners, the summer electric load has increased rapidly, and in many cities, it has 

surpassed winter and become a seasonal peak load. The sharp increase in summer power load has 

placed a heavy burden on the urban power grid. Due to the constraints of urban power grid capacity, 

there are often situations in which power cuts are imposed, which has a serious impact on urban 
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economic development and citizens’ normal life. However, in terms of gas, especially the gas in 

the northern cities, due to a large proportion of gas are used for heating, the summer is the valley 

period of gas load, and the winter is the peak period of gas load. 

The application of CCHP system in summer has reduced the peak load of urban power while 

increasing the summer load of natural gas. The reduction of peak load of urban power by CCHP 

system is reflected in two aspects. On the one hand, the thermal power unit generates electricity; 

on the other hand, the waste heat recycled refrigeration replaces the conventional electric 

refrigeration to satisfy the air-conditioning load. This distributed energy system dispersed in the 

urban load center can effectively alleviate the impact of power peaks on urban power transmission 

and distribution systems. In summary, the operation of CCHP system in summer is beneficial to 

balance the peak-to-valley difference between urban power and gas load. 

2.2.2 Working principle of the CCHP system 

A typical diagram of the CCHP system is shown in Fig. 3. Natural gas-fueled prime movers 

(internal combustion engines, gas turbines, fuel cells, Stirling engines, etc.) first produce and 

output electrical energy, while recovering the waste heat from the prime mover in the forms of flue 

gas, steam, hot water, etc., for heating or cooling. In addition to waste heat boilers (heat 

exchangers), absorption chillers, dehumidifiers and other equipment that directly use waste heat, 

in order to increase the stability and reliability of system power supply, heating supply, and cooling 

supply, electric chillers, gas boilers and energy storage devices are generally required in the whole 

energy hub system. 
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Fig. 3 The principle diagram of CCHP system 

Gas turbines can use gaseous fossil energy sources such as natural gas and coal gas as fuel. 

The gaseous fuel is thoroughly mixed with compressed high-pressure air in the combustion 

chamber of the gas turbine and burned to produce 1500-2000℃ high-temperature gas. Energy is 

mediated by high-temperature and high-pressure gas, which causes the impeller of the gas turbine 

to drive the compressor impeller to generate electricity, or directly supply heat to the waste heat 

boiler. The waste heat boiler collects the waste heat generated by the turbine, and at the same time, 

it can extract high-temperature and high-pressure gas directly from the combustion chamber inside 

the gas turbine according to the dispatching command, to provide heating energy for the load. The 

absorption chiller uses the thermal energy of the waste heat boiler and the auxiliary boiler as the 

driving power to provide the users with cooling energy. The wind turbines in the CCHP system 

are coordinated with the gas turbines and the urban grid to meet the demand for electrical loads of 

the user side. 
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Equations (2-8) (2-10) and (2-11) show the relationships between three forms of output of the 

CCHP system and the energy hub load demands. There are also constraints of efficiencies in the 

inner structure [41], which is usually applied from the industry point of view by the following 

relationship 

e
cchpcchp

gas
cchp

L
P

η
=          (2-12) 

1 h c
cchp loss cchp cchpe

cchp
cchp h c

L L
L

η η
η η η

− −
⋅ = +       (2-13) 

where cchpη  is power generation efficiency of the gas turbine; lossη  is heat loss coefficient in the 

CCHP system; hη  is heating coefficient of the waste heat boiler; cη  is cooling coefficient of 

the absorption chiller. 

Additionally, the CCHP system also follows the feasible region for three outputs which are 

specified with equations (2-14) and (2-15). 

0 cchp
gas gasP P≤ ≤         (2-14) 
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≥

         (2-15) 

Since the fuel of the CCHP system comes from the input natural gas, and the natural gas flows 

into both CCHP system and the independent gas boiler, the amount of gas injected into the CCHP 
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system should be definitely less than the total amount of natural gas input from the gas market. 

From the output point of view, three forms of energy output are required to be non-negativity. 

The cost of the CCHP system can be defined as cchpC  [42] 

( ) ( )
e

gas cchp
cchp

cchp

p L
C

L η
= ⋅         (2-16) 

where gasp  is the price of natural gas; L is the low heating value of natural gas. 

2.3  Boiler and refrigerator 

2.3.1 Gas boiler 

The natural gas from the gas market enters the gas boiler as a primary energy fuel, and the 

high-temperature flue gas brought by the combustion is used to drive the generator to produce 

electric energy. 

b
b b gasL Pη= ⋅         (2-17) 

where 𝜂𝜂𝑏𝑏 is the efficiency of the gas boiler. 

Since the fuel of the boiler comes from the input natural gas, and the natural gas flows into 

both CCHP system and the independent gas boiler, the amount of gas injected into the boiler should 

be definitely less than the total amount of natural gas bought from the gas market, as indicated in 

equation (2-18). 

0 b
gas gasP P≤ ≤         (2-18) 
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Additionally, the output of boiler should be within the maximum limitation. 

max0 b bL L≤ ≤         (2-19) 

2.3.2 Refrigerator/air-conditioner 

The electric refrigerator liquefies the refrigerant gas by mechanical pressurization, and 

completes the transfer of thermal energy through the characteristic that evaporation of liquid 

refrigerant requires heat absorption, thereby realizing the conversion of electric energy into cooling 

energy. From the principle point of view, the electric refrigerator is more efficient than the 

absorption chiller inside the CCHP system. Therefore, when the electricity price is low, the use of 

the electric refrigerator can improve the overall operating economy. At the same time, when 

absorption chiller cannot meet the cooling load demand at the cold load peak period, the electric 

refrigerator plays an important role in assisting refrigeration. The ratio of the input electricity 

quantity of the electric refrigerator to the output cooling quantity is called the cooling coefficient, 

expressed by rη , which is less affected by the load rate. The working characteristics can be 

expressed as (2-20) and (2-21): 

r r rL Pη= ⋅         (2-20) 

max0 r rL L≤ ≤         (2-21) 

In equation (2-20), rL  and rP  represent the output cooling energy and the amount of 

electricity consumed by the electric refrigerator during the period t, respectively. And max
rL  in 

equation (2-21) is the maximum limit of refrigerator output. 

2.4  Electric vehicles modeling 
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2.4.1 Model description 

With the popularization of electric vehicles, the energy supply infrastructures of them have 

also been widely promoted. Compared with the conventional long-term charging method, the 

quick charging method has higher requirements on technology and has a great influence on battery 

life. The public power station can not only complete the charging demand of the electric vehicles 

in a short time, but also has the characteristics of economy and quickness. In addition, a large 

number of batteries in the power station can serve as the role of charging and energy storage 

devices. When the power supply demands are ensured, the remaining power is fed back to the 

power grid, and the charging and discharging time periods of the power station can be reasonably 

controlled to achieve the load translation and the demand response. The effect is equivalent to the 

transferable load. 

As bidirectional and transferable power loads, electric vehicles have definite uncertainties in 

terms of charging and discharging time and space. Disordered charging and discharging of large-

scale electric vehicles will bring huge challenges to the stable operation of power grid. With the 

advancement of electric vehicles technology, the concept of vehicle-to-grid (V2G) and its 

feasibility of interacting with the power grid have attracted more and more attention. The electric 

vehicles obtain electric energy from the power grid as transferable loads, and at the same time they 

can be used as energy storage devices to transfer electric energy to the power grid to realize two-

way exchange of electric energy and information between the electric vehicles and the power grid. 

The interactive application between them is called V2G [43]. 

V2G disordered charging mode means that the vehicle owner determines the charging and 

discharging behavior according to his driving habits. Generally, when the electric vehicle user 

arrives at the charging station, charging begins, regardless of the influence of the peak-to-valley 
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time-sharing electricity price, which may increase the peak load of the power demand in the system. 

Aiming at the random access problem of large-scale electric vehicles, under the premise of 

satisfying the needs of users, reasonable means can be used to guide and dispatch the charging and 

discharging behavior of users, effectively disperse the load of electric vehicles, and provide 

sufficient power for users to meet the power demand. It is necessary to reduce the operating cost 

of the power grid as much as possible, and reduce the adverse impact of the uncertainties of electric 

vehicles on the power grid. 

Generally speaking, a complete simulation cycle is a one-day (24 hours) time period. 

Therefore, in the process of establishing a model to describe EV driving patterns, simulation cycle 

starts at midnight, and the coverage time in each simulation is not necessarily 24 hours but 

determined by the arrival and departure time of the EVs. The establishment of the scenario set for 

EV itineraries is based on the statistical analysis of EV electricity consumption. In the rolling 

horizon optimization, the battery SOC scheduling is assigned for every horizon T during the whole 

simulation cycle to achieve the minimum running cost for the system. 

2.4.2 EV model establishment 

For a single electric vehicle, the factors that determine its charging load are mainly the 

charging power and the charging time interval, which depend on the user's driving pattern. The 

driving characteristics of the owner have an important influence on the state of charge of the 

electric vehicle battery. The determination of the charging period interval is mainly related to the 

charging start time and the end time. For the parking lot of a public building, the time period from 

the arrival time of the vehicle to the departure time of the vehicle is the chargeable time period. 
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However, the time to start charging is random, and it is affected by uncertain factors such as the 

expected value of the state of charge. In order to clarify the initial state of charge, charging 

availability coefficient (whether it can be charged) and expected state of charge for each electric 

vehicle, we established a data set to represent the load demand of the electric vehicles. 

 

Begin

Set the number of 
scenarios (S_ev)

Set the number of EVs 
arrival in each interval (m_t)

Generate t_arr, t_dep

Generate the charging availability 
matrix t_ch (S_ev × t × m)

Generate the initial SoC (SOC_min) 
and final SoC (SOC_max) of EVs

Check if 
SOC_max≤SOC_min+Lev_ch_max*T/Q

Output t_ch, SOC_min, SOC_max

No

Yes

End  

Fig. 4 The flow chart of EV model establishment 

From the flow chart, we can clearly describe the process of generation of EV scenarios which 

mainly contain the charging availability matrix cht , the initial SOC 0eSOC  and the expected SOC

max
eSOC . 
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The battery charging power (𝐿𝐿𝑒𝑒𝑝𝑝𝑐𝑐ℎ ) is assumed to be positive while it is being charged and 

negative during discharging. Based on the definition of 𝐿𝐿𝑒𝑒𝑝𝑝𝑐𝑐ℎ , m
evL represents the charging amount 

of electricity per hour for all EVs when the EV amount is m. The state of charge (SOC) level of 

each EV is calculated with the cumulated charging energy and the initial SOC. The time-related 

SOC is defined as follows: 

1
0

( )
( )   

t
ch
ev

i
L i

SOC t SOC
Q

== +
∑

       (2-22) 

Also, the battery charging and discharging power limits are set to avoid overcharge and over 

discharge, that is, the effective capacity is less than the full capacity of battery Q. The SOC limit 

constraint (2-23), and the EV charging energy limit constraint (2-24) need to be satisfied: 

0 1SOC≤ ≤         (2-23) 

max max- ch ch ch
ev ch ev ev chL t L L t⋅ ≤ ≤ ⋅       (2-24) 

In each time interval, the SOC levels of the EV batteries are within the specified range. For 

the charging energy limit constraint (2-24), the EV charging energy is constrained by the maximum 

power limitation and the expected EV charging availability coefficient. Parameter maxch
evL  is the 

maximum charging power for per EV every hour. The EV charging availability coefficient cht  

shows the expected status of the EV at time period t, and the matrix using binary variables 0/1 to 

describe whether the EV is being charged or not, as indicated in equation (2-25). 
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Vehicle-to-grid (V2G) technology is considered in this energy hub and EVs are regarded as 

not only electricity demands but also power supplies. Therefore, the charging energy during a 
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specific hour can be negative as constraint (2-24) indicates. For simplicity, it is assumed that the 

energy hub is served for a public building, so the available periods for each EV charging 

scheduling is the period between the arrival time and the departure time. The duration of charging 

is related to the battery capacity, the charging power, the initial SOC of the battery before charging, 

and the expected SOC when the electric vehicle departures. For the convenience of analysis, 

regardless of changes in charging and discharging efficiency, battery temperature, etc., the 

relationship between SOC and charging load is shown as follows. Then the energy transfer of each 

EV i over the total scheduling time t satisfy equation (2-26). 

max
0-t

ev e eL SOC Q SOC Q= ⋅ ⋅       (2-26) 

where t
evL  represents the charging amount of electricity per EV for 24 hours. 

During the scheduling time period, the SOC of each EV should reach the expected SOC level

max
eSOC . 0eSOC  is the state of charge of each EV before charging, and the initial SOC of the 

batteries are different due to the difference in user’s traveling and charging habits. For a single 

electric vehicle, the expected SOC value max
eSOC of the battery can be obtained from the daily 

mileage. 

2.5  Heating storage system and cooling storage system 

As mentioned above, there are often mismatches between the peak period and valley period 

of the thermoelectric load. When the electrical load is high and the thermal load is low, there is 

often heat waste, which leads to the phenomenon that the energy hub unable to fully exert its 

performance. Conversely, when the electric load is low and the thermal load is high, excessive 
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power may be uneconomical. The use of thermal energy storage devices can realize the transfer of 

thermal energy, slow down the dilemma of the mismatch of heat-to-electric ratio between the 

cogeneration system and the load, and promote the efficient and economic operation of the energy 

hub. 

Since we divide thermal load into heating load and cooling load in the customer side, 

correspondingly, we need heating storage system (HSS) and cooling storage system (CSS) in the 

energy hub. The energy storage system can be placed at the input port of the system, which is 

equivalent to the correction of the input matrix P as (2-1) indicates. It can also be at the output port 

of the system, which is equivalent to the correction of the input matrix L as (2-7) indicates. First, 

the energy entering or leaving the energy storage system should be limited by constraints (2-27) 

and (2-28). 

ch h
h h cchp bL S L L+ = +         (2-27) 

ch c
c c cchp rL S L L+ = +         (2-28) 

where 𝑆𝑆ℎ𝑐𝑐ℎ and 𝑆𝑆𝑐𝑐𝑐𝑐ℎ is the storage energy entering or leaving the energy storage system each hour. 

𝑆𝑆ℎ𝑐𝑐ℎ is limited by a maximum power 𝑆𝑆ℎmax, that is, max maxch
ch h chS S S− ≤ ≤ . So as 𝑆𝑆𝑐𝑐𝑐𝑐ℎ. 

( )hS t  is defined as the amount of heating energy injected into storage system till time t, 

which can be expressed as follows: 
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And the SOC of HSS can be defined and limited as follows: 
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0   h
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h
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= +        (2-30) 

0 1hSOC≤ ≤         (2-31) 

where hQ  represents heat storage capacity of HSS. 

For the CSS, we have a series of constraints similar as HSS, shown as constraints (2-32) to 

(2-34). 
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0 1cSOC≤ ≤         (2-34) 
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3 Real-Time Rolling Horizon Optimization 

3.1  Rolling horizon optimization strategy 

Rolling horizon optimization strategy is a strategy which combines prediction, time domain 

rolling optimization and feedforward-feedback together. It is a specific manifestation of the 

principle of rolling optimization in predictive control. The main difference between rolling 

optimization and traditional optimal control is that the system with rolling horizon optimization is 

not optimized throughout the entire process, nor is it only optimized once, but rather a rolling 

process in a limited time horizon. In a dynamic uncertain environment, it is meaningless to 

consider optimization in a long period of time, and because of the unpredictability of 

environmental changes, optimization needs to be repeated. Therefore, the idea of rolling 

optimization is particularly targeted for dynamic environments. 

Rolling window technology is at the heart of rolling horizon optimization. When applying the 

rolling window technology for dynamic scheduling, first we need to define three windows: the 

completion window, the scheduling processing window and the waiting window, as shown in 

Figure 5. The waiting window stores all the tasks waiting to be scheduled, and the completion 

window stores all the tasks that have been processed. The scheduling processing window refers to 

the optimized time horizon window in the rolling optimization principle. It selects a certain number 

of tasks from the waiting window and place them in the scheduling processing window. After 

scheduling, these scheduled tasks are processed according to the scheduling results. The 
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scheduling processing window includes the processing task set and the unprocessed task set. The 

processing task set is a scheduled task set that is already in processing. The unprocessed task set 

is a set of tasks that have been scheduled but have not yet started processing. 
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The scheduling 
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scenarios
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S2
...

Sn

24 hour
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Unprocessed tasks

Processing tasks
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Fig. 5 The relationship between rolling window and task sets 

The basic principle of rolling horizon optimization is: at each moment, based on the current 

state information, the control vector in the finite time domain is solved, and the first control 

variable is applied to the controlled object as the actual control variable at the next moment. By 

analogy, the above process is repeated at the next moment, and the new state information is used 

to solve the control variables to form an iterative optimization process. As shown in Fig. 5, T is 

the prediction duration, the control variables of the (T-1) steps are predicted in the future at time t, 

and the prediction variable at time t is selected as the actual control variable. Iterative optimizations 

are performed in combination with the control constraints and the rolling horizon. 
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Rolling horizon optimization method is a model-based and optimization-based control, which 

can track changes of the system, continuously push the scrolling of the optimization set in time, 

apply the scheduling optimization algorithm to solve the scheduling sub-problem, and achieve 

global optimization by continuously optimizing local optimizations. 

3.2  Objective function 

The optimization problem is widely applied to the optimization decision in the power system. 

The optimization model can be divided into single-objective optimization and multi-objective 

optimization. Single-objective optimization generally determines the maximum or minimum value 

of the objective function. The properties of the objective function in the model can be divided into 

two types: benefit function and cost function. However, as far as the same optimization model is 

concerned, the attributes of different objective functions of decision maker will also change. 

Therefore, the classification of benefit and cost types is also relative. The research in this thesis 

only describes the attributes of functions from a single decision-making perspective. 

If the optimization model targets the minimum of the objective function, the function is called 

the cost function. In the eyes of decision maker, the smaller the value of the cost function, the 

better. Cost function is the most common type of functions in the power system, such as the 

production cost of the generator units in the optimal power distribution problem, the system 

network loss in the reactive power optimal allocation problem, and the pollutant emissions in the 

environmental protection dispatch problem. 
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If the maximum value of the objective function is the target of the optimization model, the 

function is called the benefit function. In the opinion of the decision maker, the larger the value of 

the benefit function, the better. The benefit functions in the power system mainly include system 

revenue, rate of return on investment, energy use efficiency and safety margin. 

Based on the description above, we use cost function below as the objective function: 

min    ( )  gas
el el gas

p
Z p P P

L
= ⋅ + ⋅      (3-1) 

The cost function consists of two parts. The electricity buying price and the gas cost for both 

CCHP system and boiler. Where 𝑝𝑝𝑒𝑒𝑒𝑒 and 𝑝𝑝𝑔𝑔𝑔𝑔𝑔𝑔 are the price of electricity and natural gas; 𝑃𝑃𝑒𝑒𝑒𝑒 

and 𝑃𝑃𝑔𝑔𝑔𝑔𝑔𝑔 are the consumed amount of electricity and natural gas; L is the low heating value of 

natural gas. 

3.3  Case study 

 

Fig. 6 The hourly electricity price on a regular day 
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For case study, we choose the 24-hour hourly electricity price on a regular day to demonstrate 

the peak-to-valley characteristic of the electricity market. Following is simulation results of energy 

hub scheduling in day-ahead market. 

 
Fig. 7 The simulation results of output energy in day-ahead scheduling 

 
Fig. 8 The simulation results of input energy in day-ahead scheduling 

It can be seen from Fig. 8 that the gas purchase curve of day-ahead scheduling is absolutely 

lower than the electricity purchase curve during most time of the day. And the EV charging curve 

in Fig. 7 is very sharp. That’s because in the day-ahead 24-hour scheduling, the energy is purchased 

for a whole day’s consumption, therefore the energy hub will definitely buy energy more than 
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needed to ensure the amount can fully meet the load demand in the following day. Only when the 

time comes to 15-18, during which the electricity price is relatively high, the gas purchase can be 

more than the electricity purchase. However, this kind of scheduling will result in a large amount 

of energy loss and it is contrary to our target. Due to the unreasonable results of day-ahead market 

in scheduling the proposed energy hub model, real-time rolling horizon optimization is applied to 

shows its superiority with comparison. 

 
Fig. 9 The simulation results of output energy in real-time rolling horizon scheduling 

 
Fig. 10 The simulation results of input energy in real-time rolling horizon scheduling 
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In real-time rolling horizon scheduling, the optimization principle ensured that the result is 

optimized each moment, so it avoids energy waste caused by overbuying energy. 

However, due to the randomness of the driving patterns, it is still very difficult to perfectly 

predict the driving consumption and the charging availability of the EVs one day in advance. As a 

result, there may not have global optimal solutions is the stochastic scheduling of energy hub with 

EVs. Chance constrained programming is a direct and efficient tool to handle such a predicament. 

The idea of chance constrained models is to hedge the risk of uncertainty for a big probability and 

drop the extreme case with a very low probability. It is appropriate to be applied on the different 

types of uncertainties in the model. 
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4 Chance Constrained Model for Stochastic Scheduling 

4.1  Description of chance constrained programming 

Chance constrained programming (CCP) is an important branch of uncertain programming, 

mainly for the case where the constraint contains a random variable and the decision is made before 

the realization of the random variable is observed. The chance constrained programming can 

ensure that the probability that the inequality constraint is satisfied is greater than or equal to a 

given confidence interval, and the requirement is guaranteed in the form of probability. The 

decision is allowed to dissatisfy the constraint to a certain extent. 

In the engineering field, due to the random nature of the uncertain variable y, it is difficult to 

obtain a deterministic optimal solution before the implementation of y. However, in the actual 

optimization decision process, due to the need of scheduling, appropriate optimization decisions 

must be made before implementation of the random variable. Therefore, the chance constrained 

programming method that obtains the optimal decision under certain probability can solve the 

overlap problem well. 

If a random variable is included only in the constraint, the generalized chance constrained 

programming mathematical model can be described as: 

 { }r

min ( )

. . ( , ) 0, 1,2, ,i i

n

f x

s t P g x i m

x X R

ξ α



 ≤ = ≥

 ∈ ⊂

   (4-1) 
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where x represents the n-dimension decision vectors; ( )f x  is the optimal objective function; 

{ }rP •  is the probability of event { }•  occurring; m is the number of chance constraints; ξ

represents the random vector of the probability density function; ( , ) 0ig x ξ ≤  is stochastic 

constraint function; iα  is the confidence interval required for the establishment of the i th 

constraint, which is generally given in advance. { }r ( , ) 0, 1,2, ,i iP g x i mξ α≤ = ≥  means that the 

probability that the i th constraint is satisfied should be at least iα ; X represents the feasible region 

of the decision variable x. 

Equation (4-1) indicates that each constraint is independent of each other. If the constraints 

are not independent of each other, they are represented by the joint chance constrained 

programming. The joint chance constrained programming is performed on the condition that the 

objective function and the constraints are all probabilistic constrained. If there is

( 1, , 1, 1, , )i j j i i mα α≠ = − +  , that is, there is a difference in the confidence level of each 

inequality constraints, then the programming is called hybrid chance constrained programming, as 

shown in equation (4-2). 

{ }r

min ( )

. . ( , ) 0, 1,2, ,i

n

f x

s t P g x i m

x X R

ξ α



 ≤ = ≥

 ∈ ⊂

      (4-2) 

where α  is the confidence interval required for the constraints to be satisfied. 

Chance constrained programming can also be generalized to chance-constrained multi-

objective programming with the following expression, 
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      (4-3) 

where y is the optimal objective function vector; M is the number of objective functions. 

If the objective function that is expected to be minimized also contains a random variable, 

then equation (4-2) is improved to the following form, 

     
{ }
{ }
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      (4-4) 

where β is the confidence interval required for the optimal objective function which is given in 

advance; f  is the minimum value of the objective function when the confidence level is β. 

4.2  Solutions of chance constrained programming 

Chance constrained programming is an important branch of stochastic programming. Because 

of its uncertainty, it can't be solved directly. The common solution methods are introduced below. 

There are three common methods of simplification: 1) transforming chance constrained constraints 

into deterministic constraints [44]; 2) using scenario analysis methods to generate multiple 

determined scenarios to finally obtain expectations [45]; and 3) applying intelligent optimization 

algorithms based on stochastic simulation [46-47]. 



40 

 

The traditional method for solving the chance constrained programming is to convert the 

chance constraints into deterministic constraints according to the given confidence level, and then 

use the traditional optimization method to solve. Independent chance constraints are more easily 

to be transformed into deterministic constraints, and the concept of quantile is often used to convert 

chance constraints to deterministic constraints in form. The key point and difficulty in 

transforming the chance constraints into deterministic constraints lies in the fast solution of 

cumulative distribution function (CDF) of the joint variables and its inverse function. In [44], 

Ozturk et al. used the load output as the uncertainty variable, and used the multivariate normal 

distribution random variables to express the load. The chance constraint is that the probability, that 

the power generation output of all time periods was greater than or equal to the load, is not lower 

than the confidence interval. The multi-time interval constraint was transformed into a time-

independent probability constraint, and then the probability constraint of each time period was 

transformed into a deterministic inequality constraint, and finally the inequality represented by the 

upper quantile corresponding to the loss-of-load probability was obtained. 

The principles of using scenario analysis and intelligent algorithms to solve the chance 

constrained programming are similar. The stochastic simulation techniques such as Monte Carlo 

Simulation are used to generate a large number of deterministic scenarios. Each scenario is 

determined and can be solved by traditional optimization algorithms. When the total number of 

scenarios is sufficient, the ratio of the number of scenarios satisfying the chance constraint to the 
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total number of scenarios in the optimization result approximates the probability that the chance 

constraint holds. Use Monte Carlo simulation to verify whether the chance constraint holds, 

consider the chance constraint 

{ }r ( , ) 0, 1,2, ,iP g x i mξ α≤ = ≥      (4-5) 

where 1 2( , ,..., )dξ ξ ξ ξ=  represents the d-dimension random vector, each random variable has 

a known probability distribution. First, N independent random vectors 1 2, ,..., Nξ ξ ξ  are 

generated based on the probability distribution ( )ξΦ . Let N' of the N trials satisfy the formula 

( , ) 0, 1,2, ,i ig x i Nξ ≤ =        (4-6) 

That is, N' is the number of random variables which satisfy the constraints among the 

generated random variables. According to the Law of Large Numbers, the probability N'/N can be 

used to estimate the probability that the formula (4-6) holds. Therefore, the chance constraint (4-

5) holds if and only if N'/N ≥ α. The larger the total number of generated scenarios is, the closer 

the estimated probability is to the probability that the actual chance constraint can be satisfied. 

However, if the total number of scenarios is too large, the amount of calculation will increase. 

Choosing an appropriate total number of scenarios and using scenario reduction can improve the 

efficiency of random simulation. In [46], the genetic algorithm based on Monte-Carlo stochastic 

simulation was used to solve the chance constrained programming and the chance constrained 

multi-objective programming. 

4.3  Chance constrained programming for proposed energy hub 
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The initial state of charge 0eSOC , the expected state of charge max
eSOC  and the charging 

availability cht  are stochastic parameters dependent on the driving patterns of the EV. To simplify, 

the minimum and maximum limits of SOC are set to 0 and 1 as indicated in constraint (2-23). 

What’s more, from constraints (2-22) and (2-26), the expected state of charge max
eSOC  is decided 

by the initial state of charge 0eSOC , Therefore, the max
eSOC does not have much influence on the 

simulation results, the randomness of the driving patterns lies in constraints (2-24), which can be 

reformulated in a chance constrained framework as, 

max

r
max

-ch ch
ev ev ch

ch ch
ev ev ch

L L t
P

L L t
α

 ≥ ⋅  ≥ 
 ≤ ⋅ 

      (4-7) 

A realization of the possible driving pattern is noted by the parameters cht  associated with 

the probability kπ . A binary variable kz  is introduced for each driving pattern realization and 

the probabilistic constraint (4-7) can be reformulated as (4-8) to (4-10). 

max max-ch ch ch
ev ev ch ev kL L t L z≥ ⋅ + ⋅       (4-8) 

max maxch ch ch
ev ev ch ev kL L t L z≤ ⋅ + ⋅       (4-9) 

( ) 1k kzπ α⋅ ≤ −∑         (4-10) 

When the binary variable kz = 0, constraints (4-8) and (4-9) have a similar form as (2-24) and 

the constraints are guaranteed for the driving pattern realization k. When the binary variable kz  

= 1, constraints (4-8) and (4-9) can be reformulated to (4-11) and (4-12). 
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max- ( 1)ch ch
ev ev chL L t≥ ⋅ −       (4-11) 

max ( 1)ch ch
ev ev chL L t≤ ⋅ +       (4-12) 

Constraints (4-11) and (4-12) are always satisfied in the feasible region of the optimization 

problem ( max max- ch ch ch
ev ev evL L L≤ ≤ ) given a reasonable initial SOC condition. Therefore, the 

constraints of the driving patterns realization k will not affect the solution of the optimization when 

kz  = 1. In constraint (4-10), kπ  is the probability of the realization k of the possible driving 

patterns. The constraint (4-10) is equivalent to the probabilistic constraint as shown in (4-13) and 

therefore the original probabilistic constraint (4-7) can be satisfied. 

(1 )k kzπ α⋅ − ≥∑         (4-13) 
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5 Case Study 

5.1  Related data 

The structure of proposed energy hub has been illustrated in Fig. 1, which shows that the 

chosen energy hub is connected to the electricity and natural gas infrastructures at the input side 

and provides electricity, heat and cool at the output-side ports. The test data of three forms of load 

demand for the energy hub are shown in Fig. 11. To simulate the model, real-time data of a public 

building has been considered as a case study. The energy hub consists of a transformer, a boiler, a 

refrigerator, a HSS and a CSS, as well as the essential part, a CCHP system. The CCHP system 

produces heating and cooling energy and power simultaneously when it is committed. The features 

of the energy hub elements have been listed in Table 1. 

 

 

Fig. 11 Electricity, heating and cooling demand 
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Table 1 Devices parameters inside EH 

Input ports 
−6000kW ≤ elP  ≤ 6000 kW 

0 ≤ gasP  ≤ 8000kW 

CCHP system 
cchpη = 0.4  lossη = 0.05 

hη = 0.8  cη = 1.2 

Transformer trη = 0.98 

Boiler bη = 0.85, 0 ≤ bL  ≤ 1000kW 

Refrigerator rη = 0.50, 0 ≤ rL  ≤1000kW 

Heating storage system 
hQ = 1000 kW·h 

0≤ ch
hS  ≤150 kW·h 

Cooling storage system 
cQ = 1000 kW·h 

0≤ ch
cS  ≤150 kW·h 

 

The output power of PV have been shown in Fig. 7. In this case study, multiple scenarios have 

been considered for sun's irradiance and load. Scenarios can be obtained by sampling from a 

continuous probability distribution; however, it is possible to establish a discrete probabilities table 

by the experience [48]. The PV output used in the case study is the dataset generated from the five 

scenarios with equal probabilities. 
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Fig. 12 The output power of PV 

The energy hub can purchase electricity from the power grid, at a time-varying price of 

electricity market. There are two common trading modes in the electricity market: day-ahead 

energy market and real-time energy market. The day-ahead energy market lets market participants 

commit to buy or sell wholesale electricity one day before the operating day, to help avoid price 

volatility. This market produces one financial settlement. The real-time energy market lets market 

participants buy and sell wholesale electricity during the course of the operating day. The real-

time energy market balances the differences between day-ahead commitments and the actual real-

time demand for and production of electricity. The real-time energy market produces a separate, 

second financial settlement. It establishes the real-time locational marginal price (LMP) that is 

either paid or charged to participants in the day-ahead energy market for demand or generation 

that deviates from the day-ahead commitments. Table 2 and Fig. 6 represents the hourly electricity 

price based on the power market on a regular day. As it can be seen, electricity prices vary at 

different hourly time periods. 
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Table 2 Hourly price of open energy market in a typical day ($/kWh) 

Time 1 2 3 4 5 6 7 8 

Price 0.02419 0.02263 0.02132 0.02038 0.02040 0.02164 0.02299 0.02509 

Time 9 10 11 12 13 14 15 16 

Price 0.02736 0.03254 0.03899 0.04398 0.05048 0.06277 0.07214 0.08289 

Time 17 18 19 20 21 22 23 24 

Price 0.08767 0.07410 0.05273 0.04197 0.03766 0.03550 0.02974 0.02498 

 

In many countries, natural gas tariffs for different load sectors (including domestic, 

commercial and industrial) are different. Typically, the industrial tariffs in the United States are 

cheaper than domestic tariffs. Contrary to the electricity market, the real-time market for 

purchasing natural gas has not been taken into account. Due to the possibility of bilateral contracts 

with some options for a certain period, in the presented study, a fixed price of 0.088 $/kWh has 

been considered for natural gas during the scheduling day. 

5.2  Simulation results and analysis 

As mentioned before, the chance constrained programming mainly limits the constraints of 

EV charging behavior, and the randomness of EVs are caused by their different driving patterns. 

In the case study, we set 600 EVs with different driving patterns and they are divided into 30 

scenarios with different probabilities. 
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Fig. 13 The simulation results without chance constrained programming 

 
Fig. 14 The simulation results with chance constrained programming 

The confidence coefficient α in the established chance constrained programming is 95%. 

Under the confidence coefficient, the energy cost of EH scheduling model without CCP is 

$2804.24/day, and the energy cost of EH scheduling model with CCP is $2327.03/day. It shows 

that CCP apparently reduces the energy cost of EH optimization scheduling. The confidence 

coefficient α allows the decision to dissatisfy the constraint to a certain extent, so some extreme 

scenarios are discarded by the CCP in the optimization process, which leads to a more economic 

scheduling of the EH. 
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Although our objective function is to minimize the energy cost of the whole energy hub, the 

chance constrained programming can not only improve the system in the aspect of energy cost. 

From the differences between Fig. 13 and Fig. 14, it can be seen that the EV charging curve in the 

simulation results with CCP can better make use of the time-varying PV output. 

To clarify this point, we establish another set of case study with higher PV output. We increase 

the probabilities of some higher PV output scenarios to create a new dataset with higher PV power 

output. 

 
Fig. 15 The higher PV output simulation results without chance constrained programming 

 
Fig. 16 The higher PV output simulation results with chance constrained programming 
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Fig. 17 The comparison of EV charging and PV output curves without chance constrained programming 

 
Fig. 18 The comparison of EV charging and PV output curves with chance constrained programming 

The EV charging behaviors of EH optimization scheduling with chance constrained 

programming can make better use of the time period when the PV output is high. In a broad sense, 

this advantage of CCP can ensure the EH scheduling to better adapt to uncertainty factors, which 

demonstrates its superiority in energy hub optimization scheduling. 
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6 Conclusions and Prospects 

In the context of the global energy and environmental crisis, researches on the multi-energy 

system is in full swing. Building a multi-energy system that considers various forms of energy 

such as electricity, heat, and gas will greatly improve the comprehensive utilization efficiency of 

the energy system. As an important method for analyzing multi-energy systems, energy hubs 

modeling cannot only consider the transmission and conversion equipment of multi-energy 

systems. With the popularization of energy storage, CCHP system and distributed renewable 

energy integration, and the gradual maturity of V2G technology, it is of great significance to fully 

consider these elements for the promotion of energy hub models. 

6.1  Conclusions 

This thesis establishes an energy hub optimization model with CCHP system and combines it 

with EVs and V2G technology to construct an improved energy hub model. Since the day-ahead 

electricity market cannot respond to the current system behavior in a timely and effective manner, 

we use the rolling horizon algorithm to solve the real-time optimization scheduling problem. And 

the uncertainties of the constructed scenarios of PV output and EV driving patterns may cause the 

problem to fail to reach the global optimal solution of the model, so we joined chance constrained 

programming in the optimization. The main results of the thesis and the conclusions are as follows: 
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(1) Based on the background of a public building, an energy hub model with energy storage 

systems, PV components and CCHP system is constructed. By the complement of the internal 

energy flow of the CCHP system, the transformation of electric energy and thermal energy in the 

energy hub is clarified. 

(2) Based on the proposed model, considering the influences of V2G technology and peak-to-

valley electricity price on energy storage and consumption, an improved optimization EH model 

is proposed. The improved optimization model has the function of peak-shaping and valley-filling 

based on the peak-to-valley time-sharing electricity price. The electricity purchase result and the 

real-time electricity price curve are strongly correlated. 

(3) Taking the minimum energy cost as the optimization function, the rolling horizon 

optimization of EH is carried out considering the above constraints. The real-time rolling horizon 

optimization can get more reasonable results than the day-ahead optimization in the energy hub 

optimization scheduling problem. 

(4) The influence of the uncertainty of electric vehicle charging behavior on energy hub 

scheduling is studied, and the mathematical model of energy hub optimization using chance 

constrained programming is established. The correlation between the EV charging behavior and 

the PV output is analyzed. 

6.2  Innovation points 
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(1) An energy hub model which integrated energy storage systems, PV components, CCHP 

system and EVs is constructed. The model has also considered the influence of V2G technology 

on energy storage and consumption. 

(2) Rolling horizon optimization is carried out on the proposed model to realize a more 

accurate real-time scheduling of energy hub. 

(3) Chance constrained programming is applied in the energy hub scheduling. The influence 

of the uncertainty of electric vehicle charging behavior on energy hub scheduling is studied. 

6.3  Prospects 

Although in this thesis some work have been done on the energy hub stochastic scheduling 

problem, and some achievements have been made, due to the complexity and time limitation, there 

are still much research work remaining to be carried out. There are the following aspects: 

(1) Although the chance constrained programming model can better coordinate the 

relationship between the diversity of electric vehicle driving patterns and the energy hub 

scheduling, due to the complexity of the probabilistic problem, the solution efficiency is not high, 

and the solution efficiency of the algorithm can be further improved; 

(2) This thesis focuses on the internal problems of the energy hub, and does not consider the 

modeling of the power grid and the gas network on the input side. In the future research, reasonable 

methods can be used to improve the problem, which can make the problem more in line with 

practical engineering applications; 
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(3) As a multi-energy system, research on the application of power-to-gas (P2G) technology 

can be further studied and analyzed, from the aspects of investment planning, operation 

optimization strategy, responsibility and benefit distribution of coordinated multi-energy systems. 
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