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ABSTRACT 

 

THE DESIGN AND OPTIMIZATION OF JET-IN-CROSS-FLOW (JICF) FOR 

ENGINEERING APPLICATIONS: THERMAL UNIFORMITY IN GAS-TURBINES AND 

CAVITATION TREATMENT IN HYDRO-TURBINES 

 

by 

Tarek ElGammal 

 

The University of Wisconsin-Milwaukee, 2019 

Under the Supervision of Professor Ryoichi S. Amano 

 

Jet-in-cross-flow (JICF) is a well-known term in thermal flows field. Ranging from the normal 

phenomenon like the volcano ash and dust plumes to the designed film cooling and air fuel mixing 

for combustion, JICF is always studied to understand its nature at different conditions. Realizing 

the behavior of interacting flows and importance of many variables lead to the process of 

reiterating the shapes and running conditions for better outcomes or minimizing the losses. 

Summarizing the process under the name of optimization, two JICF applications are analyzed 

based on the principles of thermodynamics and fluid mechanics, then some redesigns are proposed 

to reach the optimal statuses for the goals sought. Correlations and recommendations are given 

between the input variables and the outputs. 

In the first application, annular thermal mixing chamber, the cold stream penetrates the axial 

hot flow as circumferential inward jets. Thermal uniformity of the exit mixture is the target to 

maximize, and accordingly, a streamlined body is firstly suggested to be placed at the center of the 

chamber to divert the hot stream towards the cold one. Following the idea, the shape and 
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dimensions (length and maximum diameter) are tested experimentally with four 3-D printed bodies 

expressing different aspect, blockage, and profile ratios. Later, an Analysis LED Design stage 

(numerical then experimental) checked the effect of adding swirlers on the best streamlined shape. 

Swirlers shape, number, and height are examined for the relation with the uniformity and pressure 

drop. By defining a decision-making variable (usefulness efficiency), the two contradicting 

variables were consolidated into one, and the swirlers performance was easier to be quantified and 

the most efficient one was nominated. At the final stage, a numerical study searched the optimal 

design(s) using design of experiment and optimization (Global and Hybrid) algorithms. The study 

sought the optimality of the dimensional aspects (diameter, length, and position) of the swirling 

streamlined body based on minimizing the contradicting objectives. The results were represented 

by Pareto curve, correlation matrix, parallel axes, and response surface model. It was understood 

that the optimization can offer improvement of 68% and 15% to the uniformity number and the 

pressure drop respectively. 

On the other hand, aeration treatment for cavitating flow in axial Kaplan turbine was 

considered for the second engineering application. Using CFD models of a 7.5-cm hydro-turbine, 

cavitation situation was simulated, then air is injected from the housing to redistribute around the 

blades of the rotor. The value of the vapor fraction is tracked over the blades and the hub areas 

throughout the time of turbine cycles. Comparison is achieved by evaluating an average value for 

the vapor fraction at each case. Air mass flowrate and ports distribution are found to be effective 

in reducing the cavitation phenomena. Proposed linear aeration distributor on the housing 

presented a promising technology for spreading the air over the blade chord in a better way than 

the circumferential distribution. The study allowed the understanding of the flow behavior (in 
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terms of air flow, liquid pressure, and cavitation formations) and turbine performance (i.e. 

mechanical power) at different air injection locations and turbine rotational speeds. A broader view 

of research investigated the functionality of linear aeration distributor on the hub with an air supply 

going through a hollow shaft. The invention of the hub air injection targets the marine industry 

(i.e. propellers) where the housing/shrouds do not exist, but it also can be a competitor to the 

housing air injection technology as well. For the two aeration approaches (housing and hub), the 

conducted numerical investigations were based on the vapor mitigation and power regain in the 

Kaplan turbine, meanwhile the experimentation looked for the vapor and motor power reduction 

for the propeller operation. A good agreement (qualitatively and quantitatively) was found between 

matching cases created for such purpose using tools for high-speed imaging, statistical analysis for 

turbulent flow, image processing and power measurements.  

Finally, the dissertation sets some recommendations for the continuation of the researches on 

the two applications (thermal uniformity and aeration treatments) for better jets interaction with 

the cross flow by the consideration of the addition/orientation of guide vanes and the relocation of 

the jets on the turbine blades respectively. 
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CHAPTER 1 - INTRODUCTION 

1.1 Mixing Definition and Examples 

Mixing is a process in which two or more substances with distinctive characteristics (density, 

temperature, viscosity…etc.) are set in one place to end as one homogeneous matter. In fluid 

mechanics, mixing between different fluids (static or in-motion) can be achieved in multiple ways 

(e.g. direct dissolution in a dominant fluid, osmosis, relative velocities between the components…. 

etc.), and the resulting blend has redistributed molecules of the primary components in the same 

intermolecular space.  A daily example seen in normal life is pouring cold milk into hot coffee cup 

to have a desirable taste and temperature or turning on the hot and cold water tabs to have a 

comfortable temperature for showering with suitable mass flow rate[1]. Other naturally 

phenomena involve mixing are the confluence of rivers together or with sea water (different 

densities or mud/minerals concentration), and the entrance of clouds of ash and dense gases into 

the atmosphere from an active volcano (constituents and other physical properties are highly 

different) as seen in Figure 1-1, Figure 1-2, and Figure 1-3.  
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Figure 1-1: Meeting location of Rhone and Arve rivers in Geneva with slow mixing at the interface [2] 

 

 
Figure 1-2: Space view of Zimbabwe river flowing into the Indian Ocean[3] 
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Figure 1-3: The Popocatepetl volcano, Mexico City 2013[4] 

1.2 Mixing in Industry  

In industrial field, mixing can be classified into reacting and non-reacting and, where the 

objective differs from the final product. Reacting mixture involves disassociation of compounds 

(if exist), chemical bonding between elements, and formation of compounds/elements were not 

initially present, while heat could be a factor in such reaction (either exothermic or endothermic). 

Combustion of air/fuel in Internal Combustion Engines (ICE) and Combustion Chambers (CC) of 

Gas Turbines (GT), Figure 1-4, is a very good example to this type of reacting mixing. The quality 

of a reaction is always related to the ratio between the reactant at the interaction location. 
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Figure 1-4: Interaction of fuel-spray with air forming a combustion process[5] 

On the other side, the non-reacting mixing is developed when the components do not have the 

chemical affinity to interact, allowing their properties to shape outcome combination per their 

amounts (i.e. concentration) and the used blending technique. Air conditioning systems introduces 

water vapor to the dry air to increase relative humidity in a process called “humidification”, and 

the resulted air is a multi-component gas with higher water vapor concentration. In the medical 

field, the anesthetic machine, diagramed in Figure 1-5, combines oxygen (O2) and nitrous oxide 

(N2O) gases, with the vaporized anesthetic agents to be supplied to the patient under surgery.  
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Figure 1-5: Schematic diagram of N2O and O2 gases flows in anesthetic machine[6] 

1.3 Mixing Mechanisms  

The three-primary mechanisms of transporting within a continuum are the advection, 

diffusion, and dispersion. Advection, which is different from the concept of convection[7], is the 

transference of the constituents from one point to another due to a uniform velocity (i.e. plug flow). 

In advection, different components acquire the same velocity magnitude and direction of the main 

fluid flow; however, mixing usually does not occur by convection solely since there is no external 

force to reposition the components with respect to the bulk of carrying fluid. Advection is dominant 

in open air or wide water streams with suspended particles. 
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Mixing is effectively induced by the other two mechanisms: diffusion and dispersion. 

Diffusion is a molecular-level irregular movement of a component from a high-concentration zone 

to an adjacent low-concentration one. Fick’s law states that diffusion flux (J) is driven by the 

concentration gradient (
𝜕𝐶

𝜕𝑥
) with the regulation of the diffusion coefficient (D) as written in Eq. 

(1-1). It is worth mentioning that heat and flow momentum can be the diffused physical quantities 

because of the gradients of temperature and velocity components.    

J = −D 
𝜕𝐶

𝜕x
 (1-1) 

Dispersion is conceptually matching diffusion in redistributing the flow elements. 

Nevertheless, the dispersion scale is macro because of involving hydrodynamic parameters in the 

transport process (e.g. movement in non-uniform paths, source/sink, relative velocities between 

flow components, and velocity unequal profile). With a similar definition to Fick’s law, dispersion 

coefficient (E) is significantly large compared to that of diffusion (D) since it is mathematically 

expressed with the characteristic flow velocity (𝑉) and the macro length scale of resulted flow 

pattern (αL). Equations (1-2) and (1-3) are briefly describing the governing relations of dispersion, 

while Figure 1-6 shows the difference between diffusion and dispersion of a solute in plug and 

parabolic profile flows. Dispersion is always faster than diffusion and accordingly wider in 

transference range at the end. 

J = −E 
𝜕𝐶

𝜕x
 (1-2) 

E = 𝑉 αL (1-3) 
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Figure 1-6: Cases of solute (a) diffusion within a plug flow, and (b) dispersion within a pressure-driven flow in a 

micro-channel[8] 

1.4 Jet-in-crossflow (JICF) 

   Based on the previous classification, engineered systems usually adopt different techniques 

to maximize the benefit of dispersion for a mixing process. Jet-in-crossflow, aka transverse jet, is 

one of the approaches conducted to applications where two or more fluids are physically contact 

each other (i.e. dissimilar fluid masses flow into the same continuum). Considering two-fluids 

situation, JICF features orthogonal or at least angled flows such that the dispersive factors are 

primarily the existence of source and the relative direction between the velocities. An important 

aspect in JICF is the flows scale difference which appears in large area ratio between the main-

stream (aka crossflow) and the jet (i.e. A𝑐𝑓/A𝑗 >> 1). Scale variance makes the JIFC physical 

nature is unlike mixing pipes of same scale, and the mixing result is quite different. A simple 

sketch in Figure 1-7 represents the mixing process between two orthogonal streams of different 

characteristics.  
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Figure 1-7: JICF sketch between perpendicular flows in a control volume, colors represent flows of different 

characteristics 

1.5 JICF Applications 

JICF is utilized in different applications to control two chief goals: the jet penetration height 

and width into the crossflow. The goals lead to achieving various purposes based on the main 

objective of the application. In GT, air-fuel pre-mixer shown in Figure 1-8 works on injecting 

gaseous fuel into circumferentially distributed air swirler slots to uniformly blend the components 

and reach proper equivalence ratios for low NOx and CO contents[9]. Wet scrubbers spray water 

through polluted air flow to impinge particulate matter and dissolve dense fumes into the droplets, 

resulting in purifying the unclean air. Horizontal and cyclone scrubber are direct examples of water 

jets in air crossflow as exhibited in Figure 1-9. Another application, emerging plume from a 

chimney, is designed with a rise in pressure and temperature to travel higher into the atmosphere 

and avoid dispersion of contaminants at the lower atmospheric air layers and clouds.   
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Figure 1-8: Radial swirler in a GT combustion system, gaseous fuel is injected as JICF with air stream through 

the rectangular slot[7] 
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Figure 1-9: Cyclone wet scrubbers for air pollution control[10] 

 Sometimes, JICF can be used to form isolation layers for protection as targeted from the film-

cooling of GT blades[11] to stand elevated temperatures of combustion gases (~ 1700 ⁰C)[11].   

1.6 JICF Dissertation Topic 

Adequate design of mixing jets results in a better mixture expressed in uniform profile of 

scalar physical quantities (e.g. concentration or temperature). In addition, a control of the 

associated pressure drop is a highly demanded requirement. The dissertation discusses the JICF 

technique in the view of two application of different purposes: 1) Thermal uniformity in 

combustion chamber dilution zone, and 2) Cavitation treatment in axial hydro turbine. Uniformity 

in temperature is experimentally and numerically tested with air/air modelling system, and the 
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comparison between geometrical modifications in the mixing zone is made in terms of temperature 

dimensionless numbers and pressure drop. Cavitation is sought to be minimized by radial injection 

of air towards the turbine rotor, and the work is conducted by numerical modeling and 

experimental investigation of cavitating flow around 7.5-cm Kaplan turbine. Cases results were 

expressed in values defining the vapor fraction and the produced power from rotor parts.   

1.7 Dissertation Organization  

Chapter 1 introduces the concept of mixing and the definition and importance of JICF and 

declares the objective of the dissertation. 

Chapter 2 reviews the thermal mixing and cavitation physical phenomena, and states the 

previous work about the utilizing JICF for the benefit of both applications 

Chapters 3 and 4 overview the experimental and numerical set up of the thermal mixing study. 

Explanation of the tools used, and procedures done is presented in the two chapters. 

Chapter 5 and 6 discuss the investigations (experimental and CFD) for understanding the 

cavitation in turbine and the aeration treatment. 

Chapter 7 provides all the results gotten and analysis discussion or both applications 

Chapter 8 highlights the current conclusions and proposed recommendations for future work 
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CHAPTER 2 - LITERATURE REVIEW 

2.1 JICF Characteristics: 

Aforementioned applications seek to optimize the mixing process by understanding and 

controlling the attributes regarding the primary axial flow and more importantly the injected jet. 

Momentum-flux ratio, symbolled by ‘𝑟’, is a crucial parameter which expresses the scale of the jet 

momentum to that of the cross flow as mathematically written in Eq. (2-1).  

𝑟 = √
𝜌𝑉2|𝐽
𝜌𝑉2|𝑐𝑓

 (2-1) 

 

In which 𝜌𝑉2|𝐽 is the momentum of the jet, and 𝜌𝑉2|𝑐𝑓 is the momentum of the cross flow 

(i.e. primary flow). Both momentums are based on the density and average velocities at the 

entrance to the mixing zone. In case of same fluids interaction and constant density assumption, 

the ratio is simplified to a velocity ratio between the two crossing flows [13]. Depending on the 

value of 𝑟 and jet diameter 𝑑𝐽, the jet structure exhibits four major patterns showin in Figure 2-1: 

‘Horseshoe Vorticies’ surrounding the jet exit hole with upstream start, ‘Jet Shear Layer’ shown 

as wrinkles around the out flowing jet, ‘Wake Vorticies’ formed as downstream eddies with 

ocasional columns connecting the system wall with the emerged jet , and ‘Counter-Rotating Vortex 

Pair’ (CVP) which is more clear by the full bend of the jet with cross flow direction and far from 

the original jet exit hole[14].  
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Figure 2-1: Jet structure when crossing a perpendicular flow[15] 

Many of the work done by researchers were focused on high values of 𝑟 (e.g. 𝑟≥ 2) to allow 

higher penetration and extended length of the jet into the crossflow and consequently more 

dispersion. Further analysis at high momentum ratios showed the weak diffusion relation between 

the the jet and the wake structure[16], emphasized on the crossflow and jet exit boundary layer as 

sources of vorticity in JICF[14]. Also the studies was able to predict the position of primary flow 

separation, jet far field of the CVP, and jet trajectory collapse in terms of (𝑑𝐽), (𝑟𝑑𝐽) , and (𝑟2𝑑𝐽) 

respectively[14], [17],[18].  

As for low momentum ratio flows (𝑟< 2), like in the overboard discharge and film cooling of 

blades, the flow characteristics could be different. Gopalan et al. reported that the shear layer of 

the jet induces a semi-cylindrical vortical shell confining a slow reverse flow behind the jet, unlike 

the cases of (𝑟> 2) which show wake structure similar to Von-Karman vortex sheet normal to the 

system wall due to the effect of crossflow around the jet circumference[19]. Also, the pressure 

fluctuations and advection speed are proportional with 𝑟 at the low ratios. Further expolration by 

Terzis et al. on swirling low 𝑟 jets reached to the fact that lower jet penetration corresponds to 
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higher swirling jets, and there is a critical swirl number (𝑆) for the incoming jet at which the jet 

trajectory declines towards the wall shortly after injection. Moreover, jet swirl deforms the well-

known CVP pattern from the symmetry to comma shaped vortex at hight values of 𝑆[20]. Updated 

experimental and numerical article presented by Gupta et al. focused on the low 𝑟 circumferential 

jets for acheiveing thermal uniformity at the exit mixture temperature, and clarified a direct relation 

between high uniform mixture state and increased value of 𝑟. Up to 85% of equilibirium is attained 

at a certain value, and no more could be reached since the exergy destruction dominates the thermal 

dilution process. Based on a newly introduced Cooling Rate Number (CRN), the most diluted areas 

are the closet to the jet exit holes[21].  

Other experimental and numerical trials tested jet shape (circular, elliptical, square, diamond, 

and triangular) with different orientations and aspect ratios, and some literature recommended non-

circular geometries for raising mixing performance such as high aspect ratio elliptical and blunt 

square jet in subsonic flows[22], and equilateral triangle and diamond for supersonic 

condition[23]. Another experimental study recommended isosceles triangle jet as a non-circular 

jet in Re=15000 crossflow with hot tungsten wire measurements for the centerline mean flow and 

turbulence characteristics[24]. Huang et al. cared about studying the jet in a supersonic crossflow 

as one of the best configuration for fuel injection in scramjet. Reynolds Averaged Navier-Stokes 

(RANS) with k-ω SST turbulence model was adopted for the numerical simulations used 

Hydrogen and Nitrogen expressing low and high molecular weight injectants, and it was found 

that mixing is promoted by higher molecular weight at fixed jet-to-crossflow pressure ratio[23]. In 

2015, Zhang et al. investigated experimentally by Particle Imaging Velocimetry (PIV) and 

numerically by Hybrid RANS/LES the same effect of molecular weight (Helium and Nitrogen) at 

constant jet-to-crossflow momentum ratio. The work witnessed the dominance of the velocity 
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gradient between the jet and the primary flow on breaking up the large-scale vortices into smaller 

leading to improved mixing with helium and higher penetration with Nitrogen[25]. 

2.2 Thermal Uniformity: 

 Gas turbine performance temperature 

Nowadays applications like electric power generation and aircraft mechanical propulsion are 

relying on thermal energy extraction. Gas turbine (GT) is one of the commonly used systems for 

achieving this objective because of its merits of simple install, compact size, and better startup 

than steam turbine systems[26]. GT Technologies has been evolving for centuries; modified 

cycles, design variables, and components are being implemented to increase the output work and 

efficiency[27],[28]. One of the main control variables is the augmentation of turbine inlet 

temperature (TIT) so that GT can reach adequate levels of power production. Recently, and as 

graphed in Figure 2-2, Mitsubishi Heavy Industries, Ltd. (MHI) can reach TIT of 1600 and 1700 

⁰C by developing M501J series and M701F5 model which can exceed 61% thermal efficiency for 

the GT combined cycle[12],[29].  At the same time, because of these elevated temperatures, turbine 

blades are prone to thermal stresses causing oxidation and corrosion when interacting with the 

surrounding environment[30], and mechanical failure could happen in the short run.  To reduce 

those detrimental effects, periodic and expensive blade safety managements are implemented such 

as blade cooling[11]and thermal barrier coatings[31]. 
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Figure 2-2: MHI gas turbines series timeline with corresponding TIT and combined efficiency[29] 

 Thermal side-effects on a turbine stage 

Another form of harmful thermal effects in GT is the non-uniform pressure and temperature 

distributions over the flow cross section. Principally, temperature non-uniformity in the radial 

coordinate of combustion gases can cause uneven stress spots on the turbine blades and casing, 

leading to distortions and creep accelerating the tendency to failure. Many studies recorded, by 

numerical methods and real-life observances, the local strains and material damage in the metallic 

components (especially vanes and blades) and their corresponding temperature distribution[32]-

[36]. Figure 2-3 illustrates the non-uniformity in the temperature distribution over the blades (real 

and numerical) even after considering internal cooling, while severe damage and fracture of gas 

turbine stage parts can be seen in Figure 2-4. Different types of microscopy and X-ray 

investigations used in the analysis of failed 40 MW GT after 1/5 expected lifetime only, and the 
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observations found the effect of high operation temperature on forming films high-order carbides 

at the base metal grain boundaries, resulting in the initiation of cracks that extend to large fractures 

at the end[37].         

 
(a) 

 
(b) 

Figure 2-3: Temperature distribution along the blade height: (a) actual blade with color marks and plotted 

temperature variation[32], and (b) CFD thermal study of a turbine blade [36] 
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(a) 

 

(b) 

Figure 2-4: Gas turbine damage at: (a) Complete stage including vanes and casing, and (b) rotor blades[37] 
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 Hot streaks and combustor dilution 

The distortion of the inlet temperature profile is usually termed as “hot streak”, and it is 

occurring radially and circumferentially from the combustion chamber exit as shown in Figure 

2-5. Hot streak is a direct consequence to either the discrete combustion (e.g. cannular 

combustor[38] or multi-nozzle chamber[39]) or the imperfect atomization due to carbon residues 

on the injector[40].   

 

Figure 2-5: Radial and circumferential temperature variation at the inlet of the first stage turbine[41] 

With the documented detrimental effects, solution is proposed to build the first turbine stage 

in way that partially avoid the path of the hot streaks of the flowing gases[39].  Additionally, 

another early-applied treatment is the mixing of hot main-stream with injected dilution air from 

the combustion chamber (aka. combustor) walls and downstream the supplementary combustion 
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airs (primary and intermediate/secondary) as depicted in Figure 2-6. The main purpose of dilution 

air is to 1) slightly cool the overall temperature of the combustion gases, and 2) control the 

temperature profile uniformity by managing the mixing jet variables. A secondary mission of 

dilution is cooling the liner (i.e. inner wall of combustor) by allowing longer path for the oncoming 

air through casing and divert the hot gases flow away from the wall. From the previously 

mentioned goals and constrains, the dilution air has a design of JICF with low-to-average 𝑟 value. 

 
(a) 
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(b) 

Figure 2-6: (a) Scaled drawing of combustion chamber design (b) Schematic of air (blue), fuel (yellow), and 

combustion gases (red) flows through an annular combustion chamber. Primary, secondary, and dilution holes are 

demonstrated by vertical blue arrows[42] 

Experimental and numerical researches were carried out to explore the features of the dilution 

jets and manipulate the number of related variables to achieve the homogeneity required in mixing 

with the hot gasses. Previous experimentation about jets size and spacing with respect to a 

rectangular duct height was done at different 𝑟 and density ratios, and results of dimensionless 

temperature with 3-D coordinates showed that superiority of 𝑟 over density ratio for mixing 

profiles[43]. An earlier work for the same author with similar conditions deduced that better 

mixing outcome can be attained at each 𝑟 from a specific spacing to duct height 

proportionality[44]. In 1990, a 3-D simulation of small dilution zone targeted reducing the non-

uniformity “pattern factor” at the exit plane, and it was found that the pattern factor has non-linear 

relation with “jet spacing/ duct height” ratio and increase with jet inlet turbulence[45]. 
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Experimental and empirical studies investigated the flow field in the dilution zone in a combustion 

chamber with single row of round-jets in a straight duct, then an extensive study included realities 

of a combustion chamber such as: variation in the main-stream temperature, jet shape and 

arrangement, and wall convergence streamwise. The investigations on the temperature distribution 

sustained the importance of momentum-flux ratio and jet-orifice spacing (especially when equals 

the dividing-radius to even annulus areas) to the mixing control, meanwhile the cross-section area 

contraction and jet diameter were not much effective to the required uniformity[46]. Other studies 

and patents were introduced to improve the design and performance of the dilution zone in various 

combustors[47]-[52]. Finally, recent work by Gupta et al. on the exact test-rig in the dissertation 

tested the attachment of jet deflectors (i.e. guide vanes) on the holes to direct the jet into the 

crossflow with an angle varying from 0⁰ (full penetration counter flow) to 90⁰ (full swirl transverse 

flow)[53]. Experiments on different Re gave the advantage to the 30⁰ orientation for generating 

30% more temperature uniformity than staggered wall holes mixing chamber with 1% additional 

pressure drop. Another investigation conducted by Gupta et al. is the insertion of the streamlined 

body (American football) to divert the primary flow towards the inject jets. Following the same 

procedures of guide vanes experimentation accompanied with LES simulations, the streamlined 

body enhanced the mixing with a low-pressure drop[53]. 
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2.3 Cavitation Phenomenon: 

The second engineering application is the turbomachinery (e.g. turbines and pumps). The 

discussion will introduce the cavitation nature and discuss its side effects on turbo-machines.  

 Phenomenon Description 

Cavitation is a term representing a phenomenon happening to liquid fluid that partially 

transforms into vapor due to difference in pressure. When the absolute static pressure of liquid 

drops to the vapor saturation pressure (Pv) corresponding to the medium temperature, the inter-

molecular spacing starts to widen and a phase-change to vapor state occurs. Locally in the fluid, 

the low-pressure zone expands by tensile forces, tearing the liquid and form the vapor gap (i.e. 

cavity). Though cavitation be related to any liquid fluid, the expression is linked to the water most 

of the time because of the variety of hydraulic applications. Cavitation and boiling have similar 

consequence of phase-change and features of the generated bubble; however, the nature of boiling 

(superheating the liquid, and exciting the molecules with more kinetic energy) and its operating 

circumstances (temperature increase at constant pressure) make the two phenomena quite 

different. Figure 2-7 exhibits the two phenomena on a pressure-temperature diagram of water. The 

boiling is a red horizontal line representing a constant-pressure heating process leaving the liquid 

phase to the vapor, while the cavitation is a vertically downward state change process from liquid 

to vapor. 
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Figure 2-7: Phase diagram of water with boiling and cavitation illustrations[54] 

 Bubble Growth and Collapse 

At the cavitation location, vapor bubble first forms as a nucleus (mostly on a solid surface) 

which grows to be a visible bubble of a diameter around 0.5mm on average. By this stage, the 

buoyancy force overcomes the surface tension, and the bubble detaches from the surface as 

illustrated in Figure 2-8.  

 



 

25 

 

Figure 2-8: Vapor bubble growth and detachment from solid surface[55] 

The travelling bubble either continues the enlargement (beyond 1 mm in diameter) if the local 

pressure is highly lower than Pv, or it coalesces with other bubbles to form a larger embodiment 

called (vapor cloud) depending on the flow conditions (i.e. bubble size, local velocity, 

recirculation, and geometrical constraints). A good descriptive image for the bubble growth 

progress over a NACA 4412 hydrofoil is shown in Figure 2-9. Smaller bubbles initiate near the 

leading edge, the diameter gets bigger, and the merged cloud happens by moving further 

downstream. The duration of a growth, detachment, and coalescence process could be in the order 

of tens to hundreds micro-seconds (µs) [56]. 

 
Figure 2-9: Cavitation over NACA 4412 hydrofoil at zero incidence angle and upstream velocity (from left)[57] 

The bubble growth rate (dR/dt) mechanism is best explained by the non-linear second order 

ordinary differential “Rayleigh-Plesset” equation[58],[59] which accounts for the viscous (νL) and 

surface tension (γ) effects besides the primary inertial forces driven by the pressure difference 
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between the bubble pressure (Pb but sometimes it is assumed to be equal to Pv) and the surrounding 

liquid pressure (P∞). The correlation written in equation (2-2) is considered the most general. A 

simpler form shown in equation (2-3) is introduced by Sauer in 2000[60], and it omits the viscous 

and surface tension because of their diminished influence in most applications.  
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dt2
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Such that ρL is the density of the liquid, t is time, and 
DR

Dt
 is the total derivative of the bubble 

radius with time. 

The bubble sustainability depends on the surroundings, especially pressure. Once the absolute 

static pressure rises around the bubble walls, the liquid compresses the interface to downsize it 

after the growth. With different collapse scenarios, the asymmetric collapse (microjet) and 

shockwave can produce high speed jets (100 m/s and above) and pressure waves (1 GPa) to the 

surrounding liquids and the nearby solid boundaries[61]. 

 
Figure 2-10: Cavitation bubble growth and collapse progress[61] 

 



 

27 

 

 
Figure 2-11: Horizontal microjet collapse near a vertical solid wall at 9 and 10ms (left and right)[62] 

 Cavitation in Hydraulic System 

In hydraulic systems, Bernoulli’s equation correlates the flow total energy along streamline 

with the consideration of losses due to viscous shear effect. Equation (2-4) shows that the static 

pressure is coupled with the dynamic pressure (resulted from the velocity, 𝑉) and the height from 

a datum (Z), forming a total pressure which is constant along the streamline. 

P1 +
1

2
ρ𝑉1

2 + Z1 = P2 +
1

2
ρ𝑉2

2 + Z2 + Losses = Constant (2-4) 

Following this correlation at a same level flow (or negligible height difference), the static 

pressure decreases with area contractions (i.e. higher velocity). Two non-dimensional numbers, 

pressure coefficient (CP) and cavitation number (σ), relate the upstream dynamic pressure (driven 

by upstream velocity, V∞) to the pressure difference between the upstream pressure of the non-

disturbed flow (P∞) and the local (P) and vapor pressure (Pv) respectively. The mathematical 

definitions of the two number are written in equations (2-5) and (2-6).  

CP =
P − P∞
1

2
ρLV∞

2
 

(2-5) 

𝜎 =
P∞ − Pv
1

2
ρLV∞

2
 

(2-6) 
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   While the local pressure changes by the space coordinates (e.g. x), CP does the same, and it could 

reach a minimum value called (CPmin). The meaning of CPmin becomes more significant when its 

absolute value matches the cavitation number (|CPmin|= 𝜎) or becomes higher than it as depicted in 

Figure 2-12. At the matching level, the cavitation could be initiated with an infinitesimal nucleus 

that withstands and starts the growth depending on some other factors like residence time, water 

temperature and quality, Reynolds number (Re), and the availability of solid boundaries and their 

roughness state[63]. If fluid and flow conditions allowed the cavitation to happen, the cavitation 

number is called inception cavitation number (𝜎𝐼). 

 
Figure 2-12: CP variation along the streamline and comparison with σ[63] 

Hydraulic systems encounter cavitation can be classified into: (1) dynamic flow-static boundaries 

(such as pipes with contractions and expansions), or (2) dynamic flow and boundaries (like 

hydrofoils, hulls, propellers, pumps and turbines). Because of the aftermath of the collapse, 

cavitation is an aggravating problem in fluid flow applications. Detrimental effects are ranging 
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from high amplitude noise and vibrations parallel the cavitation structure[64] to material erosion 

(as shown in Figure 2-13 and Figure 2-14) and full system efficiency drop[65], [66]. Such 

consequences could cost much in maintenance[67] or complete replacement of the damaged body. 

In turbomachinery, especially in turbines, cavitation is also a limiting factor for utilizing the total 

available energy[68]. 

 

Figure 2-13: Severe cavitation erosion effect on Francis runner blades[68] 

 

 

Figure 2-14: Cavitation erosion effect on pump impellers[69] 
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 Aeration Treatment 

Introduced air into a non-cavitiatng is a technique used to avoid the occurrence of happening at 

sections of low static pressure. Though it is not a common treatment, supplying air started to be 

explored for cavitaing elimination in hydraulic systems. Zhi-yong et. al. [70] investigated 

experimentally and theoretically the cavitation control by aeration at the flow velocity range of 𝑉= 

20-50 m/s. The experimental results show that aeration remarkably increases the pressure in 

cavitation region. Meanwhile, the work presented a semi-cubical parabola relation between flow 

velocity and least air concentration to prevent cavitation erosion.  In 2016, Tomov et. al. [71] 

conducted an experimental comparison for aerated and non-aerated cavitation in a transparent 

horizontal venture nozzle by using a high-speed camera. Aerated cavitation was done by injecting 

air bubbles for three different regimes; sheet cavitation, cloud cavitation, and super-cavitation. It 

was observed that the symmetrical cavitation structures were partially broken for sheet and cloud 

cavitation regimes, and it was completely disappeared when super-cavitation regime was reached. 

Lately, and with a similar idea to the current work, Rivetti et. al. [72] studied pressurized air 

injection in an axial hydro-turbine (Kaplan). Air injection is found to mitigate the erosive potential 

of tip leakage cavitation, and decreases the level of vibration of the structural components. Slightly 

reduction in the turbine efficiency was the sole expense. 
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CHAPTER 3 - THERMAL MIXING EXPERIMENTAL 

SETUP AND WORK PROCEDURES 

3.1 Mixing Chamber: 

Annular type test rig, Figure 1-5, generates two thermally segregated airflows in two coaxial 

ducts (dcf= 40 cm, dAnn= 60 cm). The main airflow, before split, is driven by a forced draft fan 

coupled to 3 HP motor. Hand operated gate damper is placed after the fan to control the flow rate, 

and another damper is located at the dividing section for regulating the secondary stream compared 

to the primary. Once divided, the primary air flows in the center duct and heated by a set of electric 

heaters distributed as (4 x 1950 W and 4 x 3700 W) and operated using multiple switches, while 

the cold air is kept at the room temperature. The coaxial ducts are insulated by packing to minimize 

losses and prevent mutual heat exchange, and they are long enough to ensure fully developed 

condition for both streams.  

 

Figure 3-1: Built test setup[53] 
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Mixing chamber illustrated in Figure 3-2 is constructed as a jet-in-crossflow (JICF) where the 

cold stream is injected radially through rows of holes into the axially flowing hot air. The design 

is made in correspondence to the combustion chamber of gas turbines where air enters at different 

stages for better mixing with sprayed fuel besides film cooling the liner.  The cylinder is connected 

to the primary duct and extends to 20 cm, while the frustum is 20 cm long with start and end 

diameters matching the primary and exit ducts (dex= 30 cm). Jet holes have a circular projection of 

5 cm on the cylinder and 2.5 cm on the frustum. The smaller holes and converging part are meant 

to maintain the jet effectiveness after the decrease of mass flow rate of the cold air at the first two 

rows. 

 

Figure 3-2: Staggered Arranged Mixing Chamber 

Before the chamber inlet, the temperatures of the two streams are measured by a group of Ni-

Cr K-type thermocouples of ±2.2 ⁰C standard uncertainty. Six sensors are linearly spaced by 3.8 

cm along the radius of the primary duct as shown in Figure 3-3, and one sensor was measuring the 
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cold isothermal air. The thermocouples are connected to NI-DAQ which converts the millivolts 

readings into data interpreted to temperature values on the computer using the calibrated InstaCal® 

software. Similarly, static pressure and axial velocity measurement are conducted for the primary 

and secondary air using sliding pitot-static tube which is connected to FLUKE® 922 differential 

pressure flow meter, Figure 3-4, of accuracies determined as ±1% + 1 Pa in pressure and ±2.5% 

in velocity. Same measurement configurations are also considered at the exit duct after mixing 

with thermocouple radial spacing of 2.5 cm starting from the center. It is worth mentioning that 

the data at the duct surface are assumed to be non-slip and perfectly insulted for velocity and 

temperature respectively, leading to the estimation of zero velocity and consistent surface 

temperature with the closest measuring point. Measurements were taken three times at the same 

conditions within a short time; then the final value is averaged to minimize any variability error. 

Repeatability standard deviation was kept as low as possible (i.e. outliers were re-measured) to 

verify precision. 
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Figure 3-3: Flow and Heat Controls and sensors 

 

Figure 3-4: Buttons Interface and Digital Screen of FLUKE 922 Air Flow Meter 
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3.2 Passive Mixing Enhancers: 

The term “Passive Enhancer” is meant for the technique which is set once in system to always 

respond (i.e. enhance) under different operation circumstances. At the first stage of the 

experimentation, the focus was on introducing three streamlined bodies 3D printed of Acrylonitrile 

Butadiene Styrene (ABS) thermoplastic polymer, in addition to a football shape previously 

fabricated (d=0.075 m) to improve the mixing with the least pressure drop (ΔP) possible [53]. The 

first new streamlined body had the same football shape (scientifically named prolate spheroid) 

tested before but with an enlarged diameter (d=0.1 m). Additionally, two new teardrop forms (aka 

piriform surfaces) were made; the first had the same diameter and length dimensions (d=0.075 m, 

L=0.3 m) of the football shaped bodies, and the other had the same length and a larger diameter 

(d=0.1 m, L=0.3 m). Figure 3-5 displays the four manufactured streamlined bodies and their 

characteristic dimensions while their aspect, profile and blockage ratios (AR, PR, and BR 

respectively) are defined in Eqs. (3-1), (3-2) and (3-3) below: 

AR =  Lbody/dbody (3-1) 

BR =  dbody/dMixing chamber (3-2) 

PR =
 Projected Side Area|body

Projected Side Area|Mixing chamber
 (3-3) 
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Figure 3-5: Streamlined Bodies of Different Dimensionless Parameters 

The experiments consisted of each solid body being tested at the center of the dilution (i.e. 

mixing) zone at two different Reynolds Numbers determined by fixing the air volume damper at 

two different positions: fully open (i.e. angle= 0°), and half-open (angle= 45°). The results were 

compared with baseline case (i.e. without passive enhancer) at the same conditions.  There are 10 

experiments to compare and analyze, whereas every experiment needed at least three runs at the 

same flow rate and heating power to satisfy the statistical conditions mentioned in section 3.1, 

which results in a minimum of 30 total trials detailed in Table 3-1.  

Table 3-1: Experimentation on the Proposed Streamlined Bodies 

Case 

Staggered 

Holes (SH) 

Football 1 

(FB1) 

Football 2 

(FB2) 

Teardrop 1 

(TD1) 

Teardrop 2 

(TD2) 

AR - 2 1.5 2 1.5 
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BR - 0.37 0.49 0.37 0.49 

PR - 0.2 0.28 0.17 0.25 

# flowrates 2 2 2 2 2 

# runs 3 3 3 3 3 

3.3 Swirling Fins (Swirlers): 

Based on the latest assessment of passive enhancer insertion, additional twisted fins (swirlers) 

were proposed to generate a rotational flow within the chamber for a better mixing process. Four 

short rectangular swirlers were 3-D printed of the (ABS) material and attached circumferentially 

to the centrally placed football as shown in Figure 3-6. Three cases of mixing were done at the 

average flow rate (i.e. same Reynolds number): a) Staggered Holes (SH), b) Plain Football (FB), 

and c) Football with 4 Short Rectangular swirlers (F4SR). After that, lower flow rate was set for 

testing F4SR to check the performance at lower flow rates. It is important to mention that this stage 

of experimentation was conducted after a computational fluid dynamics (CFD) analysis of the 

effect of swirlers variables (dimensions, number, and shape) on the thermal uniformity of the 

outcoming mixture [73]. Further details on the numerical modelling are presented in Chapter 4 -. 

The F4SR design was recommended for the uniformity/ pressure loss balance introduced.  
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(a) (b) 

Figure 3-6: 3-D Printed Streamlined Body (a) after Attaching Swirlers, and (b) in the Mixing Chamber 
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CHAPTER 4 - THERMAL MIXING NUMERICAL 

MODELLING (CFD) 

4.1 Geometrical and Boundary Conditions: 

The main geometrical design for simulation is like the experimental setup: two coaxial ducts 

with a perforated mixing zone ending with a mixing exit pipe. Hot (central) and cold (annular) air 

flows start from the segregated entrance at the mixer inlet, go through the jet mixing section, and 

the mixed flow converges and departs at the exit section as seen in Figure 4-1. CAD is made using 

PTC Creo and imported to STAR CCM+ 9.06 and 11.04 to simulate the fluids motions and 

interactions in an unsteady run.  

 
Figure 4-1: 3-D CAD Model of Mixer with Prescribed Boundaries 

Boundary conditions were defined by the axial velocity (𝑉𝑧) and temperature (𝑇𝒂𝒗𝒈) at the two 

inlets (cold and hot streams) and by pressure at the outlet. Duct walls were insulated and applying 
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non-slip condition. Constant properties over the cross-sections were assumed and set from the data 

recorded experimentally, Table 4-1 shows the values at the primary (central) and secondary 

(annular) ducts. Axial velocity and temperature of the hot air were averaged algebraically from the 

approximation of the integral relations of the mass and energy flow rates written in Eqs. (4-1) and 

(4-2). Ideal mixture velocity and temperature are directly calculated from the Eulerian form of 

mass and energy conservation equations of displayed in Eqs. (4-3) and (4-4) respectively. 

Table 4-1: Boundary Conditions at the Entrance Zones 

 Axial velocity 𝑉𝑧 (m/s) Temperature, Tavg (⁰C) 

Primary (hot) air 3.7 49 

Secondary (cold) air 2.1 25.5 

Ideal mixture exit 10.3 40.6 

 

𝑚̇ = ∬𝜌 𝑉⃗ . 𝑛⃗  𝑑𝐴𝑝 ≈ 2𝜋𝜌 ∑ 𝑢 . 𝑟 . Δ𝑟

𝑟=𝑅𝑝

𝑟=0

= 𝜌 𝑉𝑎 𝜋 R𝑝
2 (4-1) 

𝐸̇ = ∬𝜌 𝐶𝑝 𝑇 𝑉⃗ . 𝑛⃗  𝑑𝐴𝑝 ≈ 2𝜋𝜌 𝐶𝑃 ∑ 𝑢 . 𝑇. 𝑟 . Δ𝑟

𝑟=𝑅𝑝

𝑟=0

= 𝜌 𝑉𝑎 𝜋 R𝑝
2𝐶𝑃 𝑇𝑎𝑣𝑔  (4-2) 

A 𝑉𝑎|𝑝 + A 𝑉𝑎|𝑐 = A 𝑉𝑎|𝑚 (4-3) 

A 𝑉𝑎 𝑇𝑎𝑣𝑔|𝑝
+ A 𝑉𝑎 𝑇𝑎𝑣𝑔|𝑐

= A 𝑉𝑎 𝑇𝑎𝑑𝑏|𝑚 (4-4) 

Where 𝑚̇ and 𝐸̇ are the mass and energy flow rates through the primary duct, 𝜌 and 𝐶𝑝 are the 

air density and constant pressure specific heat, 𝑢 is the normal velocity which is the dot product of 

the velocity vector 𝑉⃗  and the normal vector 𝑛⃗  of the primary (crossflow) duct cross-section 𝐴𝑐𝑓. 

r,Δr and R𝑝 are the arbitrary radius, radial spacing, and primary duct radius respectively.  
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4.2 Inserted Streamlined Bodies: 

Seven simulations represent the flow over the different swirling patterns attached to the 

streamlined “American Football” shape discussed to be effective in the quality of mixing. Swirlers 

shapes, numbers, and dimensions are varied over the same base body to study their effect on the 

mixing uniformity and total pressure drop occurring by the exit from the chamber. Cases can be 

arranged as follows:  

a) Plain Football (FB), AR=1.5, BR=0.49, PR=0.28  

b) Football with 4 Short Rectangular swirlers (F4SR),  

c) Football with 8 Short Rectangular swirlers (F8SR),  

d) Football with 4 Tall Rectangular swirlers (F4TR),  

e) Football with 8 Tall Rectangular swirlers (F8TR),  

f) Football with 4 Short Airfoil swirlers (F4SA), and  

g) Football with 4 Tall Airfoil swirlers (F4TA). 

Figure 4-2 depicts the CAD drawings of all proposed passive enhancers. Swirlers height 

defines the terms “short and tall” such that the short is 1.25cm and the tall is the double of that 

height.  

 
  

(a) (b) (c) 
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(d) (e) (f) 

 

 

 

 (g)  

Figure 4-2: Streamlined American Football Equipped with (a) No Swirlers FB, (b) 4 Short Rectangular Swirlers 

F4SR, (c) 8 Short Rectangular Swirlers F8SR, (d) 4 Tall Rectangular Swirlers F4TR, (e) 8 Tall Rectangular 

Swirlers F8TR, (f) 4 Short Airfoil Swirlers F4SA, and (g) 4 Tall Airfoil Swirlers F4TA 

4.3 Simulation Running Models and Parameters: 

 Spatial discretization   

Domain meshing is 3-D with unstructured polyhedral cells which are more adaptive to the 

geometry with all its complexities by the arbitrary sized and distributed cells, and well responsive 

in the situations of flow components change. Prism layers are applied to the surfaces to activate 

the (viscous sub-layer, buffer layer, law of the wall) calculations for accurate boundary layer 

modeling. Jet holes and football edges showed finer cells to capture physics of swirl, tumble, wake 

region, and stagnation. Three optimization cycles redistributed the cells and managed the different 

sizes with homogeneity, achieving cell quality between 0.4-0.8 and cell face validity of 1. Total 
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number of cells are 1.2-1.3 million with 10 prism layers on the solid surfaces (i.e. walls and 

streamlined body), which result in independent exit values for temperature and velocity, and a wall 

distance function (y+) in the range of 1 to efficiently model the viscous sub-layer. Different views 

for the 3D mesh of the mixing chamber can be seen in Figure 4-3a, Figure 4-3b, and Figure 4-3c, 

while the y+
 values for both the football and the system walls are shown in Figure 4-3d. 

  
(a) (b) 

 
c) 
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d) 

Figure 4-3: Meshed Domain: (a) Surface Polyhedral Cells, (b) Section Volume Mesh, (c) Boundary Prism Layers 

and Finer Mesh at Jet Inlet, and (d) y+ distribution over the surfaces (football and walls) 

 

 Temporal discretization   

For time marching, time step (Δt) was 10-4 s which satisfies low convective Courant number 

which is still recommended even with the selection of implicit temporal computation. Because of 

the calculation depends on the initial guess, a solution of each time step is iterated five times to 
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converge with proper accuracy. Total physical time in simulation is 4s (corresponds to 200,000 

iterations), which is found to be enough for statistically stabilizing the flow field properties 

(especially the exit temperature and velocity). Running simulation lasts on High Performance 

Computing (HPC) cluster for 14 hours using 96 Intel® Xeon E5-2450 v2 processors and 2560 Mb 

memory. 

 Solution Methodology 

STAR-CCM+ employs Finite Volume (FV) numerical method for solving the governing 

equations (mass, momentum, and energy). Algebraically transformed partial differential equations 

are solved separately and in sequence (i.e. segregated flow) such that the continuity is firstly solved 

then followed by the three momentum equations for estimating the components of velocity and 

pressure at the cell under interest and ending by the temperature calculation through the energy 

equation. Segregated flow is known to be a better method than the couple flow approach in the 

subsonic flow cases. 

Large Eddy Simulation (LES) is used for unsteady turbulence solution. Based on the principle 

of large eddies to be case related and the very small (Kolmogorov) eddies are always independent, 

LES solves the flow related eddies using the unsteady spatial-averaged Navier-Stokes (N-S) 

equations and depicts the filtered small ones near walls by Wall-Adapting Local Eddy (WALE) 

viscosity sub-grid scale (SGC) model. WALE is a recent model which exceeds the performance 

of the Smagorinsky SGS in formulating the turbulent viscosity (μTurb), and the accurate scaling 

near the wall without damping effects [74]. LES is more favorable than unsteady RANS in time-

dependent numerical analysis.  
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4.4 Design of Experimentation and Optimization: 

Following the concept of Analysis Led Design of the swirlers using the CFD, the research 

was directed to goals summarized in minimizing the uniformity number (𝑥) and pressure drop 

(PD), choosing the most effective variables of the swirling prolate spheroid, and reaching the ideal 

feasible design(s). The strategy is purely numerical, and it can be stated as follows: 

1) Setting three geometrical variables: of the prolate spheroid (diameter: D, length: L, axial 

position with respect to the chamber center: p). For every variable, minimum and 

maximum bounds will be defining the study span.  Error! Reference source not found. s

hows some possibilities of manipulating the body variables.  

  
(a) (b) 
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(c) (d) 

Figure 4-4: Possible changes in FB variables: (a) diameter only, (b) length only, (c) position only, (d) all variables 

together 

2) Arranging the initial design space: based on the three of variables and their proposed 

testing ranges. The arrangement will be based on the DOE approach: Uniform Latin 

Hypercube (ULH). ULH, described in 1993 [75], is a method of selecting the input 

variables values as a perfect sample reflecting the whole testing space. Generally, in 

sampling, each case study acquires dissimilar sets data inputs (e.g. D1, L1, p1) than the 

others (e.g. D2, L2, p2 or even d1, L2, p1) to represent the wide design space. The sampling 

in ULH determines not only distinct sets, but also completely new values from the 

variables ranges (continuous or discrete). With M variables, ULH DOE generates a cube 

of M dimensions and divide the variables ranges equally such that the number of divisions 

is the same among all variables. It is ensured that each case occupies M different vectors 

(row and column in case of M=2) alone, and all vectors are used. Such step maintains 
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good distribution of the cases between the all the variables predefined extremes. The 

minimum number of studies/experiments (aka sample size) is recommended to be 

evaluated as in Eq. (4-5). The ULH is highly adopted these days in experimentation 

sampling. 

𝑆𝑎𝑚𝑝𝑙𝑒 𝑆𝑖𝑧𝑒𝑚𝑖𝑛 =
(M + 1)(M + 2)

2
 (4-5) 

 

3) Applying optimization algorithms to investigate more cases that narrows towards the 

optimum design. The work will be subjected to three popular optimization categories:  

(a) Local heuristic algorithm effectively approaches the closest objective (set either 

minimal or maximal) to the start point. The outcome is a relative to the initial case 

study and search technique, and it is not necessarily the absolute optimum. This fast 

and robust kind of algorithms is good for tentative understanding of inputs-outputs 

relations, analyzing the strength of some variables, and making quick decision [76]. 

Generalized Reduced Gradient, GRG, is the currently suggested local algorithm which 

has a search technique based on linear approximation for the gradients of the output 

functions[77].  

(b) Global deterministic algorithms overview the design space with investigating the 

solutions of well-distributed cases. Complete search process reaches the absolute 

optimum design with full realization of the design space response by the end [78]. 

However, it is a time-consuming type, because of the broader search technique. In the 

upcoming period, the global optimization is chosen to be Multi-Objective Genetic 

Algorithm-II (for short MOGA-II) which seeks the optimization in a similar way to 
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the evolution theory. Based on evaluating a parent generation (set of initial guess cases 

and usually arranged by ULH), characteristics improvements (i.e. objectives) of some 

cases are highlighted and weighted when happened. Subsequently, an automated 

process architects an offspring generation by combining the properties (i.e. variables 

values) of the best parents. After predefined number of generations or tolerance, the 

global optimal can be reached [79].  

(c) Hybrid optimization algorithm is mainly a recursive method in which the big picture 

solution is a function of small solution zones. The importance of hybrid system lies 

on the ability of shifting methods per data size. The start usually is global over the 

design space, then the logic switches to local when the solution size converges towards 

the optimum solution. Classified as a hybrid, Simultaneous Hybrid Exploration that is 

Robust, Progressive, and Adaptive (SHERPA) [80] serves time efficiency and 

sometimes better solutions than global algorithms [81].  

The work is supposed to introduce evaluation tools such as Response Surface Methodology 

(RSM), correlation matrix, scatter and parallel axes, and Pareto efficiency (i.e. optimality) curve 

between 𝑥 and PD. 
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CHAPTER 5 - CAVITATION NUMERICAL STUDY 

5.1 Introduction  

In all the simulations and experimental tests, the cavitation treatment was investigated over a 

constant flow rate to preserve the same conditions generating the cavitation pattern. Meanwhile at 

the conventional constant head approach, the air injection chokes the cross-section area for the 

water flow which minimizes the flow rate over the rotor, and the cavitation pattern changes, so the 

treatment is not consistent.      

5.2 Simulation Conditions and Tested Cases 

 All-Inclusive Model 

Working on a CFD model of a 7.5-cm Kaplan turbine, cavitation was initially sought to 

identify the generating conditions and define an assessment criterion related to the cavitation 

phenomena in the system. The upstream side is a 15-cm diameter pipe with a fully-developed 

turbulent profile velocity inlet (Vavg= 2-2.54 m/s). The turbulent velocity profile is defined by the 

power law stated in Eq (5-1). With a power (n=8) for high Re flows, the 𝑉max=1.2 𝑉avg. 

𝑉 = 𝑉𝑚𝑎𝑥 (1 −
r

R
)

1

𝑛  (5-1) 

Next, the flow passes through a converging intake pipe confining the Pre-Swirl Stator (PSS), 

ending with the 7.5-cm rotor section. At the beginning of each simulation, the rotational speed (N) 

is pre-set for the rotational domain surrounding the rotor, and the value is selected from a range 

(1000-5000 rpm) with a 1000 rpm step. The downstream of the rotor is designed to be a diffuser 

(i.e. diverging frustum of 20-degrees half angle) for static pressure reclamation, then a straight 
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pipe of a 15-cm diameter extends towards a 90-degrees elbow where the outlet section is defined 

by the exit pressure. Such conditions were enough to drop the static pressure below the vapor 

pressure (Pv) and start the cavitation on the rotor components. The CFD model suits the two air 

injection methods (housing and hub) by adding the proper number of holes that will define the air 

injection locations and pressures. System configuration is depicted in Figure 5-1. 

 
Figure 5-1: Numerical setup and boundary conditions of the cavitation in 3-inch Kaplan hydro-turbine 

The numerical domain involves two regions of different computational natures:  

1) Stationary Region (SR): Solves the flow by the linear conservation equations within 

motionless cells during the entire solution time. The region encompasses the inlet, PSS, 

exit pipe/elbow/outlet, and a thin annular envelope around the rotor domain (i.e. 

rotational) to account for the static wall effect of the housing.  

2) Rotational Region (RR): is created around the rotor blades and hub only and includes a 

cylindrical and part of the slant sections. The mesh cells are in rotational motion set by 
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the predefined N parameter, so the flow is solved with respect to the tangential velocity 

and new positions of the cells updated every time step. A zoomed scene in Figure 5-2 

shows the two distinct regions. 

 
Figure 5-2: Zoomed scene of the two numerical regions (stationary and rotational) defining the model 

 Housing Air Injection 

Attached to the internal wall of the housing, air is injected from 1-mm diameter circular holes 

arranged in different patterns (1 port, 12 circumferential ports, and 2 Blocks/ 3 Ports (2B3P): 6 

ports divided into two axis-parallel linear groups separated by 180 deg.) as seen in Figure 5-3. 

Though the operation pressure around the rotor is low enough for an atmospheric pressure air 

injection, the pressurization of air is set to be slightly above the atmospheric pressure by 0.5-1 psi 

to guarantee the stability of the injection at the startup when the water pressure is still high around 

the turbine. Extra reason is the acting as a cavitation pre-cure by raising the absolute pressure at 

the zones prone to the vapor pressure. 
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(a) (b) 

Figure 5-3: Air ports (Gold color) arrangements around the rotor blades: (a) 12 circumferential inlets, and (b) two 

linear groups of 3 inlets separated by 180 degrees 

Another aspect was investigated subsequently to the 2B3P analysis, which is the port location 

relevance to the vapor content reduction. The proposed locations were those used in 2B3P and 

they are arranged as follows: 

Port (1): At the blade’s leading edge 

Port (2): Downstream of the first port by 6 mm spacing (i.e. 2×dport) 

Port (3): More downstream and almost at the mid of the blade’s chord with the same spacing 

(2×dport) from the second port. 

Descriptive scene for the configuration is seen in Figure 5-4. The three locations were 

simulated alternatively (having one port open and the other two are closed). Operation conditions 

(water flow rate and air injection pressure) are maintained along with the same port diameter and 

rotational speed. For the sake of simplicity of the model, the simulations were done at one 

rotational speed (N=1000 rpm) and with one block instead (top) of two facing each other. 
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Figure 5-4: Three air ports order and position 

 

 Hub Air Injection 

Considering a cavitation occurrence over the blade suction side, the hub air injection is 

proposed very close to the blade surface in four equally spaced locations from the leading edge 

until the trailing edge as shown in Figure 5-5. The holes are circular (d= 3mm) with pressure as 

high as 5 psi to ensure a good amount of air entering the system from each hole. While the design 

is tested collectively, the effect of each row of holes per blade was investigated as well by alternate 

opening at the same cavitation condition. 
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Figure 5-5: 3-D view for the turbine with the circular holes representing the hub air injection configuration 

5.3 Selected Numerical Models  

A case including three different fluids with distinctive densities (ρ) needs a multi-phase 

physics model to differentiate well between the phases (and components) available in the system 

and define the interactions between them during the flow. Because the case involves phase change 

and the cavitation shows in either a cluster of bubbles or a cloud, it was proposed that Volume of 

Fluid (VOF) be the multiphase model expressing the large volumes of the different fluids (liquid 

water and vapor, and even air later), and tracking the interface between them. VOF is efficient 

when dealing with large volumes and smaller contact areas between the phases. At every numerical 

cell, each phase/component is represented by a volume fraction (α), which is updated every time 

step by solving a corresponding transport equation. By the end, VOF gives a solution for all the 

properties as a weighted average of the constituents. In this simulation, the convection of diverse 

fluids is 2nd discretization which is sufficiently good in describing the distribution and interfaces.  
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Additionally, the case is turbulent (Re=3.4x105). Thus the unsteady random chaotic 

phenomena were simulated using Large Eddy Simulation (LES) which filters the large-scale 

eddies to be solved in Navier-Stokes (N-S) equations from the small-scale ones which are shaped 

by the Wall-Adapting-Local-Eddy viscosity (WALE) Sub-Grid Scale (SGS) model. LES is more 

favorable than unsteady RANS in time-dependent numerical analysis. Some previous CFD work 

on turbomachinery showed the reliability of the LES [82],[83]. 

The meshing cell is unstructured polyhedral, which is better than structured mesh in capturing 

physics like separation and wake region. After trying different mesh combination, ranging from 

1.3 million to 12 million cells, mesh size is selected fine to form 9 million cells with 8-12 prism 

layers maintaining the first layer y+ value less than 2.5 except for certain intentional regions 

(recommended 1-prism layer at the interfaces for proper data transference between the different 

regions and no prism layers at the air ports to be defined as stagnation inlets on the later stage of 

simulation). Mesh refinement is required not only for the solution accuracy and independence, but 

also for the optimal representation of the fluids’ interfaces and propagation. Another reason for the 

small cell sizes is the LES recommendation of improved modelling when eddies volumes go to 

the universal Kolmogorov scale. A sectional plane of the meshed system is in Figure 5-6, while 

wall y+
 of the turbine is depicted in Figure 5-7. 
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(a) 

 
(b) 

Figure 5-6: Meshed hydro-turbine system with 6 million polyhedral cells: (a) whole model, (b) turbine parts 



 

58 

 

 

 
turbine-function over the hydro +: Wall y7-5Figure  

 

Time marching in the case studied was essential to capture the development of the vapor on 

the surfaces and its propagation within the liquid water. The time step was based on the rotation 

because it defined a smaller time scale and higher effect on the cavitation pattern than the axial 

flow velocity. Temporal discretization was adjusted for every N to be less than the 1 deg. of turbine 

rotation (i.e. maximum time step is 10-4 s for the 1000 rpm case and the minimum is 3×10-5 s for 

the 5000 rpm). The solution accuracy was 1st order type which was preferable over the 2nd order 

accuracy because of the faster performance and the granted stability for the computational process. 

The simulation ends after 12 turbine cycles to ensure the achievement of the steady state. Total 

computation time for one simulation is 3 days on 240 High Performance Computing (HPC) cores.  
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5.4 Flow Physical Equations 

 Volume of Fluid 

VOF was firstly introduced briefly in 1976 Noh and Woodward’s conference paper [84] 

which was followed by a full method description by Hirt and Nichols in 1981[85]. In such 

approach, the co-existed (n) fluids are accounted as a global one phase of fluid and flow properties 

calculated as an averaged sum based on the presence percentage of each phase in the computation 

cell by volume ratio (
∀𝑙

∀𝑐
). Accordingly, the (𝑙)th phase volume fraction (α𝑙), and any equivalent 

property (𝜙) are calculated every time step as in Eq. (5-2) and (5-3) respectively.  

α𝑙 =
∀𝑙

∀𝑐
 (5-2) 

𝜙 = ∑α𝑙  𝜙𝑙

𝑛

𝑙=1

 
(5-3) 

Since the system is always conserved, the volume fractions of the phases are also maintained 

in balance by solving the transport equation (also known as continuity) of each volume fraction as 

shown in Eq. (5-4). The equation considers the phase motion relative to the reference frame motion 

(𝑉 − 𝑉g), interface update, and phase addition/reduction due to source/sink (𝜑α𝑙
) existence.   

∂

∂t
∫α𝑙  d∀

.

∀

+ ∫α𝑙  (V − Vg) dA
.

A

= ∫(𝜑α𝑙
−

α𝑙

ρ𝑙
 
Dρ𝑙

Dt
) d∀

.

∀

 (5-4) 

In situations of rapid phase change, like in cavitation, the global density varies temporally and 

locally in a high rate, and the source/sink term dominates. Meanwhile, the unsteady term exhibits 

a similar behavior and becomes difficult to be solved by the segregated flow method. To bypass 

the computational challenge, Eq. (5-5) is a simplified but non-conservative equation is derived 

from Eq. (5-4).  
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∫α𝑙  (V − Vg) dA
.

A

= ∑∫(𝜑α𝑙
−

α𝑙

ρ𝑙
 
Dρ𝑙

Dt
) d∀

.

∀

.

𝑙

 (5-5) 

In a consecutive computational step, the motion of the global phase (i.e. mixture) is solved by 

the compressible-flow momentum differential equation with the consideration of the isothermal 

and Newtonian fluid conditions as expressed in Eq. (5-6). 

d(ρ𝑉⃗ )

dt
+ ∇. (ρ𝑉⃗  𝑉⃗ ) = ρg⃗ − ∇P + ∇. [μ(∇𝑉⃗ + ∇𝑉⃗ 𝑇)] (5-6) 

Where g⃗  is the gravitational acceleration affecting in the downward vertical direction (i.e. 

negative y-direction as it can be figured in Figure 5-1) with a constant value 9.81 m2/s. 

 Large-Eddy Simulation 

Turbulence is solved and modelled by LES, the method utilizes a filtration function to the 

field property (𝜙) to block the values lower than a certain spatial and temporal scales. Filtration 

shown in Eq. (5-7) results in a separation between the pass field scale (𝜙̅) (i.e. those in large eddies) 

and the blocked one (𝜙′) (i.e. small eddies) as in Eq. (5-8). The resultant N-S equation for the 

filtered field scale is expressed in tensor form in Eq. (5-9). 

  

𝜙(x, t)̅̅ ̅̅ ̅̅ ̅̅ = ∬𝜙(x̃, t̃) 𝐺(x − x̃, t − t̃) dx̃ dt̃

∞

−∞

 (5-7) 

𝜙 = 𝜙̅ + 𝜙′ (5-8) 

∂ui̅

∂t
+

∂(uiuj̅̅ ̅̅ ̅)

∂xi
= −

1

ρ

∂P̅

∂xi
+ 2ν 

∂Sij

∂xj
 (5-9) 

whereas Sij =
1

2
(
∂ui̅̅ ̅

∂xj
+

∂uj̅̅̅

∂xi
) is the strain rate tensor of the fluid flow. 
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With the difficulty of the calculation of the filtered advection term (
∂(uiuj̅̅ ̅̅ ̅̅ )

∂xi
) because of the 

need to include the interaction of the filtered large-scale eddies with the unfiltered small ones. 

Leonard related the filtered advection term to the multiplication of the filtered velocities by adding 

a residual (or sub-grid scale) turbulent stress tensor (𝜏𝑖𝑗
𝑟 ) expressed in Eq. (5-10) [86].  

∂(uiuj̅̅ ̅̅ ̅)

∂xi

=
∂(ui̅ uj̅)

∂xi

+
∂(𝜏𝑖𝑗

𝑟 )

∂xi

  
(5-10) 

By defining (𝜏𝑖𝑗
𝑟 ) using Boussinesq’s hypothesis[87] of linking the turbulence stress to an 

artificial turbulent viscosity (μ𝑇𝑢𝑟𝑏) which needs an SGS model to identify. Equations (5-11) and 

(5-12) are outlining the formulation for 𝜏𝑖𝑗
𝑟  (general and descriptive forms) based on the strain rate 

(Sij) and turbulent kinetic energy (k).  

𝜏𝑖𝑗
𝑟 −

1

3
𝜏𝑘𝑘𝛿𝑖𝑗 = −2𝜇𝑇𝑢𝑟𝑏Sij  

(5-11) 

𝜏𝑖𝑗
𝑟 = 2μ𝑇𝑢𝑟𝑏Sij −

2

3
(μ𝑇𝑢𝑟𝑏∇ ∙ 𝑉⃗ + ρk)I (5-12) 

Such that (I) is the identity matrix of unity diagonal (i.e. 𝑖=𝑗) with zeros at the rest elements.  

With WALE model, 𝜇𝑡 is defined in terms of the length scale which is usually set at the half 

of ∀𝑐 near the wall, and the deformation parameter which is a non-linear function consisting of the 

gradients of the filtered velocities as the building unit[72],[88]. 
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CHAPTER 6 - CAVITATION EXPERIMENTAL 

INSTALLATION AND PROCEDURES 

 System Configuration 

The hydro-system is designed to run a horizontally oriented 7.5-cm Kaplan turbine from a 

relatively low water height (9 ft. maximum level) between the head and sink. Since the system was 

set in a lab, it was planned to be a closed system by flowing water from a head tank to the turbine, 

discharging to a sink tank, then pumping the water again from the sink tank to the head one. The 

installed setup appears in Figure 6-1. Pump was selected of power 10HP/60 Hz operated by a 

Variable Frequency Drive (VFD). Below the tank, a ball valve regulates the water flow rates for 

different conditions testing and system steadiness along with the pump applied frequency. 

 
Figure 6-1: 9 ft. closed hydro-system: full setup, and turbine housing with and emerging shaft coupled to a 

generator/motor 
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The turbine stator and rotor blades are 3-D printed of NGen, sanded, and painted to have a 

smooth surface. Specifications like number of blades (9 for stator/ 6 for rotor), blade aspect ratio 

(
𝑠𝑝𝑎𝑛

𝑐ℎ𝑜𝑟𝑑
=0.68), blade thickness-chord ratio (0.05), and others were chosen after extensive CFD study 

for a built 12-inch turbine on Bark river in Rome town, WI [75], [83]. A close-up image of the 

turbine is presented in Figure 6-2.  The turbine is seated inside a clear Acrylic housing shaped in 

three sections from the inside: (a) nozzle intake tube with 15 and 7.5 cm start and end diameters, 

it is where the shrouded stator stays, (b) 7.5-cm straight cylindrical section confining the rotor, and 

(c) diffuser-like draft tube diverging to a 15-cm downstream exit pipe.    

 
Figure 6-2: 7.5-cm turbine and transparent housing configuration for a head driven flow (from left to right) 
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The turbine shaft is connected to a 2.25Hp, permanent magnet, DC motor that can be turned 

to a generator by merely letting the shaft rotate by the effect of water flow. A voltage signal 

controller is wired to the motor to change the output speed (maximum free spinning= 6000 rpm). 

The MM501U dual-voltage single quandrant SCR drive, shown in Figure 6-3, controls 90 or 180 

VDC SCR brush-type motors ranging from 1Hp through 5Hp. The core idea of having motor 

besides the generator is to 1) increase the speed, and 2) reverse the rotation if the normal conditions 

are not enough to generate the cavitation on the rotor blades.  

 

 

(a) (b) 

Figure 6-3: (a) motor and (b) controller at the load side of the turbine 

System pipes, turbine housing and motor are stabilized at the suggested height by a T-slot 

assembled table and set of supports seen in Figure 6-4. The table gives the flexibility of adding or 

removing of crossbars and supports whenever needed. The table length and height can be adjusted 

according to the length of the crossbar used. The pipe supports are shaped like V-blocks which are 

two angled blocks cut from 2x4 wood boards and placed on a crossbar. A threaded rod will join 

the two and allow for adjustment by twisting the rod. Wooden pegs at the block lower side guide 

the blocks along the slotted profile. One block will have a threaded insert hammered in to allow it 
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to be pulled when twisted. Rubber layers line the surface of each block to cushion the load. The 

motor is loaded on 2 Acrylic sheets cut to the casing diameter, while the base is another two sheets 

bolted together to dampen any vibrations.  

Power transmission between the turbine shaft (3/8-inch diameter) and motor/generator (5/8-

inch diameter shaft) is secured by a coupling for better efficiency and less complicated design. The 

metallic coupling encompasses both shafts with a threaded connection to the motor shaft at one 

side and a pin key to the turbine shaft at the other. 

 
Figure 6-4: Built T-slot table and V-blocks supports 

Flow is captured by a high-speed camera, so the generated video and pictures can reveal the 

flow behavior around the turbine under different running conditions. The camera was intended to 

be in a straight plane, facing the clear turbine housing with no inclination. Aperture and focal point 
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were always adjusted to the perfect view. The images are recorded, analyzed, and saved by Photron 

FASTCAM Viewer (PFV) software. 1000 W lights were placed nearby to supply the turbine with 

a good amount of light (Figure 6-5). 

 

 
Figure 6-5: Another view for the setup camera and the 1000 W lights are in the background 

 Air Injection Addition 

(A) Housing Air Injection: Six air injection ports were grouped in two opposing blocks (3 

at each). The blocks are 3D printed using NGen (Figure 6-6), inserted in drilled holes at the two 

and bottom of the housing, and locked in place by a small screw (Figure 6-7). The blocks are 

connected by 6 hoses to an air distributor which is primarily clamped to a pressurized air supply 

tap (up to 80 psi). The connections arrangement of the air injection is illustrated in Figure 6-8. It 

is worth mentioning that the port’s diameter has been enlarged 3 times (i.e. Area has increased 9 

times at each injection port) to accommodate more air mass flow rate. 
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Figure 6-6: 3D printed air injection blocks 

 

 
Figure 6-7: The top air injection block connected to 3 supply hoses 
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(a) (b) 
Figure 6-8: (a) Hoses of the jets connected to the distributor, (b) Distributor hose clamped to the air tap 

(B) Hub Air Injection: In such configuration, the air goes through a central passage in the 

shaft ending with an internal cavity in the rotor hub. The cavity is connected to superficial holes 

behind the blades (four per blade) to guarantee air injection very close to the cavitation initiation 

areas on the blades (i.e. leading edge, intersection with hub, highest suction side curvature, and 

trailing edge). Air is primarily supplied from the tap to an “air chamber” which is a sealed 

compartment that allows air to enter the rotating shaft. Figure 6-9 is demonstrating the setup system 

and the new rotor design as a 3D print. The “air chamber” is 3D printed and screwed to the exit 

elbow, and it embraces two bearings on the two sides to have well sealing besides the free shaft 

rotation. 
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(a) (b) 

Figure 6-9: (a) Supply air hose is connected to the “Air Chamber”, (b) Distributed injection holes on the hub 

 Measurement Procedure  

(A) Quantitative Evaluation: The procedure involves checking the conditions of inducing 

cavitation (e.g. flowrate controlled by the regulating valve opening and the rotation speed managed 

by the set load on the generator/motor). Once cavitating flow is generated, the following will be 

conducted: 

- Assessing the turbine performance during a cavitation case by recording the readings of 

head, flowmeters, tachometer and torque meter. The case will be documented as a baseline 

for comparison.  Figure 6-10 illustrates the measuring devices that are added lately. 
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Figure 6-10: Arrangement of hydro-turbine measuring devices 

- Injecting air through 2B3P design into the cavitating flow. With keeping the water flow 

rate constant, air is to be supplied with different pressures. For each case, visual imaging 

and rotor performance are going to be recorded. While the CFD proposed an atmospheric 

pressure for the air, the injection will be done on higher levels (i.e. 20.5, 41, and 82 kPa 
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at the supply tap) to overcome the pressure loss and the opposing centrifugal force and 

see the effect of the air addition into the cavitating system. 

- Injecting air through the hub injection design in a similar way to the previous procedure, 

the pressurized air hub-injection will be made through the four holes per blade after 

generating the baseline case earlier.  

(B) Image Processing: Additional section entails image processing for emphasized visual 

comparison between the experimental and the CFD works. To identify the percentage of cavitation 

around the turbine blades, the camera images taken where converted from grayscale images to 

binary images.  The goal was to convert an image in such an obvious way that the cavitation is the 

only part of the image visible after conversion based on visual observation by the user.  The first 

step in this process was setting up a loop to run through the entire directory of images recursively 

(effectively applying the same image processing to each image) and store any data taken from the 

images in a single matrix.  From there two image processing techniques where applied, a histogram 

adaption and an image adjustment. To do this, the function “adapthisteq” was used. The function 

enhances the contrast of the grayscale image by transforming the values using contrast limited 

adaptive histogram equalization.  Basically, this technique breaks an image into “tiles”, then 

enhances each of the tiles contrast.  The other contrast enhancement function used was ‘imadjust”.  

This function maps the intensities of the grayscale image by saturating the bottom 1% and top 1% 

of all pixel values, basically making the darker spots of the images darker and the lighter spots, 

lighter, effectively enhancing the images contrast.   

From here, the image was deemed ready for conversion from grayscale to binary.  The function 

“imbinarize” was used to do this.  “Imbinarize” uses binary code to represent an image, using 1 as 

logical true and 0 as logical false for each pixel.  To determine which threshold value should be 
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used, an iteration for values around 0.5 could be a good start, then the appropriate one is selected 

after some comparisons for the cavitation cloud size. Alternatively, the value chosen was 0.6 using 

the adaptive method.  The adaptive method uses locally adaptive image threshold using local first 

order image statistics around each pixel to calculate the given threshold value.  Once the image 

was converted to binary, the image was cropped to the area of interest, which was around the 

turbine blades and just below a glare in the image.  It is important to note that the cavitation was 

represented as logical true (1) statements in the image. 

With the image cropped around the area of interest, the total area was then determined by the size 

of the image in pixels.  To determine the area of cavitation, the function “bwarea” was used, which 

gives a sum of all logical true (1) statements in the image.  To determine a percentage, the area of 

cavitation found (in pixels) was divided by the total area of the image (in pixels) and multiplied 

by 100.  A mean was determined by finding the average of all the percentages calculated from the 

recursive images of one case.  

To help visualize the cavitation propagation, the same image contrast enhancement techniques 

were applied to a range of images.  It is important to note that after 10 images, the placement of a 

turbine blade seemed to repeat itself, so the following colormap application only was applied to 

10 images.  After the image contrast was enhanced, a custom crop was applied around the turbine 

blades.  This was accomplished using “impoly” which utilizes a draggable GUI (guided user 

interface) to select the area of interest in the image.  From there, the area was able to be saved, and 

then the selected area was extracted from the image.  For clarity, the selected custom crop, was 

cropped to get rid of an unnecessary black border outlining the image’s upper and lower sided.  To 

make the cavitation more visible, particularly so that the cavitation touching the next turbine blade, 

color was added to the image.  Now sense the images were originally taken in grayscale it is 
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impossible to convert the image to a truecolor image without the aid of an artist.  Therefore, a 

colormap or a “range of colors to represent gray values” was applied to the image using the 

function “ind2rgb” and “gray2ind”.  The specific colormap applied was a Jet colormap.  The 

highest intensity value defined for the grayscale color was 255.  Meaning that at 0, the image is 

black with no color and at 255, the image is white.  255 was chosen because in the typical range 

for a truecolor image (or RGB image) is 255 for each red, green and blue pigment in each pixel.  

Different values, lesser values to match the colorbar given in the CFD images, where tested but 

didn’t make any changes as compared to using 255. 
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CHAPTER 7 - RESULTS 

7.1 Thermal Uniformity: 

 Mathematical Relations 

The temperature at a local radial point is termed as a dimensionless number called (mixture 

fraction, 𝑓) which relates the temperature difference between the measured point at the exit plane 

and the dilution jet (i.e. 𝑇𝑖 − 𝑇𝐽) to the maximum temperature difference between the two streams 

(𝑇𝑐𝑓 − 𝑇𝐽) as written in Eq. (7-1). The benefit of depending on dimensionless numbers is clarifying 

the ratios of the outcomes to the minimum and maximum limits of the physical domain and 

generalizing the investigated case to fit the scaling process to other studies.   

𝑓 =
𝑇𝑖 − 𝑇𝐽

𝑇𝑐𝑓 − 𝑇𝐽
 

(7-1) 

Likewise, an additional fraction is outlined by the theoretical energy balance exit temperature 

expressed in Eq. (7-2). Equilibrium mixing fraction, feq, mentions the ideal mixing as a fraction of 

the maximum temperature difference in the system (Eq. (7-3)).  

𝑉𝑎𝑣𝑔,𝑐𝑓 𝐴 𝑐𝑓 𝑇𝑎𝑣𝑔,𝑐𝑓 + 𝑉𝐽 𝐴𝐽 𝑇𝐽 = 𝑉𝑎𝑣𝑔,𝑒𝑥 𝐴𝑒𝑥 𝑇𝑒𝑞 (7-2) 

𝑓𝑒𝑞 =
𝑇𝑒𝑞 − 𝑇𝐽

𝑇𝑐𝑓 − 𝑇𝐽
 (7-3) 

Where 𝑉𝑎𝑣𝑔,𝑐𝑓 and 𝑉𝑎𝑣𝑔,𝑒𝑥 are mass-averaged velocities by area integral,  𝑇𝑎𝑣𝑔,𝑐𝑓 is the 

energy-averaged temperature by area integral, while 𝐴 𝑐𝑓, 𝐴𝐽 and 𝐴𝑒𝑥 are the areas of 

hot/crossflow, cold jet and exit ducts respectively. 

Another number in Eq. (7-4) is the normalized mixture fraction, 𝑓∗, which relates the 

difference of measured temperature to the equilibrium state. Finally, Eq. (7-5) is used to find the 
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uniformity factor, 𝑥. The uniformity factor compares the proximity of the mixture to equilibrium 

state. Temperature profile uniformity prevails in lower 𝑥. The notion is based on the discretized 

integration of 𝑓∗ on the radial axis. 

𝑓∗ =
𝑓 − 𝑓𝑒𝑞

𝑓𝑒𝑞
 

(7-4) 

𝑥 =
∑(|𝑓 − 𝑓𝑒𝑞|. 𝑑𝑟)

𝑅
 (7-5) 

Total pressures are gauged at the inlets (crossflow and annular) and exit boundaries of the 

test section to determine the amount of drop occurring, which consequently will specify the rise in 

compressor/fan power consumption to keep the same level of the flow rate in a GT. Both 

uniformity factor and pressure drop of the tested patterns will be expressed as a percentage of 

baseline results (initially SH), whereas references to other comparisons will be stated later in each 

case. The general form of relative percentage difference is given by Eq. (7-6). 

%𝑑𝑖𝑓𝑓 =
𝜙𝑐𝑎𝑠𝑒 − 𝜙𝑟𝑒𝑓

𝜙𝑟𝑒𝑓

× 100% (7-6) 

 

 Graphical Representation of a Mixture 

Figure 7-1 depicts the radial variation of the normalized mixture fraction, 𝑓∗, of the thermally 

mixed flow using SH at Re=1x105. The horizontal zero line (i.e. r/R axis) represents the ideal state 

based on the complete homogeneity of the mixture at the ideal mixture temperature (𝑇𝑒𝑞). 

Meanwhile, curves of the 7 experimental sensors and 20 monitors at the exit deviate from the ideal 

line due to imperfect uniformity. The main concept lies in getting as flat and close as possible to 

the horizontal axis to achieve better outcome from the proposed pattern. Non-uniformity is 

quantified by considering the absolute differences (rise or decline) at all points, and the total is 
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averaged along the radial coordinate to get the constant 𝑥. Each case is denoted by its unique 

uniformity number. 

 
(a) 
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(b) 

Figure 7-1: Radial Variation of the Normalized Thermal Mixture Fraction at Re=1x105 in (a) Experimental SH 

Mixer and (b) Numerical SH Mixer with plain FB2 

 

 Passive Mixing Enhancers 

(A) Reynolds Number 

Two Reynolds numbers are based on the velocity of the total flow before splitting to ensure 

the turbulence condition for each stream. In turn, Reynolds numbers after flows division are also 

checked according to the hydraulic diameter of the crossed duct. Table 7-1 links the two damper 

positions with corresponding Reynolds number before streams split. It is worth mentioning that 

each Re value is the average of the range calculated for all bodies.  

Table 7-1: Re values related to the damper position 

Damper Angle 0⁰ (Fully Open) 45⁰ (Half Open) 

Re 1 x105 0.7 x105 
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Effect of variable Re values at each geometrical model is seen in Figure 7-2. Both curves have 

temperature distortions with horizontal-axis intersections ranging between (r/R= 0.35-0.5) for 

Re=0.7 x105 and (r/R= 0.5-0.65) for Re=1 x105. Furthermore, all cases exhibit a similar feature of 

(Re=1 x105) superiority over (Re=0.7 x105) in f*. At the positive side, higher-Re curve has longer 

vertical distances from the ideal line, and a wide gap from the low-Re points. On the negative side, 

the opposite happens but with less difference between the two curves.  
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(b) 

 
(c) 
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(d) 

 
(e) 

Figure 7-2: Re and dimensionless radial variations of the exit temperature: (a) SH, (b) FB1, (c) FB2, (d) TD1, (e) 

TD2 
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Uniformity number, 𝑥, describe the discrepancy between the two Re-curves for each 

geometrical case. Table 7-2 arranges the resulted 𝑥 in rows of geometries and columns of Re. Low-

Re always has low 𝑥 values, which mean better and more ideal mixing.  Through low-Re values 

indicates more heating time (from heating or combustion), it also gives crossflow (i.e. hot stream) 

time to interact and cool down by jets. High-Re flows are having greater sweeping motion (i.e. 

axial velocity, 𝑉𝑧) than penetrating (i.e. radial velocity, 𝑉𝑟), and this ratio makes the mixing nature 

more diffusive than dispersive, even with the existence of streamlined body. 

Streamlined Body Insertion 

Graphical representations in Figure 7-3 and Figure 7-4 illustrate the normalized mixture factor 

along the radius of the exit duct for the two different Re. Some curves are not performing well like 

the baseline, and their corresponding 𝑥 are high as it is already shown in Table 7-2. Superior 

effectiveness is associated to FB2 design, while TD2 has a very inferior uniformity. Possible 

reason is the nature of the FB and TD shapes. Generally, the slope of the TD after the maximum 

diameter is higher than the FB, and separation angle (measured from the stagnation point) is 

smaller. Having a larger separation zone, TD designs have a recirculation zone of low pressure 

Table 7-2: Uniformity, 𝒙, of distinct geometries at two Re 

Case Re=0.7×105 Re=1.0×105 

SH 0.27 0.32 

FB1 0.25 0.31 

FB2 0.2 0.26 

TD1 0.25 0.31 

TD2 0.23 0.3 
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and velocity (i.e. least interaction). The result is preserving the potential core unaffected by 

diffusion/dispersion. A quick view at the figures below, the central part (r/R= 0, and 0.167, and 

0.333) of TD1 and 2 are always at elevated 𝑓∗ level than FB1 and 2 respectively.    

 
Figure 7-3: Dimensionless radial variation of temperature at exit duct (Re=1x105) 
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Figure 7-4: Dimensionless radial variation of temperature at exit duct (Re=0.7 x105) 

(B) Blockage and Aspect Ratios 

For each geometry, the following Table 7-3 and Table 7-4 are displaying the uniformity and 

pressure drop values of the two sizes as percentages of the reference results as stated before. 

Positive percent means more non-uniformity and pressure drop (i.e. bad influence). Better 

uniformities were attained with the two shapes (FB and TD) at the two Re values. FB2 (BR=0.49, 

AR=1.5) has an improved the uniformity outcome (i.e. low x) more than FB1 (BR=0.37, AR=2) 

at the two tested Re because of the continuous increase in body diameter for the same length 

allowing more radial movement and consequently higher chances of interaction between the 

streams (hot and cold). For a 32% increase in BR (based on FB1 size), FB2 uniformity was 18.8% 

and 25.9% better than the staggered holes at Re=1 × 105 and 0.7 × 105 respectively. The same 

positivity can be observed with the teardrop bodies, in which TD2 (BR=0.49, AR=1.5) was better 
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than TD1 (BR=0.37, AR=2) in gaining a rise in uniformity by 14.8%  and 6.8% compared with 

SH outcomes at low and high Re respectively.  

At each Re, the pressure loss is decreasing marginally with the reduction of AR (i.e. higher 

diameter and BR). In the meantime, high Re (more turbulent) lowers the pressure drop in the four 

bodies as the separation point shifts towards downstream reducing the wake region behind the 

bodies. Moreover, it seems that at high flow rates, cold jets apply momentum pressure over the 

deviated hot stream and delay the separation point that, therefore, minimize the loss. 

 

(C) Profile Ratio 

The four bodies have different PR, which strongly affected the results. One reason is the larger 

PR of football than those of cones of same AR and BR, which indicates the more existence of the 

solid body at the central zone of the total dilution space. Greater PR due to large diameter forces 

the hot stream bulks to stay closer to the cold jets and accordingly boosts mixing. Figure 7-5 

Table 7-3: Uniformity and Pressure Loss for Football Bodies at Various Re (Bold Black for Poor Result, 

While Bold Red for Best Ones) 

 

Re= 0.7×105 Re= 1.0×105 

FB1 FB2 FB1 FB2 

𝒙  (%) -7.4 -25.9 -7.4 -25.9 

ΔP (%) 2.5 2.7 2.5 2.7 

Table 7-4: Uniformity and Pressure Loss for Football Bodies at Various Re (Bold Black for Poor Result, 

While Bold Red for Best Ones) 

 Re= 0.7×105 Re= 1.0×105 

TD1 TD2 TD1 TD2 

𝒙  (%) -7.4 -14.8 -7.4 -14.8 

ΔP (%) 2.8 4 2.8 4 
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represents the relation between PR and percentage increase in uniformity at Re=1x105; the trend 

is decreasing (third order polynomial) through the negative zone (i.e. more ideal). As expected, 

the best case (FB2) has the highest PR while the lowest output was from TD1 (PR=0.17), acquiring 

homogeneity ranged from 7.4% to 25.9%.  For pressure (Table 7-5 and Table 7-6), and at high Re 

(i.e. Re =1x105), large PR raised the loss happening along the body for the same BR and AR. Low 

Re (0.7×105) showed a random behavior, and correlation is not clear.  

 
Figure 7-5: Uniformity Variation as a Function of Profile Ratio 
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Table 7-5: Pressure Loss Comparison at Different PR (FB1>TD1) at Same BR and AR 

 

Re= 0.7 × 105 Re= 1 × 105 

TD1 FB1 TD1 FB1 

ΔP (%) 
1.4 2.1 1.4 2.1 

Table 7-6: Pressure Loss Comparison at Different PR (FB2>TD2) Same BR and AR 
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 Central Swirlers 

(A) Mesh Independence and Validation 

Different mesh refinements were explored to select the optimal mesh cell size based on the 

precision of outcomes and time consumption criteria. The total number of cells ranged between 2 

million cells to 5 million cells for the staggered holes case (SH). Figure 7-6 shows non-significant 

deviation in the exit temperature curves of the different meshes. With slight change in the 

temperature curve of the coarse mesh (i.e. 2 million cells), an exclusion is made for calculating the 

averages.  

 

Re= 0.7 × 105 Re= 1 × 105 

TD2 FB2 TD2 FB2 

ΔP (%) 
2.3 2.5 2.3 2.5 
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Figure 7-6 Mesh Independence Test on Exit Mix Temperature 

For each mesh size, the relative differences from the averages are estimated for the uniformity 

and pressure drop as tabulated in Table 7-7. The values of the 3.5 million cells mesh are the closest 

to the average, and it is chosen based on such precision. 

Table 7-7: Mesh Independence Uniformity and Pressure Loss Relative Difference 

𝒙𝒂𝒗𝒈= 0.208, ∆Pavg= 109.2 Pa 

 
𝒙 Relative difference (%) 

∆P Relative difference 

(%) 

2.5M -1.22 0.65 
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3.5M 0.05 -0.02 

4M -1.67 -0.33 

4.5M -2.04 -0.31 

5M 5.41 -0.22 

Another confirmatory stage is the validation with experimental results at same operating 

conditions as displayed in Figure 7-7.  With an average magnitude error of 6.3%, the 3.5M 

numerical model predicts the mixing performance in a good way.   

 

Figure 7-7: Experimental and Numerical Radial Variation of the Exit Temperature 
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Numerical solutions are attained and analyzed to set a recommendation for the experimental 

testing. Running time was 4 s which was sufficient for the exit flow properties to stabilize in all 

cases. Reynolds number (Re) was fixed at 105 in all cases due to the same inlet conditions. 

Momentum ratio, 𝑟, varies between 0.34 and 1.56 at the wide and smaller holes respectively. Jet 

height is relatively low as demonstrated in Figure 7-8 which is tracking the jets central streamlines. 

The jet penetration values (represented by the height perpendicular to the wall until the first bent 

in the central streamline) are normalized with the corresponding jet diameters dj1, dj2. The first jet 

could penetrate the cross-flow by 0.89 its diameter, while the second jet penetration height is 0.88 

dj2. Because of the chamber design, the downstream rows of jet and converging wall work in 

deforming the shape of the traveling jet. Features of JICF such as CVP and wake structures are not 

clear to be represented due to the abrupt change in the flow due to the injection from another row 

or the walls inward inclination.  

 
Figure 7-8: Vector Arrows Representation of JICF at low r, Jet Centerline is Graphed in Black 

Figure 7-9 is a contour distribution of the radial velocity on the mid-plane after steady state. 

The football acts as a streamlined body which deflects the primary flow outwardly, adding radial 

component (𝑉𝑟) to the axial velocity which helps closer interaction with the incoming jet. Due to 
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the opposing directions of the streams (i.e. positive radial flow around the FB, and the negative 

radially entering jet), the flow is counter flow thermal mixing in the radial direction. In the 

meantime, and rotational flow can be induced to enhance the mixing depending on the jet/main 

stream velocity ratio. The length of the radial interaction does not extend for longer distance after 

FB depending on the primary flow regime. The non-dimensional length (𝑧∗) expressed in Eq. (7-7) 

shows that the interaction length is nearly 0.5 which is relatively low compared to a total pipe 

length of 2.53. Checking the tangential velocity, no substantial magnitude is induced by the FB 

due to the absence of external forces towards this component (i.e. swirlers). In the other designs, 

these two velocity components will be changed clearly, and they will play important role in 

enhancing the mixing process.    

𝑧∗ =
z − 𝑧0

𝑑𝑒
 (7-7) 

 Where z is the arbitrary axial distance, 𝑧0 is the nominal distance of the exit pipe entrance 

from the universal system origin= 0.2 m, and de is the exit pipe diameter.  

 

(a) 
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(b) 

Figure 7-9: Steady State Radial Velocity Contours in the a) Whole System and the b) Mixing Chamber 

(C) Swirlers Effect 

As aforementioned, cases are characterized by different temperature output distribution 

resulting in sole uniformity profile and number. Final results are listed in Table 7-8 showing the 

calculated 𝑥 and a relative change ∆𝑥 % to the value of the plain football which is considered as a 

baseline. Negative numeric labeled in red bold font refers to better uniformity at the exit because 

of the suggested design. 

Table 7-8: Uniformity Values of Different Geometries 

Case FB F4SR F4TR F8SR F8TR F4SA F4TA 

𝒙 0.25 0.21 0.12 0.15 0.08 0.23 0.13 

∆𝒙 % 0.0 -16 -48 -40 -68 -8 -48 

 

All 6 six cases of swirlers are exhibiting better mixing conditions. Installed swirlers worked 

on generating extra velocity component in the theta component (𝑉𝜃) which makes swirls 

perpendicular to the axial flow, transferring the divided bulks of the hot flow (depending on the 
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number of swirlers) into the jet. These passive curved protrusions boost the momentum mixing 

caused by turbulence. One cost can be detected is the pressure loss (∆P) which is calculated by the 

subtraction of the exit total pressure from total pressure at the two inlets. The ∆P and ∆P% values 

can be seen in Table 7-9, where positive values in black bold font expresses higher drop in 

pressure. Worst case of pressure loss was F8TR which resulted in more loss than FB by 54%, while 

the best after swirler design was F4SR with only 17% relative pressure difference from FB. 

Table 7-9: Pressure Drop Values of Different Geometries 

Case FB F4SR F4TR F8SR F8TR F4SA F4TA 

∆𝐏 (Pa) 98 114.7 135.1 126.3 150.9 112 131.8 

∆𝐏 % 0 17.1 37.9 28.9 54.1 14.4 34.5 

 

Unlike FB, all cases of swirling fins exhibited radial and tangential components in around the 

streamlined bodies, and these velocities kept existing with noticeable magnitudes after the mixing 

section until the outlet of the exit pipe (𝑧𝑒𝑥𝑖𝑡
∗ =2.53).  

(D) Swirler Shape 

Two shapes were compared, rectangular and airfoil geometries and the uniformity factor was 

evaluated to determine the superiority of the variable thickness fin over the constant one. 

Rectangular swirler acted on directing the flow to one direction, forming a particular pattern of 

swirl, unlike the airfoil fins which smoothly converges and diverges the passing flow leading to 

several swirling configurations in the mixing chamber. Figure 7-10 illustrates the difference in 

𝑓∗ of cases (F4SR and F4SA) and (F4TR and F4TA) with the consideration of concurrency of 

other parameters (number of fins and their height). At part (a), the dashes line (i.e. short rectangular 

swirlers) are closer to the idealism line at the hot (upper) and cold (lower) sides than the dotted 
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line (i.e. short airfoil swirlers). The resultant uniformity numbers expressed the superiority of 

F4SR (0.21 vs 0.23 respectively). By doubling the swirler height, part (b), the thermal uniformity 

curves of the two designs are trending similarly. On checking 𝑥, F4TR and F4TA give 92.3% alike 

values (0.12 vs 0.13 respectively). 
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(b) 

Figure 7-10: Radial Variation of the Normalized Thermal Mixture Fraction in Mixer with (a) F4SR vs. F4SA, 

and (b) F4TR vs. F4TA 

Figuring out the developed velocity vector at the exit pipe after the mixing chamber, radial 

and tangential velocities appear as another two velocity components with the constant axial one. 

Figure 7-11 is focusing on the trend of the two generated velocity components (expressed as a non-

dimensional percentage of the axial velocity) along the non-dimensional length of the exit pipe 

(𝑧∗) due to the four short rectangular and airfoil swirlers. These velocities (𝑉𝜃 and 𝑉𝑟) are relatively 

low with the magnitude of axial velocity (𝑉𝑎). The tangential velocity is more dominant axially 

than the radial (4.5 and 9 times on average of short and tall swirlers respectively).   

F4SR is having higher values for the entrance tangential velocities than F4SA, leading to the 

idea of the increased mixing momentum. By applying Eq. (7-8) for line integrating the absolute 

values along 𝑧∗, F4SR generates more tangential velocity than F4SA by 2%. The other graph, 
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Figure 7-12, shows a variation, especially at the tangential velocity, but with no clear superiority 

in the magnitude. It is calculated that F4TR has higher radial and tangential velocity magnitudes 

with 6.8% and 7.2% differences. This could give the reason of the better uniformity number for 

the rectangular swirlers. 

∅𝐿𝑖𝑛𝑒𝑎𝑟 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 =
∫ |∅| d𝑧∗𝑧𝑒𝑥𝑖𝑡

∗

0

𝑧𝑒𝑥𝑖𝑡
∗ − 0

 
(7-8) 
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(b) 

Figure 7-11: (a) Radial and (b) Tangential Velocities Variation along the Exit Pipe for F4SA and F4SR Cases 
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(b) 

Figure 7-12: (a) Radial and (b) Tangential Velocities Variation along the Exit Pipe for F4TA and F4TR Cases 

(E) Swirlers Height  

From Table 7-8, and when comparing 𝑥 of the short to tall swirlers, all the cases prove that 

taller swirlers can control the mixing in an optimal way. Larger amount of hot stream is divided 

by the tall fins and starts swirling in the chamber allowing better dispersion in the annular space 

around the central vortex. For showing, F4TR is 42.8% more uniform than F4SR, while F8TR has 

46.7% uniformity than F8SR, and finally F4TA improves the performance of F4SA by 43.5%. 

Looking at the sub-graphs of Figure 7-13, short swirlers are performing in a similar but better way 

to FB, unlike the ones with taller fins which have closer thermal distribution to the ideal mixture 

in most of the radial range.  
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(c) 

Figure 7-13: Radial Variation of the Normalized Thermal Mixture Fraction in cases: (a) FB-F4SR-F4TR, (b) FB-

F8SR-F8TR, and (c) FB-F4SA-F4TA 

Analyzing the temperature contours at the exit pipe, the core of hot stream can be tracked to 

its end to determine the extent of the thermal mixing of each pattern. Figure 7-14 is comparing 

between the end length of the hot flow thermal core in each pair of short and tall geometries (a) 4 

rectangular, (b) 8 rectangular, and (c) airfoil. Generalizing by non-dimensionalizing, the 

temperatures are represented by the dimensionless mixture fraction (𝑓), while the hot core end 

lengths are expressed in terms of 𝑧∗ to relate them to the exit pipe dimensions.  It is seen that for 

each pair, 𝑧∗ of the hot core in the short swirler case extends longer than its peer with the taller 
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54.4%, 16.2%, and 61.2% respectively. The longer the core, the less thermal mixing between the 

central hot and the inwardly injected cold streams. 

 

 

 

(a) 
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(b) 

 

 

 

(c) 

Figure 7-14: Temperature Contours of the Mixed Flow at the Exit Pipe in (a) F4SR (Up)/ F4TR (Down), (b) 

F8SR (Up)/ F8TR (Down), and (c) F4SA (Up)/ F4TA (Down) 

(F) Number of Swirlers  

F8SR and F8TR are improving the mixing outcome by partitioning the primary flow into N 

sections (8 in this case) and generating the large central swirl. More controlled rotational motion 

is achieved as the lump of air per swirler is reduced. By raising the number of spacing two times, 

the vorticity regions of almost the same magnitude distribution are doubled in a smaller surface 
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area as seen in Figure 7-15a, which shifts up the average vorticity of the whole streamlined body. 

Average vorticity magnitude over F8SR (Figure 7-15a: right side) surpasses the average of F4SR 

(Figure 7-15a: left side) by 6.4%. In case of F4TR/F8TR, the same principle applies even though 

a high vorticity concentration exists beside F4TR swirlers. F8TR (Figure 7-15b: right side) has 

higher vorticity than F4TR (Figure 7-15b: left side) by 5.3%. 

        

 
(a) 
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(b) 

Figure 7-15: Vorticity Contouring Over Streamlined Bodies: (a) F4SR-F8SR, and (b) F4TR-F8TR 

Following the downstream of the swirlers, two guidelines of bounding the core of the central 

vortex are defined behind after the finned footballs.  The vortex patterns of F4SR and F4TR, 

appeared in the upper scenes of Figure 7-16a and Figure 7-16b, are clear to be clock wise formed 

around the central axis and maintain nearly constant diameter with intensity fading along the exit 

pipe length. On the other hand, F8SR and F8TR downstream vortices have a similar start, but the 

core rotation collapses and external vortex boundaries deviate towards the pipe outer surface after 

a shorter distance, named collapse length (𝑧𝑐𝑜𝑙𝑙𝑎𝑝𝑠𝑒
∗ ≈ 0.54 and 0.67 respectively), and exhibit a 

wide rotation pattern. In addition to the main vortex, an adjacent reversed rotation (i.e. counter-

clock wise) appears externally. The reversed rotations of F4SR and F4TR are shifted forward, 

limiting the fast spread of the central vortices. Meanwhile, the reversed rotations are close to the 

swirlers and diminished in the case of F8SR and F8TR. 



 

104 

 

Furthermore, the bounds of central vortex core are thicker in the cases of the 8 swirlers. The 

ratios of the core thickness at one side to the exit duct radius (i.e. t/𝑅) are estimated to be 0.28, 

0.31, 0.37, and 0.41 for F4SR, F8SR, F4TR, and F8TR respectively. 

    

 
(a) 

 

    
 

 
(b) 

Figure 7-16: Tangential Velocity Distribution at the Exit Pipe: (a) F4SR-F8SR, (b) F4TR-F8TR 

(G) Pressure Drop Analysis 
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With frictional and eddy flow, the energy in streamline encounters some losses (i.e. 

transformation to heat most of the time). Pressure is the property to be affected by the loss since 

the velocity maintains its value according to the continuity. Pressure loss (or drop) is an important 

monitor to understand how the suggested system will consume power for pushing the air into the 

jets. Tracking the surface averaged total pressure at different locations along the system enables 

the calculation of the pressure drop. On average, the mixing chamber with swirling body 

contributes with 96% to the total pressure drop in the system, leaving the rest 4% to the flow in 

exit pipe. From Table 7-9, the airfoil swirler can be preserving total pressure better than the 

rectangular one, which is a known advantage in the streamlined shapes. Observing the height and 

the number of swirlers, a larger wake region and re-circulations are accompanied to the taller and 

more swirlers, resulting in higher pressure drop. 

In applications like Gas Turbine (GT), there is a linear relationship between the pressure 

losses and the output power drop. Being different per GT type, power output drop is ranging 

between 0.1-0.5% for every inch water of pressure loss [89], [90]. Compared to a GT with a regular 

SH dilution zone, the insertion of FB and F4SR could cost total pressure losses of 1.2 and 1.4 times 

respectively. As a result, the expected drop in the generated turbine power is in the range of 0.12-

0.6% for the FB and 0.14-0.7% for the F4SR.  

(H) Decision Making 

In evaluating a technology, three criteria are primarily considered: usefulness efficiency, 

applicability (easiness and risk awareness), and cost efficiency (material and manufacturing wise).  

The usefulness efficiency (𝜂), is formulated from the 𝑥 improvement as an output over the 

fractional ∆𝑷 as the input as shown in Eq. (7-9). 
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𝜂 =

𝑥𝐹𝐵−𝑥

𝑥𝐹𝐵

∆𝑷−∆𝑷𝐹𝐵 

∆𝑷𝐹𝐵

× 100% (7-9) 

A drawback regarding the efficiency definition is irrelevance to the magnitude of the power 

loss represented by the ∆𝑷 which is important for the cost efficiency as well. A revised definition 

of the efficiency, 𝜂𝑢𝑠𝑒 , considers another division over ∆𝑷, so the final version looks like Eq. 

(7-10). 

𝜂𝑢𝑠𝑒 =

𝑥𝐹𝐵−𝑥

𝑥𝐹𝐵

(
∆𝑷−∆𝑷𝐹𝐵 

∆𝑷𝐹𝐵
)
2 × 100% (7-10) 

With all data given about the designs, Table 7-10 summarizes the 𝜂𝑢𝑠𝑒 for each case and gives 

an insight about maximizing the benefit by the greater number. Unlike the regular efficiency, the 

highest value has shifted from the F8TR to F4SR after counting the press loss as a critical value to 

the cost. 

Table 7-10: Usefulness efficiency of different swirling cases 

 F4SR F4TR F8SR F8TR F4SA F4SA 

𝜼𝒖𝒔𝒆 (%) 5.47 3.34 4.79 2.32 3.86 4.03 

(I) Experimental Outcomes (Uncertainty Analysis) 

Uncertainty estimation is based on statistical analysis of multiple measurements and 

calculations. Because of generating three readings for four major variables (inlet and exit 

temperatures and velocities), the total number of normalized mixture fractions (𝑓∗) could reach 81 

with a full factorial design of experiments. Saving time, a uniform Latin Hypercube Sampling is 
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proposed to reduce the number of computations for the uncertainty analysis to 24. The 24 

experiments are uniformly selected to cover different measurements of the four variables, and a 

new 𝑓∗line is generated every time. Finally, a sample standard deviation is evaluated for each point 

on the 𝑓∗ line, then an average value is made of the 7 points. The average standard deviation is 

found to be between 0.07-0.076 for all cases. A sample computation for the staggered holes case 

is added in Appendix I.  

(J) Experimental Outcomes (Mixing Enhancers) 

Figure 7-17 shows the 𝑓∗ curves of SH, FB, and F4SR at Re=0.85×105 and Re=0.2×105. As 

expected, the highest deviation is attributed to SH system where the jet interaction is minimal with 

the axial primary flow. Streamlined body (FB) is improving the mixing outcome by producing a 

tumble in the whole domain due to the hot air diversion radially. F4SR showed effectiveness 

represented in more levelled curve and closer to the x-axis. Central swirl added more diffusivity 

in the third component (i.e. tangential). Table 7-11 compares between the 3 designs according to 

the uniformity factor 𝑥 at the same Reynolds number (Re=0.85×105) and asses the latter two cases 

based on the first. FB and F4SR surpass SH performance by 31.8% and 47% respectively. 
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Figure 7-17: Experimental Radial Variation of the Normalized Thermal Mixture Fraction in cases: SH, FB, and 

F4SR 

 
Table 7-11: Uniformity Values of Different Geometries Tested Experimentally 

Case SH FB F4SR 

𝒙 0.26 0.18 0.14 

∆𝒙 % 0 -30.8 -46.2 

(K) Experimental Outcomes (Reynolds Number) 

With two different flow rates (i.e. Re=0.85×105 and 0.2×105), F4SR is set as the mixing 

pattern in the chamber and a comparison is illustrated in Figure 7-17. Interestingly, though high 
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Re indicates more turbulence which supports the heat and momentum diffusion, it means low 

tangential-axial velocity ratio which is one of the main factors of the large-scale diffusion. Such 

behavior raises the advection mode against the dispersion. The 4 times drop in Re has regulated 

the outflow uniformity of F4SR system by 23.8%. 

At low Re, the F4SR overcools the hot flow to below than the equilibrium temperature. All 

the points of the exit mixtures are lower than the ideal line, but closer than the central points of the 

Re=0.85×105
. 

 DOE and Optimization of the Streamlined Body 

Optimizing through total 18 designs, a scatter of the HYBRID design space can be seen in 

Figure 7-18 which shows the concentration of the points over a limited area because of the coupling 

between the global and local search methods which saves the computational energy and time. In 

the same figure, a Pareto front (i.e. optimal curve) minimizing the uniformity and the pressure drop 

is highlighted by red outline. The Pareto range is (𝑥= 0.081-0.263) and (PD= 92.6-196.5 Pa). The 

baseline design, represented in a yellow circle, generates a uniformity and pressure drop of 0.254 

and 109 Pa respectively, which does not nominate it to be an optimal solution. 
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Figure 7-18: Scatter plot of the uniformity-pressure drop design space explored by the HYBRID optimization 

algorithm 

   In comparison with other methods, Pareto front of each exploration method (OLH DOE, 

MOGA II, and HYBRID) is plotted in Figure 7-18. OLH scatter are shifted towards higher 

uniformity and pressure drop values as a result of lacking an optimization algorithm. MOGA II, 

as an optimization method, developed variables that can improve the outputs based on the history 

of the earlier generation. Such evolution enabled a shift in the Pareto front towards the objectives. 

HYBRID algorithm advances over MOGA II by considering gradient-based method for local 

optimization which is reflected in focusing most of the designs at either low-PD or low-uniformity 

areas. The slope of HYBRID tends to achieve the objectives more than MOGA II as in Figure 

7-19. As a result of superiority, further analysis is based on the HYBRID. 
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Figure 7-19: Scatter Pareto Front of OLH, MOGAII, and HYBRID 
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Figure 7-20: Linear Slopes of Pareto Front of OLH, MOGAII, and HYBRID 

 Based on the generated designs by HYBRID, the correlation between the inputs (D, L, P) and 

the outputs (𝑥, PD) is identified by the Pearson correlation, written in Eq. (7-11), which divides 

the covariance between each two variables with their standard deviations to keep the final value 

between -1 (i.e. Extreme inverse correlation) and 1 (i.e. Extreme direct correlation).  

𝜌𝑋,𝑌 =
𝐶𝑂𝑉 (𝑋,𝑌)

𝜎𝑋 𝜎𝑌
= 

∑ (𝑋𝑖−𝑋̅)(𝑌𝑖−𝑌̅)𝑁
𝑖=1

𝑁−1

√∑ (𝑋𝑖−𝑋̅)
2𝑁

𝑖=1

𝑁−1
 √

∑ (𝑌𝑖−𝑌̅)
2𝑁

𝑖=1

𝑁−1

 (7-11) 

The resulted correlation matrix in Figure 7-21 illustrates the correlation coefficients of all the 

variables (inputs and outputs). The diameter (D) has a stronger correlation with the outputs more 

than the other two input variables (L and P). The correlation of D is 88% negatively linear with 𝑥 

which means the larger diameters are related to the required low uniformity levels. Considering 



 

113 

 

the PD, the D correlation is 94% positively linear which implies unfavorable increase in the 

pressure drop associated to the large diameter. Other input variables (L and P) are in either weak 

or no correlation with the outputs. 

 

Figure 7-21: Correlation Matrix between the inputs (D, L, P) and outputs (𝑥, PD) based on the HYBRID results 

Input variables significance to the outputs is represented as pie charts in Figure 7-22. The 

change of diameter has an almost equal impact on 𝑥 and PD. The significance of L is more 

associated to the PD than the uniformity number 𝑥, meanwhile any alteration in P leads to an effect 

in the 𝑥 with inconsiderable amount on PD. 
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Figure 7-22: Significance pie charts for the three input variables 

On an additional step, the design space is surveyed by a numerical approximation for 

understanding the correlation curves between the variables (inputs and outputs) and determining 

the unknown areas with no further real simulation (i.e. virtually). Response Surface Methodology 

(RSM) or Meta Model is created by defining the coefficients of proposed functions based on the 

known data from the investigated simulations. The explored designs are divided into training and 

validation categories. The training designs are maintained as many as possible to generate correct 

coefficients, while the RSM validation is done by 5-10% of the total designs number. Several RSM 

(Kriging, DACE-Kriging, Anisotropic Kriging, Gaussian Processes, and Radial Basis Functions) 

are checked using the current data from HYBRID, with 2 designs kept for validation. In Tables 

(Table 7-12) and (Table 7-13), the different RSM are listed ascendingly by the Mean Normalized 

Error of the uniformity and pressure drop respectively. The two tables endorse the supremacy of 

the Kriging (KR) model with a minimum Mean Normalized Error (1.41×10-15 and 1.72 × 10-15). 
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Table 7-12: Uniformity RSM with errors 

 
 

Table 7-13: Pressure drop RSM with errors 

 

With the advantage of the trained KR, HYBRID optimization is extended virtually to cover 

72 new geometries in the design space. Such exploration gives the opportunity for reaching new 

limits and a better Pareto front. Figure 7-23 scatters the real (i.e. simulated) and virtual designs 

between the two objectives. By adding the virtual designs, the Pareto front is shifted diagonally 

towards minimum uniformity and pressure drop. The new ranges for the objectives are (𝑥= 0.0272-

0.278, PD= 91-183 Pa). 
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Figure 7-23: Scatter plot of the uniformity-pressure drop design space based on both methods: Simulation and 

Kriging RSM 

Understanding the influence of the ranges of the inputs on the two outputs, parallel axes 

arrange the designs (represented by the connecting lines) according to their dimensions and the 

corresponding uniformity and PD values. Such graphs endorse the correlation concept and help in 

selecting effective ranges for the required objective, so the decision making could be easier. In 

Figure 7-24, D and L are affecting on x and PD in an inverse way which makes a comprise is 

highly needed. Meanwhile the high P (0.0063-0.024) achieves low values for both x and PD 

leading to a favorable shifting towards the exit pipe. 
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(a) 

 

(b) 

Figure 7-24: Parallel Axes between the Three Dimensions and: (a) Uniformity, and (b) Pressure Drop 



 

118 

 

RSM has 2D and 3D surface visualization for the entire design space of each output with 

respect to inputs. Figure 7-25(a) is the curve and surface correlation of D and L with x where the 

extremely low uniformity values (i.e. less than 0.11) are concentrated on the region (D= 0.175 to 

0.2, L= -0.14 to 0.14). In Figure 7-25(b), the lowest uniformity numbers are bounded by the 

circular region (D= 0.175 to 0.2, P= -0.025 to 0.025). Same concept applies on the low pressure 

drop (i.e. less than 115) which lies in zone of (D= -0.02 to 0, L= -0.14 to 0.14, and P= -0.03 to 

0.03) as shown in Figure 7-26 .  

 

(a) 
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(b) 

Figure 7-25: Kriging Response Surface Model for Uniformity with: (a) D-L, and (b) D-P 

 

 

(a) 
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(b) 

Figure 7-26: Kriging Response Surface Model for Pressure Drop with: (a) D-L, and (b) D-P 

7.2 Cavitation Treatment 

 Research Roadmap 

The CFD started earlier than the experimental setup, and it was intended to predict the 

cavitation patterns and optimize the proposed air injection treatment to minimize the cost and time 

of experimentation. Early numerical results showed that the cavitation in the 7.5 cm turbine will 

need a quite high flow rate (i.e. V≥ 2 m/s at the 15-cm inlet pipe, or Pout << 0 psi). Because of 

limitations in the setup space (especially the turbine elevation from the sink), cavitation was not 

attainable naturally (i.e. by the increased flow controlled by the head or the ball valve). The need 

to induce the cavitation led to a different path for the experimental work such that the rotor was 

operated by the motor for attaining high N and reversing the rotation direction. The two approaches 

reduced the pressure around the turbine and generated the cavitation sought to be examined and 
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treated. Because of the operation by a motor, the expected response with the cavitation treatment 

is to decrease the drawn power (Pmotor) as the quantitative sign of performance improvement. 

Figure 7-27 is illustrating the two paths and compromising stage which was established to match 

some experimental cases (i.e. propeller) with especially set-up numerical simulations at the same 

conditions.      

 
Figure 7-27: Numerical and experimental approaches used to investigate the cavitation treatment 

 Mesh independence test 

The initial work investigated the relationship between six mesh cell counts (1.3, 3, 4.5, 6.1, 9, 

11.8 million cells) and the value of the Vapor Volume Fraction (VVF) at the 5000-rpm case (i.e. 

extreme cavitation condition) as graphed in Figure 7-28. The study resulted in a disregarded mesh-

dependent range for counts less than 6.1 million, followed by a solution convergence (around a 

VVF average= 0.223) for the larger counts (i.e. 6.1, 9 and 11.8 million cells) which appears in the 

smoothed line. In the converged range, the 5th case (9 million cells) was selected as the base 

refinement for the latter work because of the minimum deviation from the average (1.2 %), better 
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rotor y+ representation than the 4th case (6 million cells), and the 68% less time consumption 

compared to the 6th case (11.8 million cells). Further analysis was based on the validation (visual, 

power consumption, and image processing) with some experimental cases as discussed in section 

7.2.10. 

 
Figure 7-28: Mesh independence test based on the vapor volume fraction on the rotor blades 

 Preliminary CFD Results 

(A) Turbine Cavitation 

A very early work was done on small domain (only converging inlet, stator and rotor, and 

diverging outlet: 3.5 million cells) to quickly check the cavitation generation, propagation and 

stabilization (i.e. steady state), and for the first time, investigating the influence of injecting air 

around the rotor (housing injection more specifically). Also, the area averaging process of the 
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blades’ and hub’s Vapor Volume Fraction (VVF) was based on the total surface area of the blades 

and hub respectively as written in Eq. (7-12).  

𝑉𝑉𝐹𝐵𝑙𝑎𝑑𝑒𝑠/𝐻𝑢𝑏 =
1

𝐴𝐵𝑙𝑎𝑑𝑒𝑠/𝐻𝑢𝑏
∫𝑉𝑉𝐹 𝑑𝐴𝐵𝑙𝑎𝑑𝑒𝑠/𝐻𝑢𝑏 

(7-12) 

A pure cavitation case (i.e. no air) showed that the steady state is reached after 3-6 complete 

cycles, At the latter times, the properties fluctuate around an average value that can be statistically 

averaged to give the steady state with the consideration of turbulence and cavitation natural stages 

(formation, expansion, separation and collapse). The minimum pressure coefficient and cavitation 

number, calculated from the inlet velocity and pressure, are found to be (|Cpmin|= 6.08, and σ= 

6.04). Such status leads to the formation of vapor at two main locations: the rotor blade Leading 

Edge (LE) extending over the blade Suction Side (SS), and the hub-blades intersection where the 

vapor spreads over part of the hub and the span of the blades. Increasing the rotational speed (N) 

shifts the cavitation formation radially along the blades’ span, such that it gets closer to the blades 

tip. At high N (i.e. 4000-5000 rpm),  Tip Leakage Vortex (TLV) are noticed in addition to the SS 

cavitation. Cavitation behavior is randomly fluctuating because of the vapor cloud cyclic nature 

(formation, expansion, separation, and collapse), and the relative position of the blade to the 

incoming flow from the stator. Figure 7-29 can show the local and temporal variation in the 

distribution of the vapor volume fraction (VVF) at the rotor. 
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(a) (b) 

 

  
(c) (d) 
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(e) 

Figure 7-29: VVF distribution (non-Blue colors) at different times (a) 0.25s, (b) 0.35s, (c) 0.45s, (d) 0.55s, and (e) 

time history for the surface averaged VVF over the blades and the hub 

(B) Effect of Air 

When air enters the system like a jet, it is affected by the three motion components: radially 

inward (i.e. penetrating the other fluids towards the turbine axis) due to the pressurization, axial 

flow with the liquid water, and a rotational with the blades cycle. Accordingly, the location of air 

is variant with space and time. The air content is added as a factor in changing the shape of the 

vapor cloud on the rotor. Figure 7-30 displays the air and vapor volume fraction on a mid- sectional 

plane after reaching the steady state period. The domination of air at one location (e.g. dashed 

circles) diminishes the existence of vapor at the same place, which indicates the merit of air 

injection. This leads to further analysis about the reduction in vapor content. 
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(a) 

 
(b) 

Figure 7-30: Volume fraction distribution for (a) air, and (b) water vapor after 0.18s. dashed circles show some 

locations of high and low vapor presence in relation with the air exsitence at the same place 
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By scaling up the minimum bound of the absolute static pressure to the vapor saturation 

pressure (Pv = 2338 Pa), the air-filled zones have a rise in pressure to be above the cavitation 

probability. Consequently, the vapor content at these areas is vanishing. A clear comparison is 

seen in Figure 7-31, specifically at the numbered locations behind the blade (1 and 2), and the 

converging section of the hub (3). The minimum absolute static pressure at these locations is in 

the range of the 17 kPa, which is 7.5 times over the cavitation limit.  

 
(a) 
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(b) 

 
(c) 

Figure 7-31: Distribution of (a) air volume fraction, (b) absolute static pressure (log scale), and (c) vapor volume 

fraction over the hub surface 

Same concept applies on the suction side of the rotor blades. In Figure 7-32, pressure higher 

than Pv is attributed to the present air on the blade surface besides some non-aerated locations (1, 
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2, 3 respectively). In the meantime, the absolute pressure reaches/crosses the vapor limit at zones 

lacking air, and cavitation persists (4 and 5).  

 
(a) 

 
(b) 
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(c) 

Figure 7-32: Distribution of (a) air volume fraction, (b) absolute static pressure (log scale), and (c) vapor volume 

fraction over the rotor blade suction side 

(C) Vapor Content Comparison 

Time averaging the VVF on the rotor parts gives a unique number for each case. The surface 

and time-averaged VVF number is directly related to flow behavior and the interaction of air 

distribution over the rotor. VVF is used to compare the amount of vapor created on the blades and 

hub in each case (no-air, 1 port, 12 ports, and 6 ports: 2B3P). Table 7-14 shows the VVF and 

expected mechanical power (P) for the cases of no-air, 1 air-port, and 12 air-ports. The percentage 

change (reduction in VVF and increase in P) is based on the no-air result as a reference. Air-water 

flow rate ratio (Qa/Qw) is calculated in each case to point to the effect of increase the amount of 

injected air.  

Table 7-14: Air treatment outcomes compared to no-air case 
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Cavitation Case No-Air 1 port 12 ports 

Qa/Qw (%)  1.45 16.4 

VVF (Blades, Hub) 0.23, 0.28 0.21, 0.26 0.12, 0.22 

% VVF Reduction  9.25, 4.32 47.1, 20.1 

P (W) 26.46 26.53 28.7 

% P Increase  0.26 8.5 

With results shown in Table 7-14, air works as a barrier between the solid surface and the 

low-pressure water on the blade suction side, minimizing the chances of nucleation. On another 

side, air increases the static pressure of the mixture, keeping the liquid phase stable. Consequently, 

the formation of vapor is reduced, leaving the liquid water (higher dynamic viscosity) to drive the 

rotor blades. It can be noticed that the increase of the mechanical power is directly related to the 

reduction in the vapor content around the rotor. 

(D) 2B3P Evolution 

Getting into a fitter design, the 2 blocks of 3-ports (2B3P) design (previously mentioned as 

the divided 6-ports design) is proposed for a better camera view of air distribution after injection 

in the experimental setup. Being tested in CFD, Table 7-15 lists the same values studied before 

(VVF and P) between the no-air as a reference and the 2B3P design. A reduction in VVF and rise 

in P are also documented for the 2B3P air injection pattern. In the regard of 1-port case, Qa build-

up by 5 times in 2B3P attenuates the vapor presence by 19% and 7.7% on the rotor blades and hub 

respectively. Meanwhile, P grows by 2.6% as an outcome. 
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Table 7-15: 2B3P air injection design compared to no-air case 

Cavitation Case No-Air 2B3P 

Qa/Qw (%)  9.2 

VVF (Blades, Hub) 0.23, 0.28 0.17,0.24 

% VVF Reduction  25.6,14.4 

P (W) 26.46 27.2 

% P Increase  2.8 

 

(E) Port Location Comparison (2B3P) 

Finally, comparing with a cavitation only case, injection of each port is remedying the 

cavitation problem by reducing the vapor content, but in a distinctive magnitude than the others. 

Recorded data in Table 7-16 are showing the superiority of port (1) over the other two injection 

ports. Considering port (2) as a baseline since it is the lowest performer, ports (1) and (3) are had 

a relative reduction of 48% and 37% respectively. 

Table 7-16: Air treatment outcomes of air ports at different locations with respect to the blade 

Cavitation Case Port (1) Port (2) Port (3) 

Qa/Qw (%) 1.4 1.4 1.4 

VVF (Blades, Hub) 0.14, 0.34 0.27,0.33 0.17, 0.33 

% VVF Reduction 48, 0  37, 0 

P (W) 1221.5 1193.6 1208.6 

% P Increase 2.3  1.25 
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Using a proposed function on STAR-CCM+ for augmenting the volume fraction of each 

mixture component, the three fluids can be represented on one scene with a scale starting with 0 

(complete air: blue color) and ends with 2 (complete water vapor: red color), while 1 is (complete 

water liquid: green). This kind of scales helps in understanding the distribution of the flows and 

shows almost perfect matching with the normal volume fraction of one component only. Figure 

7-33a, b, and c are longitudinal mid-section scenes of the new scale (called 0_VF2) with a close-

up to injection ports (1, 3, and 2 respectively) to comprehend the physics behind the difference in 

outcomes. The assessment is done at the same time which synchronizes a blade passing by the port 

under interest. In Figure 7-33a, port (1) gives the largest injection depth into the liquid water (hair,1= 

2.5 mm), pushing air to cover wider zone by the effect of the axial flow sweep and the blades 

rotation. Additionally, air reaches the leading edge (major cavitation part) after less than three 

cycles and works in limiting the vapor around. In Figure 7-33b, port (3) injection is disturbed by 

the blades rotation (i.e. less jet height) at one hand, but on the other hand, the port faces a thicker 

section of the passing blade which allows more contact time between the blade and jet and 

consequently higher chances of air slide to the blade suction side due to the two surfaces pressure 

difference (the reason behind tip vortex rotations). Lastly, in Figure 7-33c, port (2) is similar to 

port (3) in interrupting the incoming air jet, and the blade section is thinner (i.e. less contact time) 

which lead to more resistance against the aeration treatment. 
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(a) 

 
(b) 
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(c) 

Figure 7-33: Volume fraction scenes of the three fluids (air jet: blue, liquid water: green, and vapor: red) with 

different air ports locations (a) port 1, (b) port 3, and (c) port 2. A blade section is the white region 

A comparison between port (2) and (3) is done at the same transverse section downstream the 

ports (Figure 7-34). It was noted that the same section, the air from port (3) slides closer to the 

blade and it has a deeper distribution over the suction side, which is reflected on minimizing the 

VVF over the blades as viewed in Figure 7-35 and represented previously in Table 7-16. 
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Figure 7-34: Volume fraction scenes of the three fluids (air jet: blue, liquid water: green, and vapor: red) at a 

section downstream the ports (2: left) and (3: right) 
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Figure 7-35: VVF variation over the rotor (blades and hub) in cases: port (2: left) and port (3: right) 

 Advanced Housing Air Injection 

The work here expanded the domain to include the all-inclusive turbine system (i.e. 9 million 

cells). In addition to the change in the computational domain, the inlet boundary considered the 

turbulent inflow as mentioned previously in Eq. (5-1). Finally, seeking a common denominator for 

the area averaging, the blades and hub VVF are divided by the total rotor surface area (Arotor). 

(A) Turbine operation range (2B3P) 

Expanding the work on the 2B3P, the turbine was tested over the operation range (1000-5000 

rpm) to fully understand the treatment effect on the turbine at the different conditions, and more 

importantly, the highest power/efficiency point where the turbine is supposed to be operating 

around. First, the VVF plot in Figure 7-36 demonstrates the reduction of the vapor content in the 

different operation cases while preserving the cavitation trend (except for N=3000 rpm as the 

maximum reduction point). 
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Figure 7-36: Blades VVF trends with turbine rotational speed: no-air and 2B3P treatments 

 Quantitative analysis in Table 7-17, the amounts of (Qa/Qw) are decreasing until a minimum 

of 5% at 4000 rpm because of the direct proportionality between Qw and N. At 5000 rpm, the ratio 

rises again because the pressure around the turbine highly drops below the atmospheric pressure, 

allowing large Qa to enter the system. Second, the same Table 7-17 is defining the VVF values 

and percentage changes for every examined rotational speed. The reduction peaks with 40% at the 

3000 rpm which is close to the highest power point (i.e. 4000 rpm), then the reduction go to lower 

levels as the rotational speed increases. 

 

  

0

0.05

0.1

0.15

0.2

0.25

1000 2000 3000 4000 5000

V
ap

o
r 

V
o

lu
m

e 
F

ra
ct

io
n
, 

V
V

F

Rotational Speed, rpm

Vapor Content on Blades

No Air

2B3P (0 Psi)



 

139 

 

Table 7-17: 2B3P air injection design compared to no-air in a turbine operation range 

Cavitation Case 

No-Air 2B3P (0 psi) 

1000 

rpm 

2000 

rpm 

3000 

rpm 

4000 

rpm 

5000 

rpm 

1000 

rpm 

2000 

rpm 

3000 

rpm 

4000 

rpm 

5000 

rpm 

Qa/Qw (%)  7.1 6.2 6 5.7 6.3 

VVF (Blades) 0.14 0.15 0.16 0.2 0.22 0.1 0.1 0.09 0.13 0.15 

% VVF Reduction  29.5 30.8 39.6 34.4 32.9 

To understand the ineffectiveness of the increased Qa on vapor content reduction, the scenes 

of Figure 7-37 illustrate migration of the air (iso-surfaces) away from the blade SS to be closer to 

the blades tip and the housing than blades/hub zone. The increase of N tends to interrupt the air 

injection and blocking it, leading to sweep the air with the liquid water in the axial direction rather 

than radially-inward jet. Moreover, once the air jet gets into system, it is influenced by the radially-

outward centrifugal force with is a direct function of N. 

 

 
(a) 
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(b) 

 

 
(c) 
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(d) 

 

 
(e) 

Figure 7-37: VVF and air cloud variation over the rotor (blades and hub) in cases: (a) 1000 rpm, (b) 2000 rpm, (c) 

3000 rpm, (d) 4000 rpm, (e) 5000 rpm 
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Checking the cases before and after the air injection, two operation curves are drawn for the 

turbine performance as shown in Figure 7-38. While the performance could be improved by the 

air injection at the low N (e.g. 1000 and 2000 rpm), the improvement starts to be diminished, 

nullified at 2500 rpm, then turns to be a performance decline at higher N (3000-5000 rpm). This 

is related directly to the increase of the pressure difference (i.e. Pair - Protor) allowing more air to 

enter the system. Excess air starts to dominate the system (non-condensable gas) and does not help 

in treating the cavitation because of radially-outward shifting at the high N.    

 

Figure 7-38: Operation curves of the 7.5-cm turbine under two circumstances: cavitation only and 0 psi (2B3P) air 

injection 

 2B3P Experimental 

To test the effectiveness of air injection system, the experimentation was conducted on both 

cavitation patterns (cloud and TLV) of a motor-driven propeller with same turbine design. At each 
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case, the injected air was compared to no-air case at same propeller rotational speed (N) and water 

flow rate (Qw). The comparison is based on the consumed power (Pmotor) by the motor driving the 

turbine. Earlier constant-head experimentation proven that when air is injected, it contracts the 

cross-section area, ending with less water flow. To stabilize Qw with air injection, the recirculation 

pump was kept at the same supply frequency, so the water level in the head tank rises and Qw 

reaches the rate before the injection. As a result, the water head had risen at the different injection 

stages from 2.3 m to 2.38 m. It is worth mentioning that constant flow rate experimentation is more 

recommended than constant water head for treating the same cavitation circumstances besides 

impartially comparing the propeller characteristics at the same flow velocity.      

For the reversed propeller, the cavitation cloud was induced firstly at no presence of air, and 

output data such as (N, P, and Qw) were documented with a visual recording for the cavitating 

rotor in action. In a following step, air is injected at three different pressures (3, 6 and 12 psig) 

with considering the outcomes from each pressure.  The results are tabulated in Table 7-18, and 

the comparison endorsed the concept of less drawn motor power at same operating conditions of 

speed and flow rate. All the air injection cases exhibit improvements expressed by reductions in 

the drawn power compared to “No-Air” case. At Qw=0.0088 m3/s and Nreversed= 950 rpm, air 

injection at the three different pressures reduced Pmotor by 7.7%. The second main observation is 

the increase of the improvement by increasing the air pressure, but the improvement increase 

reaches a peak at 6 psi (% reduction in Pmotor= 10.4%), then there is a declination in the 

improvement by pressurizing with higher pressures (i.e. 3.4% performance declination at 12 psi).  

Table 7-18: Experimental 2B3P air injection under different injection pressures with flow and motor variables 

(reversed propeller) 
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Cavitation State No-Air Air (P=3 psi) Air (P=6 psi) Air (P=12 psi) 

Qw=0.0088 m3/s 

(V= 2m/s) 

N= 950 rpm 

Pmotor (W) Pmotor (W) Pmotor (W) Pmotor (W) 

62.5 59 56 58.1 

∆ Pmotor %= 0 ∆ Pmotor %= 5.6 ∆ Pmotor %= 10.4 ∆ Pmotor %= 7 

Similarly, the streamwise propeller generated TLV cavitation at N=2500 rpm by the force of 

motor; exceeding the non-cavitating no-load speed (N=1900 rpm) of the turbine. The same 

conditions of air injection were maintained at the same pressures as the previous case. Table 7-19 

illustrates the effect of air injection on the consumed motor power at Qw=0.0114 m3/s and 

Nstreamwise= 2500 rpm. Generally, the outcomes from the three air pressures are variable, and they 

are considerable when compared to motor power of the “No-Air” cavitation case (5.9% less Pmotor 

in average). The performance improvement because of air injection increase by the air pressure 

until peaking at 6 psi (9.5% reduction in Pmotor), then declines again at 12 psi. 

Table 7-19: Experimental 2B3P air injection under different injection pressures with flow and motor variables 

(streamwise propeller) 

Cavitation State No-Air Air (P=3 psi) Air (P=6 psi) Air (P=12 psi) 

Qw=0.0114 m3/s 

(V= 2 m/s) 

N= 2500 rpm 

 

Pmotor (W) Pmotor (W) Pmotor (W) Pmotor (W) 

280 270.8 253.3 266.4 

∆ Pmotor %= 0 ∆ Pmotor %= 3.3 ∆ Pmotor %= 9.5 ∆ Pmotor %= 4.9 

Another type of experimentation was run at a constant air pressure (6 psi) and flow velocity 

(2.5 m/s at the 7.5-cm pipe) while speeding up the propeller rotation streamwise from 1000 to 2500 

rpm (maximum achieved by the motor) with a 500-rpm step. As shown in Figure 7-39 , the motor 
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power is increasing with the rotational speed, and the air injection treatment is showing an 

improvement in all studied cases. Despite the improvement, the reduction in power is decreasing 

at fast-rotational speeds. Doubling the rotational speed (from 1000 to 2000 rpm), the improvement 

by Pmotor reduction declined rapidly from 6.7% to 1.4%. 

 

Figure 7-39: Operation curves of the 7.5-cm streamwise propeller under two circumstances: cavitation only and 6 

psi (2B3P) air injection 

 

 Hub Air Injection 

The proposed design is targeting the blade SS by injecting pressurized air. The diameter (dj= 

3 mm) and pressure (Pair= 5 psi) are selected based on previous and corresponding researches that 
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involved parametric studies for the hub air-injection optimization. Ordering the results in columns 

as in Figure 7-40, each N has four air injection treatments representing the rows of holes behind 

the blades (symbolled by R1, R2, R3, and R4). First of all, the air injection from any row is 

effective in reducing the vapor content generated at the no-air case (i.e. first column). Second, 

though cavitation starts at the leading edge, R1 injection (i.e. the closest to the cavitation location) 

shows the least effectiveness compared to the other rows.  

 

Figure 7-40: Blades VVF in the cases of No-Air and air injection from Rows 1, 2, 3, and 4 

Table 7-20 is listing the percentage reduction from the VVF of the no-air case at each N. With 

a red font at the most reduction at each rotational speed, R2 injection has an effective cavitation 
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mitigation at the low speeds (i.e. 1000 and 2000 rpm), meanwhile the effectiveness shifts to the 

R3 and R4 with the increase of the rotational speed. 

Table 7-20: VVF values and percentages of different cavitation cases during the operation ranges 

 
VVF Before 

Air Injection 

VVF Air Injection (5 Psi) Percentage Change (%) 

RPM VVF R1 R2 R3 R4 R1 R2 R3 R4 

1000 0.14 0.103 0.023 0.035 0.037 26.7 83.3 75.0 73.3 

2000 0.15 0.058 0.009 0.06 0.067 61.5 93.8 60.0 55.4 

3000 0.16 0.104 0.086 0.08 0.084 34.8 46.1 49.4 47.2 

4000 0.2 0.151 0.142 0.14 0.140 24.7 28.9 32.0 29.9 

5000 0.22 0.128 0.121 0.09 0.069 42.0 45.0 58.8 68.7 

For the power change, the curves in fig show that the air injection from R1 was not favorable 

in regaining power lost due to cavitation. Compared to the no-air case, R1 injection led to more 

power loss, unlike the other air injection locations (R2, R3, and R4). For R2, and while the VVF 

reduction was the best at this location, the power regain was either not noticeable or adverse. At 

higher N, R2 was able to recover power at higher N (3000-5000 rpm). The latter locations, R3 and 

R4, are always beneficial in regaining some of the lost power with an average of 10.2% and 5.7% 

over the whole operation range. 
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Figure 7-41: Turbine performance curves under the conditions of: No-Air and air injections from rows: 1, 2, 3, 4 

  Cases Matching and Image Processing 

As mentioned in the research roadmap, the certain cases were built based on the experimental 

propeller test. Three measures were set to determine the matching level between the CFD models 

and the experimental cases: The cavitation pattern, the motor power, and the cavitation area 

percentage in the images/CFD scenes. The first case was taken for a streamwise turbine at 2000 

rpm and inlet flow velocity of 0.45 m/s in the 15 cm pipe. Figure 7-42(a) shows the instantaneous 

cavitation formation on two turbine blades after the entering steady state phase. After the 

comparison of different time frames, the blades walls (dashed lines) and cavitation boundaries 

(solid line) were tracked and defined in each frame for as illustrated in Figure 7-42(b). With such 

definition, the matching with the CFD scene was easier. The cavitation starts from the blade 
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leading edge and extends upwards to touch the pressure side of the succeeding blade then declines 

while going downstream to join a merging zone after the blades. The same phenomenon can be 

interpreted from the time-averaged cavitation cloud (white formation on the brown rotor) seen in 

Figure 7-42(c). 

 

(a) 

 
(b) 
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(c) 

Figure 7-42: Cavitation formation around 2000 rpm streamwise propeller: (a) Timeframe image, (b) Timeframe 

image with the defined blade and cavitation boundaries, (c) Time-averaged cavitation based on CFD 

Further investigation involved the image processing that worked on cropping the image to the 

intended area (two blades), enhanced the contrast, and converted the new image into either the 

RGB (Red, Green, Blue coloring system) or the binary logic (1= white and 0= black, according to 

a threshold value to differentiate between the contrast of the different pixels) as illustrated in Figure 

7-43.  
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(a) 

                         

(b) 

Figure 7-43: Image processing for the high-speed camera images, (a) Left: Original image for the rotor; Right: 

Cropped around two blades and contrast is enhanced, and (b) Left: RGB coloring; Right: Binary contrast 

The RGB coloring added a clarification for the cavitation propagation. As shown in the figure 

above, the dark blue area is a no cavitation zone, while the others represent the vapor existence. 

The visualization leads to the realization of the cavitation extents once generated and detached 

from the blade. A better agreement with the CFD scene from Figure 7-42 can be noticed. For the 

binary image, the white pixels (representing the cavitation) are added and divided to the total 
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number of pixels (black and white) to give a ratio. This is compared to the binary scene from the 

CFD where the cavitation is distinguished easily based on rotor elimination from the scene (A 

baseline scene with no cavitation helps in defining the rotor extents which can be subtracted from 

the cavitation scenes), then a grey scaling step followed by a binary conversion take place with the 

advantage of setting black background and white cavitation in the scene properties. The scene 

treatments are represented in Figure 7-44.  

                

(a) 
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(b) 

Figure 7-44: Image processing for the CFD scenes, (a) Left: Original image for the whole rotor; Right: Cropped to 

the rotor extents, and (b) Left: Rotor subtraction; Right: Grey-scale; Down: Binary conversion 

The resultant binary image/scene are used to calculate the area based on the white-pixels ratio. 

The final result shows a very close data from the high-speed image (44% cavitation area) versus 

the CFD scene (47% cavitation area). 

 The third approach evaluates the motor’s power to spin the rotor shaft under the flow and 

cavitation conditions. For the case of the (V= 0.45 m/s N= 2000 rpm), the power drawn in the 

experimental setup watts 55±5% Watts, while the CFD resulted in a 70 Watts from the torque 

calculation on the blades. The CFD result did not change by any further mesh refinement, and it 

was accepted as the closest to be offered result by the numerical models used (i.e. VOF, LES, 

RBM). 

A second case stepped up the rotational speed to N= 3000 rpm, and consequently, the inlet 

velocity increased to V= 0.56 m/s in the 15-cm pipe. The image processing lead to a cavitation 

percentage of 56% for the experimental imaging and 59% for the CFD, and the motor power was 

found to 197 and 220 Watts. It is worth mentioning that the CFD simulations were able to predict 

the power type (i.e. consumption) by generating a negative sign. A group of image processing 

illustrations (binary conversion) is seen in Figure 7-45. 
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(a) 

                               

(b) 

Figure 7-45: Image processing for the high-speed camera images (left) and CFD scenes (right): (a) V=0.45 m/s, N= 

2000 rpm, and (b) V=0.56 m/s, N=3000 rpm 
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CHAPTER 8 - RESEARCH CONCLUSIONS AND 

FUTURE WORK 

RECOMMENDATIONS 

8.1 Thermal Uniformity: 

 Conclusions 

Passive mixing-enhancement methods can be engineered for staggered holed dilution system 

by inserting streamlined bodies at the centerline of the mixing section. Uniformity number, 𝑥, is 

defined to quantify the temperature distortion and deviation from ideal situation, and it was used 

for comparing each case because of its uniqueness. Streamlined bodies like prolate spheroid and 

piriform introduce better mixing outcomes than staggered-holes (SH) chamber by 18.8% and 

15.6%. Design ratios like aspect, blockage and profile ratios (AR, BR, and PR respectively) are 

important to the degree of uniformity required by controlling the amount of induced radial flow at 

certain Re.  Doubling BR and halving AR by just increasing the shape maximum diameter at the 

same running conditions can result in 10 times uniformity number improvement on average, with 

less pressure drop. Meanwhile, PR has proved to be a good expression for every design, and it has 

a 3rd order polynomial with the uniformity change from the basic SH. Prolate spheroid (i.e. 

American football, FB) of larger diameter (AR=1.5, BR=0.49, PR=0.28) is selected to be the best 

design for boosting the crossflow mixing. 

The addition of swirling fins was the primary interest to increase the vorticity in the flow and 

enhance dispersion. Flow and temperature fields with the seven swirling patterns were numerically 

simulated, analyzed and represented in graphical and calculated data, ending with one geometry 
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selected for experimentation. F4SR was endorsed because of acceptable uniformity factor (16% 

better output than plain football FB) resulted from fixed fin thickness and smaller wake region 

generated behind (i.e., low-pressure drop), allowing big central dispersive eddy in addition to the 

small ones from the jet entrance. The anticipated 16% increase in the pressure loss is not significant 

in the power generation applications (maximum condition is 0.7% power drop per inch water 

pressure loss). 

A good agreement was realized between the results of the simulated and experimented cases 

of F4SR even with the little difference in Re. The performance of F4SR topped those of SH and 

FB configurations by 47% and 24% respectively. Another impressive result was the quality 

operation of F4SR at lower Re which can reach 24% improvement at 4 times drop in the value of 

the Reynolds number. 

At the final stage of the research, design of experiments and two optimization algorithms were 

used to understand the effect of the dimensions (diameter and length) and the position of the 

swirling prolate spheroid inside the dilution section. Numerical techniques of Uniform Latin 

Hypercube, Multi-Objectives Genetic Algorithm, and HYBRID offered 54 designs (18 for each 

technique) to solve and optimize the spheroid aspects based on minimizing the uniformity number 

and the pressure drop. Understanding the elitism between the contradicting objectives, HYBRID 

introduced a more optimal slope than the other two techniques, and some designs from the Pareto 

curve are exhibiting better values than the baseline design by 69% and 15% in uniformity and 

pressure drop. Generating a correlation matrix, the diameter is the highest influencer with strong 

inverse and direct coefficients (i.e. magnitudes close to 1) with the uniformity and pressure drop 

respectively. An extended study is being done by creating the Response surface Methodology 

which explores the design space by formulating the correlation between the inputs and the outputs 
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from the data of the 18 designs. While Kriging method was the minimal in error, the depicted 

surfaces showed that the combination of the ranges (0-50% diameter, ±100% length, and ±30% 

position) is the effective to reach the required objectives. Finally, the 72 virtual designs optimized 

by Kriging shifted the Pareto curve towards the objectives with more designs at the front. 

 Future Work Recommendations 

The dissertation research focused on the deflection of the hot main stream (i.e. cross flow) 

towards the cold jets by the aid of central and swirling streamlined body. Revision the whole 

mixing technique, the cold jets can be controlled and directed by installing guide vanes on the 

holes. The vanes shapes, sizes, orientation with respect to the cross flow (parallel, orthogonal, and 

counter), and even the internal versus external installations are different aspects that can be 

investigated for the thermal uniformity enhancement with the consideration of the pressure drop 

generated for each case. 

Methodologies like the Analysis Led Design and DOE/Optimization are very valuable and 

time saving for such investigations. Evaluation matrix could be reduced by a third and running 

expenses of experimentation are saved for the final iterations only. Decision making with 

contradicting objectives can be easier by unifying them into one variable reflecting the 

significance/weight of each objective.  

8.2 Cavitation Treatment: 

 Conclusions 

An air injection treatment is proposed for the cavitation problem occurring at the rotational 

zone of a hydro-turbine. The phase change is mainly induced because of the static pressure drop 

of liquid water phase and the existence of a solid surface for nucleation start. Computational case 
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study was proposed of cavitating flow over a turbine, and air was added to the solution domain as 

jet-in-crossflow. Direct injection of at the rotor section allows the substitution of vapor at the low-

pressure locations (blade suction side and hub). Air increases the static pressure to be above the 

vapor saturation pressure and acts a protective layer from cavitation initiation at the blade surface. 

Records observed less or no vapor occurrence at the zones of high air presence and a general vapor 

reduction in the whole system. Tracking the vapor content over area and time, averaged vapor 

volume fraction (VVF) gave a distinct number for each case studied. VVF showed better 

performance of the turbine when air is used. Because of aeration, less VVF and more output power 

was retained from the rotating parts. Air-to-water flowrate ratio (Qa/Qw) was proved to be an 

affecting factor by mitigating the cavitation by 47% when reached 16.4%. The work outcomes 

encouraged in developing a more realistic system (2B3P) that can achieve the objective with less 

cost. Arranged longitudinally than circumferentially, 2B3P sets 6 orifices linearly at two blocks 

with 180⁰-separation angle to reduce the setup costs and target the blades prone areas than just one 

row of ports can do. The 2B3P effectively did a 25% reduction in VVF and nearly 3% power 

recovery.  

Further analysis lead to a recommendation of injection at either before the blade leading edge 

(but with much cost because of high pressure difference required for injection), or most 

importantly, in front of the largest thickness of the blade. Considering the second choice (i.e. the 

maximum thickness) for cost-effectiveness, it allows more contact time for the injected air with 

the blade which takes the advantage of the tip leakage vortex to sweep over the tip and suction 

side. Injection at thick part introduces 37% less vapor content and around 2% power buildup than 

a case of aeration at a thin tip. 
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The expansive use of the 2B3P over the turbine operation range showed that the air injection, 

though helping in vapor reduction, might be has some limitation after the peak power. The 

treatment effectiveness of vapor reduction and power regain decline considerably at the high 

rotational speeds because of the domination of the centrifugal force which shifts the air towards 

the tip gap. The power regain nullifies slightly before the peak power, then the air injection works 

on vapor reduction with more power loss than the no-air case. Understanding such fact aids in 

effective operation and decision making for the turbine longevity versus the demand at the time. 

Additionally, the experimental work on the propeller mode proved the two concepts: 1) effect 

of air injection in improving the performance (i.e. less motor power consumption) compared to 

pure cavitation (i.e. no-air case), and 2) the adverse effect of increased amount to air (by more 

injection pressure) on reducing the improved performance.    

Another air injection technique (i.e. hub air injection) was adopted to take the advantage of 

the centrifugal force in giving the jets additional height and be a convenient solution for no-

housing/shrouds systems (i.e. propeller). The invention was proposed as a good approach for the 

marine industry, but it also competes with the housing air injection because of taking the advantage 

of alignment with the blades curvature, negative pressure of the rotor rotation, and outward 

injection with the centrifugal force. Meanwhile, the challenges of the hub injection may be 

accounted for the complexity of the production. Collaborating with another research, the 

pressurized air was found beneficial for the vapor reduction and with less power loss than the 

atmospheric air injection. Beginning from this point, the air injection was sought over four 

different rows (one port behind each blade) starting from the leading edge and ending at the trailing 

edge. Similar to the housing air injection, the first row (i.e. closest ports to the leading edge) was 

the lowest among the four rows in vapor reduction. The optimum reduction goes through the 
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second row to the fourth row in a direction correlation with the rotational speed. Even though there 

is no contact between the air and vapor cloud in the cases of the injection from the third and fourth 

rows, the reduction roots for the major influence from the raised pressure over the cavitation limit. 

Looking into the power, the other rows than the first proved to improve the performance by average 

reaching 10% in some cases. However, the power regain may be cut by the compression power for 

pressurized air. 

Finally, and despite the imposed conditions for changing between the turbine and propeller 

modes, the CFD modeling showed a promising match with the experimental cases on the basis of 

the formed cavitation pattern and motor power drawn. Moreover, image processing codes built in 

MATLAB (enhanced contrast, RGB, binary conversion, and object identification/subtraction) 

improved the high-speed images and CFD scenes for better realization of the vapor/air contents 

against the liquid water. With only 3% difference, the gaseous phases were captured in area 

percentages of the CFD scenes as exact as the experimental images. Such advanced codes can be 

developed and used later in the multiphase imaging analysis for better interface tracking (e.g. Fast-

Fourier Transformation).   

  Recommendations for Future Work 

At the beginning, dimensional analysis and similarity is very good tool to reflect the model 

(experimental and CFD) on large-scale applications (i.e. turbines and propellers). While the current 

7.5-cm model was based on low-head (i.e. less than 3 m) Kaplan turbines of smaller diameters (h 

< 3 m and Dturbine = 0.3 – 1 m), a recommended section for the similarity with larger sizes and 

heads (i.e. 100 m heads, 50-100 m diameters, and power of 300-3000 hp) is recommended to 

emphasize the worth of the proposed technologies.  
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With exploring the effect of the pressure and ports arrangements (linear vs circumferential) 

and locations importance. Many trials can be done for optimizing the ports’ diameters (larger than 

a minimum value), number, and the spacing between them. This can be done with the consideration 

of keeping the compression pressure/ flow rate as minimal as useful (i.e. regained power versus 

the compression power). A Factor to be considered, especially in CFD, is the thermal effects of 

the cavitation initiation and implosion because of the energy being released or drawn from the 

liquid water. Air injection, whether at the same or different from the water temperature, will affect 

the cavitation behavior to an extent worth studying. The stability of the solution will be a challenge, 

but a good understanding of the mesh blending will help to keep the work done with high accuracy 

too.  

Another development idea is to get the air injection the closest to the cavitation location; this 

can be achieved by designing the film air injection on the turbine blades. A preliminary design of 

a row of holes on the suction side and right after the leading edge (ending with a hole at the blade 

tip) was suggested, and 3D printed to take the advantage of the air supply through the shaft already 

made. The idea is driven from the gas turbine blades cooling, and it could be quite effective in 

suppressing the cavitation initiation. 

Finally, aeration effectiveness could be leveraged by adding flow regulators and pulsation 

modulation, so the ports location and rate of air being adjusted according to the rotational speed 

and inlet water flow rate. Air temperature might also be a good factor such that the colder air 

injection decreases the chances of early cavitation.   
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APPENDIX I: UNCERTAINTY ANALYSIS 

- Minimum Number of Experiments: (M + 1) (M + 2)/2 = (5)(6)/2= 15 

- Maximum Number of Experiments: (M + 1) (M + 2) = (5)(6) = 30 

- 24 Combinations by Uniform Latin Hypercube Table: 

 Tex Tin Vex Vin 

Calculation 0 Reading# 2 2 1 1 

Calculation 1 1 2 3 1 

Calculation 2 3 3 2 2 

Calculation 3 3 2 3 3 

Calculation 4 3 1 2 3 

Calculation 5 1 1 1 2 

Calculation 6 2 2 3 1 

Calculation 7 1 3 2 3 

Calculation 8 3 3 1 1 

Calculation 9 1 1 1 3 

Calculation 10 2 1 1 1 

Calculation 11 1 2 2 1 

Calculation 12 1 2 1 2 

Calculation 13 1 1 2 1 

Calculation 14 2 3 3 3 

Calculation 15 2 3 1 2 

Calculation 16 3 3 2 1 

Calculation 17 1 3 3 3 

Calculation 18 3 2 2 3 

Calculation 19 2 2 3 1 

Calculation 20 3 3 1 2 

Calculation 21 2 1 3 2 

Calculation 22 1 3 1 2 

Calculation 23 3 1 3 2 

- Average Points Calculations: ∑
𝒇𝒊
∗|

𝒑𝒐𝒊𝒏𝒕

𝑵𝒄𝒂𝒍𝒄𝒖𝒍𝒂𝒕𝒊𝒐𝒏𝒔

𝑵𝒄𝒂𝒍𝒄𝒖𝒍𝒂𝒕𝒊𝒐𝒏𝒔
𝒊=𝟏  

- Average 𝒇∗for the 7 points of Staggered Hole (SH) case: 
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Point 

0 

(center) 

1 2 3 4 5 

6 

(surface) 

Avg. 𝒇∗ 0.684477 0.663657 0.48553635 0.122354 -0.18762 -0.48372 -0.48372 

- Sample Standard Deviation: √
∑ (𝒇𝒊

∗−𝒇𝒂𝒗𝒈
∗ )𝟐|

𝒑𝒐𝒊𝒏𝒕

𝑵𝒄𝒂𝒍𝒄𝒖𝒍𝒂𝒕𝒊𝒐𝒏𝒔
𝒊=𝟏

𝑵𝒄𝒂𝒍𝒄𝒖𝒍𝒂𝒕𝒊𝒐𝒏𝒔−𝟏
 

- Sample Standard Deviation of 𝒇∗for the 7 points of Staggered Hole (SH) case: 

Point 

0 

(center) 

1 2 3 4 5 

6 

(surface) 

STD 0.108356 0.104314 0.090923449 0.06969 0.0495 0.034449 0.034449 

 

- Average Sample Standard Deviation for the whole 𝒇∗line: 

∑
𝑺𝑻𝑫𝒊

𝑵𝒑𝒐𝒊𝒏𝒕𝒔
= 𝟎. 𝟎𝟕

𝑵𝒑𝒐𝒊𝒏𝒕𝒔

𝒊=𝟏
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APPENDIX II: IMAGE PROCESSING CODES 

High-Speed Images Analysis 

tic %starts timer 

dbstop if error % stops script and shows line with error if error is found in script 

clr % clears workspace for fresh start 

pixscale = 1.1245 / 165.6; %this is hard coded, also a close aproximation, will need to be 

adjusted each time the camera was moved 

% finds area of cavitiation in pixels (unit of measurement) 

% path = addpath( genpath( 'C:\Users\ccasper\Desktop\Image Processing' ) ); % defines path 

and adds all folders to search path 

% comparison_image = imread( 'C001H001S0001_1000001.jpg' ); 

% process_comparison = imadjust( adapthisteq( comparison_image ) ); 

% crop_comparison = imcrop( process_comparison , [ 480 260 520 480 ] ); 

Images = dir( 'C:\Users\ccasper\Desktop\Image 

Processing\Cavitation\Cavitation_8_14_2018\R2_2000rpm\C001H001S0001_test\*.jpg' ); 

% ^^ this line defines a structer array for all .jpg files in the directory ^^ 

Cavitation_percent = zeros( length( Images ) , 1 ); 

%     for i = 1 : 1 length( Images ) %use this to look at an 

%     individual image 

for i = 1 : length( Images ) %use parfor for speed 

    image_name( 1 : ( length( Images ) ) , : ) = transpose( { Images( : ).name } );% grabs image 

name from structure array 

    timestamp( 1 : ( length( Images ) ) , : ) = transpose( { Images( : ).date } );% grabs date from 

structure array(for listing in logical order if needed) 

    analyse_image = imread( Images( i ).name ); % image to be analysed 

    image_filename = ( Images( i ).name ); % pulls image filename from structure array 

    fprintf( 'Working on %s image...\n' , image_filename ); % this shows where we are in the 

script when script is running 

    adapt_image = adapthisteq( analyse_image ); % uses historgram adaption to adjust contrast 

    adjust_image = imadjust( adapt_image ); % adjusts lower contrast by -1% and upper 

contrast by +1% 

    crop_image = imcrop( adjust_image,[ 275 370 415 440 ] ); % defines region of 

image(possible object recognition to define crop region) 

    binary_image = imbinarize( crop_image , 'adaptive' ,'ForegroundPolarity' , 'dark' , 

'sensitivity' , 0.9 ); % converts to binary, older matlab versions(2015) use the function im2bw and 

dont have 'adaptive' 

    Cavitation_percent ( i ) = ( (bwarea( binary_image ) ) ./ ( 441 * 416 ) ) * 100; % percent 

area of cavitiation in pixels 

end 

 

Cavitation_percent_mean = mean( mean( Cavitation_percent ) ); 
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toc 

 

%% this section is for exporting results to excel 

 

% 

% Cavitation = num2cell(Cavitation); 

% fprintf('Do you wish to export image processing results to excel? \n'); 

% answer = input('yes/no?: \n' , 's'); 

% if strcmpi( answer, 'no' ) 

%     fprintf(' Image processing for this directory is complete. \n' ) 

% elseif strcmpi( answer, 'yes') 

%     excel_filename = 'Cavitation_8_14_2018_R2_2000rpm_test_1.xlsx'; 

%     col_header = { 'image_filename' , 'area of cavitation(in.)' ,'timestamp'}; 

%     xlswrite( excel_filename , col_header , 1 , 'A1' ); 

%     xlswrite( excel_filename , image_name, 1 , 'A2' ); 

%     xlswrite( excel_filename , Cavitation , 1 , 'B2' ); 

%     xlswrite( excel_filename , timestamp , 1 , 'C2' ); 

%     fprintf(' Results have been exported to an excel spreadsheet. \n'); 

% else 

%     fprintf('invalide answer, run section again and type out exactly as shown yes or no \n'); 

% end 

% toc 

 

CFD Scenes Analysis 

clr 

dbstop if error 

% input folder path below 

images = dir('C:\Users\ccasper\Desktop\Image 

Processing\CFD_images\with_cavitation\Same_location'); 

base_image = imread( 'R1_CR_n12.5@180000_Blade VVF_No CAV_BBG.png' ); 

crop_base_image = imcrop( base_image , [ 715 , 11 , 719 , 537 ] ); 

base_gray_image = rgb2gray( crop_base_image ); 

base_binary_image = imbinarize( base_gray_image ); 

denominator = sum( sum( base_binary_image) ); 

cavitation = zeros( 1 , 11 ); 

for i = 3 : length( images ) 

    analyse_image = imread( images( i ).name ); 

    image_name( 1 : ( length( images ) ) , : ) = transpose( { images( : ).name } ); 

    crop_image = imcrop( analyse_image , [ 715 , 11 , 719 , 537 ] ); 

    subtracted_image = analyse_image - base_image; 

    gray_image = rgb2gray( subtracted_image ); 

    binary_image = imbinarize( gray_image ); 
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    numerator = sum( sum( binary_image ) ); 

    cavitation( i ) = (numerator/denominator) * 100; 

end 

cavitation = transpose( cavitation ); 

cavitation = num2cell( cavitation); 

results = [ image_name , cavitation ]; 

disp( results ); 
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computational software packages. Trial the capabilities of the software packages. 

Research Assistant [2016-2018] 
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• Architect automated topological optimization processes integrating multiple CAE 
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•  By applying Analysis-Led-Design on multiple powertrain and aerodynamics 
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thermal and hydrodynamic investigations to predict boiling-prone locations. Made 

optimization plans for better cooling flow distribution and reshape some passages. 
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• Liaison with software technical supports to have their aid and give our feedback for 
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• Participated and led 3 turbine projects involving earlier CFD prediction of the 

performance of 12-inch vertical turbine system, 3-inch horizontal turbine system, 

and 3-in turbine cavitation. Supervised experimental team and shared in recording 

the measurements at different stages. 

• Optimized the geometrical aspects of some components in turbine system (e.g. Intake 

tube aspect ratio and the effect of bellmouth profile shape on turbine performance). 

• Simulated phase-change (cavitation) initiation and propagation at different operation 

conditions. Build and optimized aeration ports into the system to suppress cavitation 

by tracking vapor content and turbine performance. 
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are pressure sensors and velocity meters, thermocouples, DAQ, tachometer, rotary 

torque sensors, magnetic flow meters, and high-speed camera with analysis software.     
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licenses and updating the software in the mechanical engineering department. 
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ME323 (Fluid Mechanics Lab) course/ Hydro and Gas Turbine Flow and Thermal 

Analyses, Mechanical Engineering Department, CEAS, UWM. 

• ME 323 Fluid Mechanics Lab instructor, and researcher in the axial hydro-turbines 

with Cadens LLC. 

• The work comprised teaching theoretical lectures about aerodynamics, pumps, 

Bernoulli's equation, discharge coefficient, CFD, and flow visualization using PIV. 

• The job involved instructing students to handle experimental setups and generate a 

proper experiment with accurate data. At the end, grading the weekly technical 

documents (reports, letters, and memos) submitted by each group, and evaluating 

their presentations. 
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Mechanical Engineering Department, Faculty of Engineering, Cairo University 
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Faculty of Engineering, Cairo University, Egypt 
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1) Solar Hydrogen Fuel Cell Water Heater Educational Stand, Cairo University, Egypt. 
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1) Modelling the performance of integrated renewable energies 

systems: Photovoltaic, electrolyzer, and fuel cell 

2) Constructing SPH simulation codes: Heat conduction, air 
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