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ABSTRACT 

TIME-RESOLVED, NEAR ATOMIC RESOLUTION STRUCTURAL STUDIES AT THE 

FREE ELECTRON LASER 

by 

Jason Tenboer 

The University of Wisconsin-Milwaukee, 2015  

Under the Supervision of Professor Marius Schmidt 

 

 

Time-resolved serial femtosecond crystallography (TR-SFX) employs X-ray free electron 

lasers (XFELs) to provide X-ray pulses of femtosecond (fs) duration with 1012 photons per pulse. 

These XFELs are more than a billion times more brilliant than 3rd generation synchrotron X-ray 

sources. For structure determination, protein crystals on the micrometer length scale 

(microcrystals) are injected into the X-ray beam and the resulting diffraction patterns are recorded 

on fast-readout pixel detectors. Although these intense pulses deposit enough energy to ultimately 

destroy the protein, the processes that lead to diffraction occur before the crystal is destroyed. This 

so-called diffraction-before-destruction principle overcomes radiation damage, which is one of the 

challenges that time-resolved crystallographers face at synchrotron X-ray sources. Most 

importantly, since each diffraction image is obtained from a fresh crystal, reversible and non-

reversible reactions may be studied since both are now placed on equal footing. This is not 

currently possible at synchrotrons. Therefore, XFELs may provide a path forward to study 

reactions catalyzed by enzymes. 

A TR-SFX experiment requires enormous effort and success hinges upon thorough 

preparation: a sufficient quantity of purified protein must be produced for the study; techniques 
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for creating microcrystals need to be developed; these samples should then be tested with a gas 

dynamic virtual nozzle (GDVN) and initial studies must be performed to characterize these 

crystals. Since only 15% of all XFEL experiment proposals are ultimately accepted, previous 

results that strongly support such proposals significantly improve the chances for obtaining 

beamtime. I have, therefore, constructed three instruments: 1) a micro-focus X-ray diffraction 

beamline, 2) a near ultraviolet / visual wavelength fast microspectrophotometer and 3) a GDVN 

fabrication and testing facility. These machines supply the crucial initial information that is 

needed, not only for creating engaging XFEL beamtime proposals, but also for preparing for these 

experiments once beamtime has been awarded.  

With an initial experiment performed at the Linac Coherent Light Source (LCLS) we 

demonstrated for the first time that time-resolved near atomic resolution serial crystallography was 

possible at an X-ray FEL. This study laid the groundwork for observing the uncharacterized 

structures of the trans-cis isomerization of the photoactive yellow protein (PYP) photocycle on the 

fs timescale. Continuing on this work, we have now determined these previously unknown 

structures with another experiment at the LCLS. This successful fs time-resolved experiment 

demonstrates the full capability and vision of XFELs with respect to photoactive proteins. 

In addition to studying both reversible and irreversible photo-initiated reactions, XFELs offer 

the unique opportunity to explore irreversible enzymatic reactions by the mix-and-inject technique. 

In this method, microcrystals are mixed with a substrate and the following reaction is probed by 

the fs X-ray pulses in a time-resolved fashion. An interesting candidate for the mix-and-inject 

method is cytochrome c nitrite reductase (ccNiR). This protein uses a 6 electron reduction of nitrite 

to produce ammonia, which is one of the key reduction processes in the nitrogen cycle. High 

quality, large single crystals and microcrystals of ccNiR have been produced. This work is being 
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done in collaboration with the Pacheco group in the Chemistry Department at the University of 

Wisconsin-Milwaukee. We have obtained a 1.65 Å native structure and a 2.59 Å nitrite-bound 

structure of ccNiR. These early studies will provide the foundation for a future time-resolved mix-

and-inject XFEL proposal to study this protein. 
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1 Introduction 

What are proteins? Perhaps the most basic definition is that proteins are biological 

macromolecules constructed from unbranched polypeptide chains. The sequence of the 

polypeptide chain is called the primary structure of the protein which is formed from the 20 amino 

acids listed in Tab. 1.1 (Rupp 2009). After synthesis, the protein undergoes a folding process 

(Karplus and Weaver 1976; Kim and Baldwin 1982; Walters 2011) which forms the various 

secondary structures, such as α-helices, β-strands and β-sheets. A particular arrangement of these 

secondary structures defines the tertiary structure which then combines with other tertiary 

structures and possibly with multiple ligands to form the quaternary structure, which is typically 

the biologically active form of the protein. 

Absent from this description, however, is an explanation as to the function of proteins. Proteins 

generally fall into two categories: functional and 

structural (Raicu and Popescu 2008). Structural 

proteins such as collagen found in connective 

tissues (van der Rest and Garrone 1991), keratin 

found in hair, nails, and the outer layer of skin 

(Bragulla and Homberger 2009) and elastin found 

in skin and other connective tissue (Cruise 1957) 

supply support and protection. Functional proteins 

are generally involved with enzymatic or 

photoactive reactions, however they are also 

engaged in the signaling and cross-membrane 

transport processes of cells (Chrispeels et al. 1999; 

Table 1.1. The 20 amino acids.  

Amino Acid Code Type 

Alanine ALA hydrophobic 

Glycine GLY hydrophobic 

Isoleucine ILE hydrophobic 

Leucine LEU hydrophobic 

Methionine MET hydrophobic/sulfur 

Phenylalanine PHE hydrophobic 

Proline PRO hydrophobic 

Valine VAL hydrophobic 

Aspartate ASP acidic 

Glutamate GLU acidic 

Arginine ARG basic 

Histidine HIS basic 

Lysine LYS basic 

Serine SER polar hydroxyl 

Threonine THR polar hydroxyl 

Tyrosine TYR polar hydroxyl 

Asparagine ASN polar amino 

Glutamine GLN polar amino 

Tryptophan TRP polar amino 

Cysteine CYS sulfur 
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Lodish et al. 2000). Life depends on the specific functions of proteins (Alberts et al. 2002). To 

determine these functions is the mission of a time-resolved crystallographer. In order to thoroughly 

understand how proteins work, we must first determine their 3-dimensional molecular structures 

and then observe how these structures change to accomplish their function. This dissertation aims 

to contribute to an understanding of protein structure and function by employing the methods of 

time-resolved Laue crystallography (TR-LX), time-resolved serial femtosecond crystallography 

(TR-SFX) and time-resolved absorption spectroscopy (TR-AS). 

1.1 A (very) Brief History of Crystallography 

For the discovery of X-ray radiation in 1895 (Röntgen 1898) Wilhelm Conrad Röntgen was 

awarded the Nobel Prize in Physics in 1901. X-rays were shown in 1912 to be diffracted by crystals 

by Max Von Laue (Laue et al. 1913), followed by the father and son contributions of William 

Henry Bragg and William Lawrence Bragg in 1912-1914 which demonstrated an effective 

technique for structure determination (Bragg 1912a; Bragg 1912b; Bragg 1913; Bragg 1914). The 

first 3-dimensional static protein structures were determined by John C. Kendrew on sperm whale 

myoglobin in 1958 (Kendrew 1958; Kendrew et al. 1958) followed by Max Perutz a few years 

later on hemoglobin (Perutz 

et al. 1960).  Seven years 

later in 1965 the first 

structure of an enzyme was 

published by Blake and 

Phillips (Blake et al. 1965; 

Phillips 1967), and the 

structure of one of the 

Table 1.2. Protein Data Bank (PDB) holdings (information obtained 

from the PDB 10/20/2015). 

Method Proteins 

Nucleic 

Acid 

(NA) 

Protein/NA 

Complexes 
Other Total 

X-ray 94,424 1,683 4,715 4 100,826 

Electron 

Microscopy 
636 29 213 0 878 

Nuclear 

Magnetic 

Resonance 

(NMR) 

9,782 1,131 227 8 11,148 

Hybrid 81 3 2 1 87 

other 168 4 6 13 191 

Total 105,091 2,850 5,163 26 113,130 
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largest complexes, the 30S ribosomal subunit, was solved in 2000 (Wimberly et al. 2000; Ban et 

al. 2000; Schluenzen et al. 2000). 

The Research Collaboratory for Structural Bioinformatics (RCSB) Protein Data Bank (PDB) 

(Berman et al. 2002) is an online resource managed by multiple institutions that is used to store 

molecular structures. Tab. 1.2 lists details on the structures stored in the PDB at the time of this 

writing. While depositions from techniques such as Nuclear Magnetic Resonance (NMR) 

spectroscopy and Electron Microscopy (EM) account for ~11% of the total submissions, those 

solved using X-ray methods account for almost 89%. X-ray crystallography has proven to be a 

powerful technique for determining 3-dimensional structures at atomic resolution. X-ray radiation 

is particularly well-suited to produce atomic resolution images since their wavelength range 

extends over the atomic and chemical bond length scale. 

Although static structures may provide limited insight into protein function they offer no 

information on protein dynamics (Han and Han 2014). To fully understand how proteins function 

one must investigate structural changes as they happen. Monochromatic synchrotron X-ray sources 

require exposure times of hundreds of microseconds to seconds in duration to create a suitable 

diffraction image, enabling access to only those intermediates that occur on these longer 

timescales. The interesting reaction intermediates accumulate on much faster timescales. 

Beginning in the late 1980’s and continuing into the 21st century, synchrotrons have developed the 

technique of TR-LX (Ren and Moffat 1994; Ren et al. 1999). Dr. Keith Moffat and collaborators 

at the Advanced Photon Source (APS), BioCARS 14-ID-B beamline (Graber et al. 2011) 

developed TR-LX to probe intermediate structures of proteins using polychromatic (Laue) X-rays 

from the picosecond (ps) timescale onward (Moffat 1989). This technique has propelled 

crystallography to new frontiers since the structures of reaction intermediates and the kinetics can 
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be simultaneously extracted from the same data (Schmidt et al. 2003; Schmidt et al. 2004b; 

Schmidt et al. 2005; Schmidt 2008; Schmidt et al. 2010; Schmidt et al. 2013). During an enzymatic 

or photoactive reaction several intermediates may form and decay (Purwar 2013) and the capability 

to record a complete time-series of these fast processes enables the dynamics of these intermediates 

to be determined. 

1.2 3rd Generation Synchrotron X-ray Sources 

Until the first hard X-ray Free Electron Laser (XFEL) became operational in 2009, 3rd 

generation synchrotron facilities were the sources of the brightest X-rays available. The APS, 

located at Argonne National Laboratory in Argonne, Illinois is a premier example of this 

technology. Instead of using bending magnets to create monochromatic X-rays, an insertion device 

such as a wiggler or undulator (Winick et al. 1981; Ōnuki and Elleaume 2003) may be employed 

to create intense so-called “pink” beams which span a wider bandwidth of wavelengths. The 

BioCARS 14-ID-B beamline located at the APS uses undulators to generate polychromatic X-rays 

with a ∆E E⁄ = 5 × 10−2 in the energy range from 7-19 keV. This beamline can produce a flux of 

5 x 1010 photons / pulse at 12 keV into a spot size of 15 x 20 µm2. Each X-ray pulse is 100 ps in 

duration. The results on cytochrome c nitrite reductase (ccNiR) discussed in this dissertation have 

been obtained from the BioCARS 14-ID-B (undulator, polychromatic) and 14-BM-C (bending 

magnet, monochromatic) beamlines. 

 1.3 XFELs and TR-SFX 

The world’s first hard XFEL source, the Linac Coherent Light Source (LCLS) (Emma; Arthur 

et al. 1998; Wu and Emma 2006), is located at the Stanford Linear Accelerator Center (SLAC) 

National Accelerator Laboratory in Menlo Park, California. LCLS became operational in 2009 

and this machine produces X-ray pulses of tens of femtosecond (fs) duration with 1012 photons per 
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pulse. These XFELs are more than a billion times more brilliant than 3rd generation synchrotron 

X-ray sources, opening the door to study irreversible enzymatic reactions, an experiment not 

currently possible at synchrotrons (Schmidt 2013; Wang et al. 2014). Tab. 1.3 compares the 

capabilities of the Coherent X-ray Imaging (CXI) instrument (Boutet and Williams 2010) located 

at the LCLS (Arthur et al. 1998) with the APS, BioCARS 14-ID-B beamline (Graber et al. 2011). 

While the time-averaged flux per second of the two sources is comparable, the ratio of the peak 

brilliances is 1013. 

The fs pulses of an XFEL are so intense they destroy a protein crystal after only a single shot. 

Fortunately, the processes that lead to the recording of a diffraction pattern occur before the sample 

is destroyed. This diffraction-before-destruction principle (Neutze et al. 2000) is the cornerstone 

of a TR-SFX experiment. Since each diffraction image is serially obtained from a fresh crystal, 

reversible and irreversible 

processes may be studied in the 

same fashion. Additionally, the 

brilliant pulses allow crystal sizes 

to be reduced to the micrometer 

length scale (microcrystals) and 

even smaller (Kupitz et al. 

2014a). The use of microcrystals 

facilitates a greater range of 

proteins to be examined since 

microcrystals are often easier to 

grow than large single crystals (Boutet et al. 2012; Kupitz et al. 2014b). In addition to photoactive 

Table 1.3. Comparison of the LCLS and APS X-rays (modified 

from a talk given by Marius Schmidt). 

 XFEL (CXI) 
Synchrotron 

(BioCARS 14-ID-B) 

X-ray pulse 

duration 
40 fs 100 ps 

# photons/pulse 1012 5 × 1010 

Bandwidth (BW) ∆E E⁄ = 0.1% ∆E E⁄ = 5% 

Beam size [µm2] 1 × 1 15 × 20 

Flux/pulse 

[photons/µm2] 
1012 1.7 × 108 

Flux/pulse 

[photons/(µm2 0.1% 

BW)] 

1012 3.3 × 106 

Average 

Flux/second 

[photons/(sec µm2 

0.1% BW)] 

1014 2 × 1013 

Peak brilliance 

[Photons/(sec mm2 

mrad2 0.1% BW)] 

1033 1020 
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proteins, enzymatic reactions may also be potentially probed due to the decrease in substrate 

diffusion times for these small crystals (Schmidt 2013). These so-called mix-and-inject 

experiments would involve mixing microcrystals with a substrate and probing the subsequent 

enzymatic reaction in a time-resolved experiment at an XFEL. One of the primary missions of an 

XFEL is to routinely record a complete time-series at atomic resolution and physiological 

temperature of these non-reversible fast enzymatic reactions. This capability would catalyze the 

rapid advancement of structure-based drug designs (Blundell 1996). 

1.4 Gas Dynamic Virtual Nozzles (GDVNs) 

Although the incredible brilliance of XFELs provide new avenues for exploring biological 

systems, they also introduce significant challenges including sample mounting / sample delivery. 

XFEL radiation is transported under vacuum and, when focused, these X-rays destroy nearly 

everything in their path. Standard crystallographic techniques used at synchrotrons employ a 

variety of methods for sample mounting, 

however all of these designs employ fixed 

targets (Hunter et al. 2014; Feld et al. 2015) 

at atmospheric pressure. Since crystals are 

destroyed after a single XFEL shot, any 

fixed-style mount is therefore required to 

accommodate a large number of crystals. 

The mounting method must also be able to 

withstand the intense beam while keeping 

background scattering at a minimum. 

 

Figure 1.1. Gas dynamic virtual nozzle (GDVN) 

schematic. The inner capillary of inner diameter (ID) 

Ø50-100 µm carries the pressurized microcrystal 

mixture. Surrounding the inner capillary is an outer 

capillary of Ø765 µm ID made from borate silica glass 

in which helium gas flows. This gas sheath acts as a 

dynamic lens, focusing the microcrystal stream into a 

laminar flow 2-5 µm in diameter. 
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Additionally, the mounting of new samples should not break or contaminate the sample chamber 

vacuum.  

Techniques have been developed, including liquid jets (Sierra 2010) and aerosol sprays (Sierra 

et al. 2012) to deliver fully solvated microcrystals into the X-rays without compromising vacuum. 

Pioneering work on laminar flow gas dynamic virtual nozzles (GDVN) in 1998 by Dr. Alfonso 

Gañán-Calvo and collaborators (Gañán-Calvo 1998) laid the foundation for subsequent 

development and implementation of this method at the LCLS a decade later by a team led by Drs. 

John Spence, Bruce Doak and Uwe Weierstall at Arizona State University  (Doak 2008; Doak et 

al. 2012; Weierstall et al. 2012; Weierstall 2014; Weierstall et al. 2014). Although fixed target 

sample mounts have been implemented at an XFEL (Hunter et al. 2014), the GDVN injector shown 

in Fig. 1.1 is so far the most frequently used method for TR-SFX (Chapman et al. 2011; Arnlund 

et al. 2014; Kupitz et al. 2014a). GDVNs offer numerous benefits over fixed target mounts, 

including ease of sample delivery, maintenance of chamber vacuum during sample and nozzle 

exchanges, accommodation for an essentially infinite number of microcrystals and very little 

contribution to background scattering. There are, however, other difficulties with this method 

including clogging of nozzles and the need for a large quantity of purified protein required for an 

experiment. Development will certainly continue towards improving the designs for both GDVNs 

and aerosol sprays, primarily to increase reliability, stability and to significantly reduce protein 

consumption.  

1.5 Photoactive Yellow Protein (PYP) 

Photoactive yellow protein (PYP) is a small water-soluble light-reactive protein isolated from 

the bacterium Halorhodospira halophila, originally known as Ectothiorhodosopira halophila 

(Meyer 1985), so named for its distinctive yellow color and photoactivity. This protein is suspected 
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to play an integral role in 

the negative phototactic 

effect observed in free 

swimming prokaryotes 

(Sprenger et al. 1993). 

PYP has a molecular 

weight of 14 kDa and 

contains a para-

hydroxycinnamic, or 

para-coumaric acid 

(pCA) chromophore 

embedded into the 

protein (Meyer et al. 

1987). The chromophore 

is covalently bound to 

Cys69 and hydrogen 

bonded to multiple 

residues, including 

Tyr42, Glu46 and the peptide bond nitrogen of Cys69 (Van Beeumen et al. 1993; Kort et al. 1996). 

Upon absorption of a blue light photon (449 nm) PYP enters a reversible photocycle, shown in 

Fig. 1.2a (Hellingwerf et al. 2002; Tripathi et al. 2012; Schmidt et al. 2013), with numerous 

intermediates ranging from the fs to seconds timescale. The trans to cis isomerization of the 

C2=C3 double bond after photon absorption is the signature characterization of the PYP 

 

Figure 1.2. Photoactive Yellow Protein (PYP). (a) The PYP photocycle 

extends from fs to seconds and contains multiple intermediates including 

IT, ICT, pR1, pR2, pB1 and pB2. (b) Dark (no laser excitation) absorption 

spectrum from a crushed single crystal of PYP is displayed in blue, 

showing that the ground state absorbs maximally at a wavelength of 449 

nm. Another dark absorption spectrum is shown in red, however, this 

spectrum has been obtained after a series of laser excitations, showing 

that no permanent photo-bleaching has occurred. (c) PYP microcrystals. 

Each crystal is ~2 x 2 x 5 µm3. The faint white lines form a grid of 50 x 50 

µm2 boxes.  (d) Intermediate concentrations plotted as a function of time. 

Each time-delay may contain a mixture of multiple intermediates. A 

complete time-series is required to un-mix these mixtures. The dashed 

vertical lines denote the time-delays probed during the nanosecond PYP 

experiment. Fig. 1.2a and Fig. 1.2b modified from Purwar et al. 2013 and 

Fig. 1.2d obtained from Tenboer et al. 2014. 
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photocycle (Schotte et al. 2012; Jung et al. 2013). This isomerization occurs on ultrafast timescales 

and highly strains the chromophore, eventually leading to the red-shifted (pR1 and pR2) and blue-

shifted (pB1 and pB2) intermediates (Kim et al. 2012; Schotte et al. 2012; Jung et al. 2013). The 

structures of these intermediates are known to high resolution from TR-LX data. In this dissertation 

we investigate the PYP photocycle on ultrafast times. 

 1.6 Cytochrome c Nitrite Reductase (ccNiR) 

A promising candidate for a mix-and-inject investigation is cytochrome c nitrite reductase 

(ccNiR) (Einsle et al. 1999). This enzyme has a species-dependent molecular weight ranging from 

52-65 kDa (Youngblut et al. 2014) and catalyzes a six electron reduction of nitrite to ammonia 

(Einsle, O., Stach, P., Messerschmidt, A., Simon, J., Kroger, A., Huber, R., Kroneck et al. 2000). 

This reduction is part of the nitrogen cycle, shown in Fig. 1.3a and discussed below. The results 

presented in this dissertation are obtained from the bacteria Shewanella oneidensis, originally 

isolated from Lake Oneida, NY (Venkateswaran et al. 1999), which utilizes ccNiR as the sole 

mechanism in this reduction process for its respiration (Haddock and Jones 1977; Cole and Brown 

1980; Richardson 2000; Youngblut 2013). 

CcNiR is a homodimeric protein that contains five hemes per monomer, and the active site is 

a five-coordinate c-type heme, as shown in Fig. 1.3b-Fig. 1.3d (Youngblut et al. 2012). Heme 2, 

shown in Fig. 1.3d (and in the corresponding position in green in Fig. 1.3b), is exposed to the 

protein exterior and possible electron pathways are noted by the red arrows in Fig. 1.3b leading to 

the active sites at heme 1 and heme 6 (Einsle et al. 2002; Judd et al. 2012). A similar arrangement 

is also present in the second subunit with hemes 6-10. Results will be presented for the structure 

of the native form of ccNiR to 1.65 Å resolution and also for a 2.59 Å resolution nitrite-bound 
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structure recorded using a home-built micro-focus X-ray diffraction beamline, the Schmidt 

Beamline 1 (SBL1). 

Nitrogen is required by all living organisms and is contained primarily in the atmosphere (N2), 

soil (NH4
+ and NO3

−) and oceans (Galloway et al. 2008). Plants cannot use atmospheric nitrogen 

directly but instead must absorb the NH4
+ and NO3

− ions from the soil (Alexander 1977) (see Fig. 

 

Figure 1.3. Cytochrome c nitrite reductase (ccNiR). (a) The nitrogen cycle. The 6 electron reduction 

process of nitrite to ammonia is shown by the red lines on the right side going from bottom to top. (b) 

A schematic representation of the heme arrangement. The orange ellipses represent the active site 

hemes. The vertical line denotes the dimer interface. (c) A front view of the overall structure of ccNiR. 

(d) The heme arrangement is shown in the same orientation as that in panels (b) and (c). The active 

sites are found at hemes 1 & 6, located at the top left and its mirror counterpart in the second monomer 

at top right, respectively. (e) A ccNiR crystal during data collection on SBL1. Fig. 1.3a from Kostera 

et al. 2010, Fig. 1.3b from Youngblut et al. 2012, Fig. 1.3c and Fig. 1.3d from Einsle et al. 1999. 
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1.3a). The nitrogen cycle contains two parts: 

aerobic reductive (Fig. 1.3a, black arrow) 

and anaerobic reductive and oxidative 

pathways (Fig. 1.3a, red arrows) (Schmidt et 

al. 2004a; Kostera et al. 2010). CcNiR 

metabolizes nitrite through respiration and 

uses the extracted energy for the formation 

of Adenosine triphosphate (ATP) with no 

free NO or NH2OH released during the 

reduction, as shown by the upward vertical 

red arrow and dashed black arrows in Fig. 

1.3a. These intermediates remain bound to 

the active site heme, as proposed by density 

functional theory (DFT) calculations (Einsle 

et al. 2002; Bykov and Neese 2011; Bykov 

and Neese 2012). CcNiR is therefore an 

interesting candidate for a mix-and-inject X-

ray FEL experiment that may reveal 

significant insights for regulation of the 

nitrogen cycle.  

1.7 α-phycoerythrocyanin (α-PEC) 

The protein α-phycoerythrocyanin (α-PEC) is used to demonstrate the capabilities of the 

Schmidt Beamline 2 (SBL2) to record spectra from photo-reactive proteins which do not enter a 

 

Figure 1.4. (a) The dimeric structure of α-PEC is 

shown in blue and green in its αE-PEC form (PDB 

entry 2J96). The αZ-PEC form, PDB entry 2C7L, is 

not shown. An electron density for the phycoviolobilin 

(PVB) chromophore with pyrrole rings is shown. (b) 

Absorption spectra from α-PEC obtained using the 

Schmidt Beamline 2 (SBL2). Dark absorption spectra 

for the αE-PEC state (blue) and αZ-PEC state (red) of 

α-PEC in solution and transient (difference) spectra 

after a short (5 ns) laser pulse. All spectra are 

obtained from 60 accumulations of 50 ns exposures. 

Green spectrum: 100 ns after the αE-PEC species is 

excited by a laser pulse at 490 nm (cyan arrow). Cyan 

spectrum: 100 ns difference spectrum (green minus 

blue). Orange spectrum: 100 ns difference spectrum 

after the αZ-PEC species is excited by a laser pulse at 

590 nm (orange arrow, spectral change not shown). 

Direction of transition is shown by black arrows. Fig. 

1.4a and Fig. 1.4b modified from Purwar et al. 2013. 
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reversible photocycle. α-PEC is a model photo-reactive switch that can be reversibly changed 

between the two stable forms, αE-PEC (Fig. 1.4a) and αz-PEC. These forms have distinct spectra 

that can be prepared using light of different wavelengths (Fig. 1.4b). Unlike PYP, however, this 

reaction will not return unaided to the initial state after photo-excitation by a laser. To prepare the 

original species the proper wavelength of light must be repeatedly exposed to the sample following 

each laser pulse. The method for preparing these forms will be discussed later in detail (see §2.3.2). 

α-PEC is isolated from phycoerythrocyanin, which is an antenna protein found in some 

cyanobacterial phycobilisomes (Sidler 1994). The PEC of Mastigocladus laminosus has been 

notably characterized (Duerring et al. 1990; Schmidt et al. 2006; Schmidt et al. 2007) and consists 

of a trimer of αβ-dimers. However, only the α-subunit is photoactive (Hong et al. 1993). The αE-

PEC form is prepared by light of wavelength 580 nm while the αz-PEC form by blue light of 490 

nm. The structures of both forms have been well characterized by X-ray crystallography (Duerring 

et al. 1990; Schmidt et al. 2006; Schmidt et al. 2007). α-PEC is an interesting model for study due 

to the similarities with phycobilisome structures in other proteins. An XFEL is the ideal machine 

to probe these reaction intermediates on the ultrafast timescales. 

1.8 Protein Microcrystals 

Since the incredible brilliance of an XFEL destroys protein crystals after only a single shot, 

large quantities of microcrystals are currently needed for each experiment. The small sizes of 

microcrystals also provide the benefits of decreased diffusion times and larger levels of photo-

reaction initiation. There are many proteins that prove challenging to grow large enough crystals 

suitable for a TR-LX experiment. CcNiR is one such example, however beautiful microcrystals 

are easily produced. Additionally, probing the structures of the intermediates in this irreversible 

enzymatic reduction of nitrite to ammonia is not currently possible at a synchrotron. An XFEL is 
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the only machine capable of performing this type of experiment and therefore the technique of 

microcrystal creation is an integral component of these 4th generation light sources. 

1.9 Schmidt Lab (SLAB) Beamlines 1, 2 and 3 (SBL1, SBL2 and SBL3) 

A TR-SFX experiment requires enormous effort and success hinges upon thorough 

preparation: techniques for creating microcrystals must be developed, these samples should then 

be tested with a GDVN and initial studies must be performed to characterize these crystals. Since 

only 15% of all XFEL experiment proposals are ultimately accepted, previous results that strongly 

support such proposals significantly improve the chances for obtaining beamtime. I have, 

therefore, constructed three instruments for the Schmidt Lab (SLAB): 1) the Schmidt Beamline 1 

(SBL1) is a micro-focus X-ray diffraction beamline, 2) the Schmidt Beamline 2 (SBL2) is a near 

ultraviolet / visual wavelength fast microspectrophotometer (Purwar et al. 2013) and 3) the 

Schmidt Beamline 3 (SBL3) is a GDVN fabrication and testing facility. These machines supply 

the crucial initial information that is needed, not only for creating engaging XFEL beamtime 

proposals, but also in preparing for these experiments once beamtime has been awarded.  
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2 Materials and Methods 

2.1 Monochromatic X-ray Crystallography 

2.1.1 Scattering from an Atom 

When X-rays impinge on an atom they are scattered by the electrons. Since the proton is orders 

of magnitude heavier than an electron the nucleus is considered stationary during the scattering 

process. The probability of finding an electron at position r⃗ is given by the electron density, ρ(r⃗). 

The electron density surrounding the nucleus scatters the X-rays within an infinitesimal volume 

element, dV. Scattering and then interference results from each partial wave. If just two volume 

elements are considered, as shown in Fig. 2.1a, then the path difference of the incoming waves 

from direction ŝ0into the scattered direction ŝ1 is 

and the phase difference is 

The strength with which the electrons scatter the X-rays is proportional to the total number of 

electrons of the atom. Since the electron density is spherically symmetric in the first order 

approximation, the total partial wave emanating from the atom into the scattering angle 2θ (Fig. 

2.1a) is obtained by integration over the electron density of the entire atom, 

 fa = √σe ∫ ρ(r⃗)e2πiH⃗⃗⃗∙r⃗⃗dr⃗

 

Vatom

 (2.3) 

 ∆p = r⃗ ∙ ŝ0 − r⃗ ∙ ŝ1 = (ŝ1 − ŝ0) ∙ r⃗ = S⃗⃗ ∙ r⃗ (2.1) 

 ∆φ =
2π∆p

λ
= 2πH⃗⃗⃗ ∙ r⃗,   with   H⃗⃗⃗ =

S⃗⃗

λ
  (2.2) 



 

15 
 

fa in Eqn. 2.3 is called the atomic form factor, √𝛔𝐞 is the Thomson scattering length and 𝐇⃗⃗⃗ is the 

scattering vector. Eqn. 2.3 is 

also recognizable as the Fourier 

equation, therefore the atomic 

form factor is the Fourier 

transform of the electron 

density of the atom. Fig. 2.1b 

contains plots of the atomic 

form factors for Hydrogen, 

Carbon, Oxygen and Iron using 

tables available from the 

International Tables of 

Crystallography (Prince 2006). 

The form factor equals the 

atomic number, Z, in the 

forward scattering direction. 
 

Figure 2.1. (a) Scattering of X-rays by an atom. Incoming X-ray 

plane waves with direction 𝑠̂0 are scattered by an electron density, 

ρ(r⃗). Two infinitesimal volume elements, dV, are separated by a 

vector 𝑟. These volume elements scatter the X-rays and the partial 

waves then interfere into the scattering direction 𝑠̂1. The resulting 

intensity is recorded on a detector. (b) Atomic form factors plotted 

for Hydrogen, Carbon, Oxygen and Iron. The dashed vertical line 

denotes the biological range. 
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2.1.2 Scattering from a Molecule 

Molecules are constructed from an assembly of atoms, each scattering X-rays into the 

scattering angle 2θ according to their atomic form factors. By extension, the structure factor of 

the molecule may be calculated as 

where the sum is now taken over all atoms, 𝐍, in the molecule at positions 𝐑⃗⃗⃗𝐣 with the jth atom 

scattering with its atomic form factor, 𝐟𝐣. Importantly, the structure factor of the molecule is a 

complex number having both a magnitude and phase. 

2.1.3 Scattering from a Crystal 

Protein crystals are periodic structures with internal symmetry. If we divide the crystal into 

small subunits and place within these volumes a protein molecule, the result is called a unit cell. 

The entire crystal is then constructed from a finite periodic array of these unit cells. The structure 

factor of the crystal is given by 

where the sum is over all atoms, 𝐌, in the crystal. Since the crystal is periodic we can rewrite the 

vector in the exponential in two parts, 

 
𝐅𝐂(H⃗⃗⃗) =  ∑ ∑ fje

2πiH⃗⃗⃗∙(R⃗⃗⃗j+R⃗⃗⃗UC)

atoms

j=1

N

n=1

 
(2.6) 

 𝐅M(H⃗⃗⃗) =∑fje
2πiH⃗⃗⃗∙R⃗⃗⃗j

N

j=1

 (2.4)  

 𝐅𝐂(H⃗⃗⃗) = ∑ fme
2πiH⃗⃗⃗∙R⃗⃗⃗m

M

m=1

 (2.5) 
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where 𝐑⃗⃗⃗𝐣 is a vector to an atom within an arbitrary unit cell and 𝐑⃗⃗⃗𝐔𝐂 is a vector to the origin of 

this particular unit cell from the origin of the coordinate system, as shown in Fig. 2.2. With 𝐑⃗⃗⃗𝐦 =

𝐑⃗⃗⃗𝐣 + 𝐑⃗⃗⃗𝐔𝐂 we can separate this double sum into a product of two sums, 

The first sum is called the lattice factor, 𝐆, and the second sum is recognizable as the structure 

factor of the molecule, now summed over all atoms in the unit cell. Since 𝐑⃗⃗⃗𝐔𝐂 is a linear 

combination of the unit cell vectors a⃗⃗, b⃗⃗ and c⃗, the lattice factor can be rewritten as a triple sum 

where u, v and w are integers and 𝐔 ∙ 𝐕 ∙ 𝐖 = 𝐍, where 𝐍 is the number of unit cells in the crystal, 

(U along 𝐚⃗⃗, V along 𝐛⃗ and W along 𝐜⃗). Each of these sums are generally zero. However, when 

 

H⃗⃗⃗ ∙ a⃗⃗ = h 

H⃗⃗⃗ ∙ b⃗⃗ = k 

H⃗⃗⃗ ∙ c⃗ = l 

(2.9a) 

(2.9b) 

(2.9c)  

with h, k and l integers, these sums will be different from zero. Eqns. 2.9 are known as the Laue 

conditions.  

 
𝐅𝐂(H⃗⃗⃗) = ∑e2πiH⃗⃗⃗∙R⃗⃗⃗UC ∑ fje

2πiH⃗⃗⃗∙R⃗⃗⃗j

atoms

j=1

N

n=1

 
(2.7) 

 

G =∑e2πiH⃗⃗⃗∙R⃗⃗⃗UC
N

n=1

= ∑∑ ∑ e2πiH⃗⃗⃗∙(ua⃗⃗+vb⃗⃗⃗+wc⃗⃗)
W−1

w=0

V−1

v=0

U−1

u=0

= ∑ e2πiH⃗⃗⃗u∙a⃗⃗
U−1

u=0

∑e2πiH⃗⃗⃗v∙b⃗⃗⃗
V−1

v=0

∑ e2πiH⃗⃗⃗w∙c⃗⃗
W−1

w=0

 

(2.8) 
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2.1.4 The Reciprocal Lattice  

From the real space crystal 

lattice we may also construct the 

reciprocal lattice in such a way 

that the Laue conditions will be 

automatically fulfilled. If a 3-

dimensional real space crystal 

lattice is considered with unit cell 

vectors a⃗⃗, b⃗⃗ and c⃗, the reciprocal 

lattice vectors a⃗⃗∗, b⃗⃗∗ and c⃗∗ may 

be calculated as 

 a⃗⃗∗ =
b⃗⃗ × c⃗

a⃗⃗ ∙ (b⃗⃗ × c⃗)
 (2.10a) 

 b⃗⃗∗ =
c⃗ × a⃗⃗

a⃗⃗ ∙ (b⃗⃗ × c⃗)
 (2.10b) 

 c⃗∗ =
a⃗⃗ × b⃗⃗

a⃗⃗ ∙ (b⃗⃗ × c⃗)
 (2.10c) 

The scattering vector, H⃗⃗⃗, may now be expressed as a linear combination of the reciprocal lattice 

vectors with the Laue integers as the constants, 

 

 

 H⃗⃗⃗hkl = ha⃗⃗∗ + kb⃗⃗∗ + lc⃗∗ (2.11) 

 

Figure 2.2. A 2-dimensional crystal lattice. Each unit cell 

contains one molecule that is constructed from just two atoms. 

The vector 𝑅⃗⃗𝑚 can be separated into the two vectors 𝑅⃗⃗𝑈𝐶 and 

𝑅⃗⃗𝑗. The unit cell vectors, 𝑎⃗ and 𝑏⃗⃗, are noted in the lower left. 
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Since a⃗⃗∗, b⃗⃗∗ and c⃗∗ are generally not mutually orthogonal, 

One can also show that 

where 𝐝𝐡𝐤𝐥 is the spacing between reciprocal lattice planes with Miller Indices (hkl). Readily 

apparent is the observation that for higher-order reflections (i.e., H⃗⃗⃗hkl = nh𝑎⃗∗ + nk𝑏⃗⃗∗ + nl𝑐∗, n 

an integer), |H⃗⃗⃗|
hkl

 is longer and dhkl is correspondingly shorter. Eqns. 2.10-2.12 may be described 

schematically as shown in Fig. 2.3 by a reciprocal lattice construction.  

An assumption is made that 

the X-ray energy is conserved 

(i.e., the interaction is elastic), 

implying that the wavelength 

does not change during the 

scattering process, hence λin =

λout. When radiation of 

wavelength λ scatters from the 

reciprocal lattice of a crystal, 

then the Laue conditions imply 

that only those scattering vectors 

 

 

|H⃗⃗⃗|
hkl

=

√
  
  
  
  
 
(ha⃗⃗∗)2 + (hka⃗⃗∗ ∙ b⃗⃗∗) + (hla⃗⃗∗ ∙ c⃗∗) + (khb⃗⃗∗ ∙ a⃗⃗∗) + (kb⃗⃗∗)

2

+(klb⃗⃗∗ ∙ c⃗∗) + (lhc⃗∗ ∙ a⃗⃗∗) + (lkc⃗∗ ∙ b⃗⃗∗) + (lc⃗∗)2
 

(2.12a) 

 |H⃗⃗⃗|
hkl

=
1

dhkl
 (2.12b) 

 

Figure 2.3. The Ewald Sphere has a radius of 1 𝜆⁄ . The Laue 

conditions state that only those scattering vectors which lie on the 

Ewald Sphere will lead to Bragg spots at the detector in the far 

field. The scattering angle is 2𝜃. If we consider the vector 𝐻⃗⃗⃗ 2⁄ , 

then Bragg’s equation may be derived. 
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H⃗⃗⃗hkl which lie on the so-called Ewald Sphere will produce a scattering pattern at the detector in 

the far field. The radius of the Ewald Sphere is 1 λ⁄  and the scattering angle is 2θ. If we now 

consider H⃗⃗⃗hkl 2⁄ , then Bragg’s equation can be derived by trigonometry, 

 sin θ =

|H⃗⃗⃗|
hkl
2
1
λ

=
λ|H⃗⃗⃗|

hkl

2
 (2.13) 

or, 

 

2 sin θ

|H⃗⃗⃗|
hkl

=
2 sin θ

1
dhkl

= 2dhkl sin θ = λ 
(2.14) 

The Laue conditions combined with the elastic scattering condition therefore leads to Bragg’s 

equation, 

 
2 sin θ

nλ
=
1

d
 (2.15) 

where 𝐝 is the spacing between reflection planes and n, an integer. Fig. 2.3 also provides a 

straightforward means to determine the physical resolution limit. In Eqn. 2.15, we see that the 

minimum resolution is obtained when sin θ is a maximum (e.g., θ = π 2⁄ ) so that 

 dmin =
λ

2
 (2.16) 

This implies that any reciprocal lattice points which lie further away than 2 λ⁄  from the origin of 

the reciprocal lattice will not cut through the Ewald Sphere and will never produce Bragg spots. 

In practice, however, the physical resolution limit is not realistically achievable since detectors 

usually do not cover 4π. The experimental resolution limit is then set by the minimum sample-to-

detector distance, the wavelength of the X-ray radiation and the size of the detector. A specific 
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example of this constraint will be discussed later for SBL1. The general equation for determining 

the experimental resolution is 

 d =  
λ

2 sin (
1
2 tan

−1 (
r
L))

 (2.17) 

where λ is the X-ray wavelength, r is the radius of the detector and L is the sample-to-detector 

distance. 

2.1.5 Mosaicity and Structural Heterogeneity 

Protein crystals are not perfect. During crystallization the molecules do not align themselves 

in an ideal periodic arrangement throughout the crystal but instead may form numerous mosaic 

blocks (Rupp 2009). A crystal is therefore not a single object but rather is a collection of these 

mosaic blocks, each with slightly different orientations. The mosaicity characterizes this long 

range disorder in the crystal. The effect of mosaicity is an angular broadening of the reciprocal 

lattice points, as seen in Fig. 2.4. This broadening leads to Bragg reflections that are observed 

through an angle of rotation, γ. Consequently, if the crystal is not rotated during an X-ray exposure 

then only a partial Bragg reflection will be observed. If the crystal is rotated through an angle of 

rotation, φ, less than the mosaicity (i.e., φ < γ), then a 

partial reflection will again be observed. However, the 

next diffraction images will record the remainder of the 

Bragg reflection and crystallographic software would 

properly integrate the full reflection intensities 

corresponding to the same reciprocal lattice points. 

Improper freezing during sample mounting can also 

increase the mosaicity. 

 

Figure 2.4. A reciprocal lattice point 

has been broadened by the mosaicity, 

γ, of the crystal. 
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Other factors contribute to a broadening or reduction of the measured Bragg intensities. For 

example, the beam divergence leads to a broadening of Bragg reflections. For lab X-ray sources 

the bandwidth is reasonably small but the beam divergence may be too large to resolve reflections 

for those protein crystals with large unit cell dimensions. An ideal crystal has unit cells in which 

the molecules not only have the same position but also the same orientation throughout the crystal. 

In reality, however, molecules are flexible constructs which leads to structural heterogeneity where 

atoms can be slightly shifted in each unit cell from their equilibrium positions. These types of 

disorder are called static disorder since the motion occurs on timescales slower than the time 

resolution of the experiment. Dynamic disorder describe effects that occur on timescales much 

faster, such as vibrations of the atoms about their equilibrium positions. These vibrations lead to a 

broadening of the observed electron density. Additionally, parts of the molecules may vary 

transiently between slightly different conformations.  

All of the disorders described above, both static and dynamic, contribute to the Debye-Waller 

Factor (DWF) (Housley and Hess 1966) 

where 〈𝐱𝟐〉 is the mean square displacement, θ is one half of the scattering angle, λ is the 

wavelength of the X-ray radiation and 𝟖𝛑𝟐〈𝐱𝟐〉 is the B-factor. One can see that the DWF is less 

than one except in the forward scattering direction when θ is zero. Therefore, the scattered intensity 

is reduced for larger values of θ. Because the DWF depends on 〈x2〉 there is no explicit distinction 

between static disorder and dynamic disorder.  

 DWF = exp [−8π2〈x2〉
sin2 θ

𝜆2
] (2.18) 
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2.1.6 Polarization Factor, Lorentz Factor and the Integrated Scattered Intensity 

Since X-rays are scattered by the electrons in an atom and the crystal is rotated during an 

exposure, this leads to correction factors that must be properly accounted for when integrating the 

reflection intensities. In addition to taking care that all partial reflections corresponding to a 

particular reciprocal lattice point are integrated as a single reflection, any data reduction software 

must also include corrections due to the polarization factor and Lorentz factor. When X-rays are 

diffracted the amplitude of the scattered radiation depends on the angle between the initial 

polarization and the scattered polarization directions as cos 2θ, where 2θ is the scattering angle. 

There are 3 cases to consider: (i) the incoming X-ray polarization is perpendicular to the 

polarization of the scattered radiation; (ii) the incoming X-ray polarization is coplanar with the 

polarization of the scattered radiation; (iii) the incoming X-rays are completely unpolarized and 

the amplitude of the scattered X-rays is a mixture of cases (i) & (ii). Since the intensity of the 

radiation goes as the square of the amplitude, the polarization factor is 

 
cos2(2θ) + 1

2
 (2.19) 

The Lorentz factor depends in part on the intersection of the diffraction volume of a reflection 

with the Ewald Sphere, which goes as 1 λ2⁄ . The time a reciprocal lattice point takes to cut through 

the Ewald Sphere is 

 
λ

ω sin(2θ)
 (2.20) 

 and the Lorentz factor becomes 

 
λ3

ωsin(2θ)
 (2.21) 
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Combining all of these correction terms the intensity scattered by a crystal from incoming X-rays 

of wavelength λ and intensity I0 into the scattering angle 2𝜃 is found to be 

where 𝛔𝐞 is the Thomson scattering cross section and |𝐅𝐌(𝐇⃗⃗⃗)|
𝟐
 is the amplitude of the structure 

factor of the molecule squared (Rupp 2009). 

2.1.7 Single Crystal Sample Preparation 

For structure determination protein crystals must be produced. The protein is grown using a 

suitable expression system and then harvested from these bacteria. To select (purify) the desired 

protein, chromatographic methods are employed. A detailed description of these methods is 

beyond the scope of this dissertation and will not be discussed. However, the general process for 

producing large single crystals of PYP and ccNiR is now presented.   

PYP is overexpressed and purified as reported elsewhere (Borgstahl et al. 1995). Large single 

crystals of PYP are grown using Na-malonate as a precipitant. Hanging drops are formed by 

mixing 5 µL of 35 mg/mL PYP with 2.7 mol/L Na-malonate (pH=7). Crystals which are large 

enough for a single crystal monochromatic X-ray diffraction experiment normally grow within a 

week. 

The overexpression and purification of ccNiR is described elsewhere (Youngblut et al. 2012). 

To create suitable large single crystals of the native ccNiR form, 50 mmol/L of triethanolamine 

(TEA) is used as buffer with 18% polyethylene glycol (PEG) 4k (pH=8.25). Crystal drops are 

mixed using a 1 µL:1 µL ratio with the purified protein and the plates are stored at 4 °C. Hanging 

drops are used and crystals typically form after 7 days. 

 Ih,k,l =
I0σeNλ

3

ω

cos2(2θ) + 1

2 sin(2θ)
|FM(H⃗⃗⃗)|

2
 (2.22) 
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Protein overexpression and purification for the nitrite-bound form of ccNiR is identical to that 

described above for the native form. Large single crystals are grown in a 50 mmol/L buffer of TEA 

(pH=8.25) with 18% PEG 4k and 20 mmol/L Na-nitrite. The solution is mixed in a 1 µL:1 µL ratio 

with the purified ccNiR. The hanging drop method is used and large single crystals usually develop 

in 7-14 days. 

2.1.8 Single Crystal Sample Mounting 

Once high quality crystals of large enough size have been produced, the 3-dimensional 

structure may be determined by single crystal monochromatic X-ray diffraction methods. General 

techniques for mounting samples for these experiments are presented here. The SBL1 and 

BioCARS 14-ID-B beamline can accommodate sample mounting methods that use either a 

standard brass specimen pin (Hampton Research, HR4-661) or a magnetic base. The brass 

specimen pin has the dimensions 12.8 mm length, 3.2 mm outer diameter (OD) and 1.4 mm inner 

diameter (ID). The magnetic base has a magnetic platform with an OD of 9.7 mm and a mounting 

post of 12.8 mm length and 3.2 mm OD which mounts to the goniometer in the same manner as 

the brass specimen pin.  

Single crystals may be mounted in cryoloops (Fig. 2.5a) or in a glass capillary (Fig.2.5b) 

attached to a brass specimen pin. Powder samples may also be used when mounted in glass 

capillaries, as seen in Fig. 2.5c. To mount a sample in a cryoloop, a crystal is first harvested from 

the crystallization tray and placed into a ~2-4 µl drop of an appropriate cryobuffer on a cover slide. 

These cryobuffers will vary, but for PYP a mixture of 10% glycerol, 2.8 mol/L Na-malonate and 

20% sucralose would be used. For collecting images of the native form of ccNiR the cryobuffer 

consists of a mixture of 20% PEG 8k, 10% Glycerol and 50 mmol/L TEA. These cryobuffers are 

used to reduce ice formation and protect the crystal during the freezing process as the samples are 
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normally maintained at 100 K by a nitrogen cryostream. A cryoloop is used to collect the crystal 

from the cryobuffer and is then mounted immediately and swiftly onto the goniometer using the 

magnetic base so that the crystal is flash frozen by the cryostream. 

Glass capillary mounted crystals are typically used to collect room temperature data. An Ø1 

mm OD borate silica glass capillary is first mounted inside an Ø1.4 mm ID brass specimen pin 

and glued in place with epoxy. Once the epoxy has cured the capillary is cleaved at both ends using 

a tweezer. One end of the capillary is clipped flush with the brass specimen pin. To determine 

where to cleave the other end the capillary is mounted onto the goniometer and the approximate 

location of the X-rays on the capillary is indicated using a fine tip marker. The capillary may now 

be trimmed with the tweezers a few centimeters past this mark. A crystal is then taken from the 

crystallization tray and placed into a ~2-4 µl drop of mother liquor. A pipette tip is connected with 

a short piece of rubber tubing to the brass specimen pin. The crystal is then transferred out of the 

drop into the capillary using the pipette and carefully positioned using a glass fiber at the pre-

marked location that will place it into the X-ray beam once mounted onto the goniometer. Using 

finely cut strips of coffee filter paper the excess liquid is wicked away, leaving only a thin layer 

surrounding the crystal. A small 

amount of mother liquor is placed at 

the end of the capillary to prevent 

drying of the sample before both 

ends are sealed using epoxy. Powder 

samples are created in a similar 

manner as the glass capillary 

method, except instead of a large 

 

Figure 2.5. SBL1 sample mounting methods. (a) PYP crystal 

mounted in a cryoloop. (b) PYP crystal mounted in a capillary. 

(c) PYP microcrystal powder sample mounted in a capillary. 

The white crosshairs in each panel denotes the X-ray 

interaction region. 
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single crystal a dense mixture of small microcrystals is transferred into the capillary and the ends 

are then sealed as before with epoxy. 

2.1.9 Single Crystal Data Collection 

A general data collection strategy for obtaining 2-dimensional diffraction images from large 

single crystals at cryogenic temperatures using monochromatic X-ray diffraction (e.g., the 

BioCARS 14-BM-C instrument and SBL1 beamline) will be described here. Diffraction images 

are collected using the rotation method (Bragg and Bragg 1949). The sample is aligned into the 

X-ray beam at the rotation axis and during the X-ray exposure the sample is continuously rotated 

through an angle φ, typically 0.1°-0.3°. The diffraction pattern is read out and images are collected 

until the reciprocal space has been sufficiently sampled. The total angular rotation needed depends 

on the symmetry of the crystal. For a crystal with no symmetry (except Friedel symmetry), a total 

of 180° rotation would be the minimum required to completely sample the reciprocal space once. 

If each of the images spanned a rotation width of φ = 0.2°, for instance, then a total of 900 images 

would need to be recorded. 

2.1.10 Single Crystal Data Reduction 

Once a complete monochromatic dataset has been recorded the data must be reduced and an 

interpretable electron density map (EDM) produced. EDMs delineate the real space average 

positions of the electrons that created the diffraction patterns. EDMs will be discussed in more 

detail below. For the purposes of this section a structural model of the protein in question is 

assumed to be known. Methods to determine unknown phases are beyond the scope of this 

dissertation but can be determined by multiple isomorphous replacement (MIR) (Hendrickson 

1985), multiple anomalous dispersion (MAD) (Hendrickson 1997) and molecular replacement 

(MR) (Mccoy et al. 2007; Mccoy 2007). Only the method of MR will be discussed. All of the 
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programs described here in ‘Italics’ are part of the CCP4 Crystallographic Software Suite (Bailey 

1994; Winn et al. 2011; Krissinel 2015).  

The diffraction images are first loaded into ‘iMosflm’ to perform spot finding, indexing, cell 

refinement and integration of reflection intensities. During spot finding reflections are located in 

the image(s) that satisfy user-adjustable parameters. These spots are then indexed by assigning 

Miller Indices (hkl) (see §2.1.4 and Eqn. 2.11) to the reflections, which define a set of planes 

orthogonal to the scattering vector  H⃗⃗⃗hkl. Since subsequent images are related to previous ones 

simply by a rotation of the angle φ, manual indexing of every diffraction image is not necessary. 

Although one image is sufficient for determining an initial crystal orientation, in practice ‘iMosflm’ 

typically needs a small subset of the dataset (<10 exposures) for accurate indexing. A collection 

of indexing solutions is listed by ‘iMosflm’ from which the user selects the best orientation, 

spacegroup and initial unit cell parameters. The mosaicity is also estimated during indexing and 

is further refined as data reduction proceeds through the integration of reflection intensities. 

Next, cell refinement is performed by comparing the predicted reflections with the observed 

reflections and minimizing the differences by adjusting the unit cell parameters and detector 

parameters. This geometric refinement process uses the root mean squared deviations (RMSD) 

and number of overlapped reflections as a basis for comparison between the predicted reflections 

of the refined parameters and the observed intensities until minimization is achieved. Finally, 

‘iMosflm’ integrates the reflection intensities for each (hkl) and produces a single output file. 

Once the integrated reflection intensities have been determined, ‘Scala’ (Evans 2006) merges 

the reflections and places them on the same scale and then ‘Truncate’ determines the structure 

factor amplitudes. The program ‘Freerflag’ is used to select a small subset (normally ~5%) of the 

structure factor amplitudes which will not be used during refinement of the structural model. This 
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5% portion of the data are later compared to all other reflections to assess if over-fitting of the data 

has occurred (Brunger 1992; Brunger 1993). Further discussion concerning refinement will be 

described in detail in §2.1.11.  

If the observed unit cell parameters differ significantly from the known structural model then 

a MR strategy may be employed. The structure factor amplitudes determined by ‘Truncate’ and 

the known model are used to phase a new model with the program ‘Phaser’. The first step in MR 

is to determine the orientation of the known structural model in the crystal. Next, a translation 

determines the position of the model within the unit cell. If the MR is successful, ‘Phaser’ will 

output a new structural model of the protein with improved phases. 

To generate an EDM the structure factors are needed, which requires both amplitudes and 

phases. To do this, the observed structure factor amplitudes, |Fobs(hkl)|, are brought to an 

absolute scale by scaling them with the calculated structure factor amplitudes of the model, 

|Fcalc(hkl)| (Schmidt et al. 2010). The program ‘SFALL’ is used to determine structure factors 

from the structure factor amplitudes provided by ‘Truncate’ and the phases of the structural model, 

ϕ(hkl), obtained from the PDB (or from the MR solution output by ‘Phaser’). Once the structure 

factors have been determined an EDM may be produced. Since the structure factor is the Fourier 

transform of the electron density distribution of the crystal the EDM may be calculated by the 

equation 

where V is the volume of the unit cell. The program ‘FFT’ is used to calculate EDMs. Once an 

EDM has been determined a molecular visualization program such as PyMOL (DeLano and 

 ρ(𝑅⃗⃗) =
1

V
∑|Fobs(hkl)|e

iϕ(hkl)e−2πi(𝐻⃗⃗⃗∙𝑅⃗⃗)

hkl

 (2.23) 
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Schrödinger), ‘Coot’ (Emsley et al. 2010) or Chimera (Pettersen et al. 2004) can display the map 

along with the structural model. 

2.1.11 Assessment of Data Quality, Structural Refinement and Analysis 

 Some measures are generated by the program ‘Scala’ which guide the assessment of data 

quality, completeness, resolution ranges and internal consistency. One of these measures is the 

quantity Rmerge (Evans 2006),    

where Ihm is mth observation of the reflection h and 〈𝐈𝐡〉 are the average integrated intensities for 

all observed reflections of Miller Indices (hkl). Another coefficient, Rmeas, may be calculated by 

the equation  

where nh are the number of observations of reflection h. The values of Rmerge and Rmeas should be 

<10% overall and <50% in the high resolution shell. Other data quality measures include the 

completeness and multiplicity of the reflections. These quantities describe the amount of reciprocal 

space that has been sampled by the data and the average number of identical (or symmetry 

equivalent) reflections that have been observed, respectively. For high quality data the 

completeness should be >95% with a multiplicity > 3. 

The program ‘Refmac’ (Murshudov et al. 1997; Vagin et al. 2004) is normally used for 

structural refinement. The two most frequently employed refinement modes are the rigid-body and 

restrained refinement. In a rigid-body refinement the entire molecule is moved as one unit (the 

 Rmerge =∑∑
|I𝐡m − 〈I𝐡〉|

〈I𝐡〉
m𝐡

 (2.24) 

 Rmeas =∑(
nh

nh − 1
)

1
2

nh

∑ |I𝐡m − 〈I𝐡〉|m

∑ ∑ 〈I𝐡〉m𝐡
 (2.25) 
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individual atoms are not moved independently) and maximally overlapped with the observed 

structure factors. During a restrained refinement the structural model is fitted to the observed 

structure factors while keeping the geometry of the model within an acceptable parameter range 

defined by empirical factors called the restraints.  

A measure of the quality of the refined model is given by comparing the values of the 

correlation coefficients Rcryst and Rfree. Both of these quantities are calculated using the same 

equation. However, Rfree uses only the 5% subset of the reflections that were flagged earlier by 

‘Freerflag’ which were not used for refinement. Rcryst is calculated from the other 95% of the 

reflections which were used during refinement. Rcryst and Rfree may be calculated by the equation,   

where |Fh| are the observed structure factor amplitudes of reflection h and |Fcalc| are the calculated 

structure factor amplitudes from the refined model. 

Refinement typically begins by manually removing the waters from the known structural 

model obtained from the PDB. A rigid-body refinement is performed until the values of Rcryst and 

Rfree do not change appreciably from cycle to cycle. A restrained refinement is then run until the 

values of Rcryst and Rfree converge and again remain largely unchanged. A water search is 

performed using ‘Coot’ on the so-called difference electron density (DED) map produced by 

‘Refmac’ and these molecules are then added to the refined model. A final restrained refinement 

is run until either Rcryst and Rfree converge or once more do not vary significantly.  

To determine if the refinement is successful, ‘Coot’ is used to check the fit of the refined 

structural model with the observed electron density. Upon inspection, if there are residues found 

 Rcryst = Rfree =∑||F𝐡| − |Fcalc||

𝐡

    ∑|F𝐡|

𝐡

⁄  (2.26) 
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to be misaligned with the EDM then these may be reoriented using tools provided in ‘Coot’. If any 

manual model corrections are made then a restrained refinement should again be performed. Once 

refinement is complete, the final values of Rcryst and Rfree are compared to assess 

whether |Rcryst − Rfree| ≤ 0.07, which will be the case for excellent to average quality data. 

‘Coot’ also provides the capability to measure atomic distances and angles within the model.  

2.2 Time-Resolved Serial Femtosecond Crystallography (TR-SFX) 

2.2.1 TR-SFX: Microcrystal Samples 

For SFX experiments, microcrystals of sufficient quality and quantity must be produced. The 

phase diagram shown in Fig. 2.6a outlines the theory for the formation of protein crystals (Bergfors 

1999; McPherson  1944- 1999). These phase zones include the undersaturation zone, 

supersaturation zone, precipitation zone, nucleation zone and metastable zone (Chayen and 

Saridakis 2008). Although computer modeling and high-throughput robotic screening facilities 

may accelerate a mapping of the phase diagram (Rupp and Wang 2004), trial-and-error remains 

an effective method for determining the optimum conditions for crystal growth. The red line in 

Fig. 2.6a demonstrates one possible path for microcrystal creation. In this method the precipitant 

concentration is held fixed while the protein concentration is quickly increased into the boundary 

between the nucleation and precipitation zones. This process leads to the creation of a large number 

of crystals. These crystals then grow until an equilibrium is achieved in the metastable zone. The 

size of the subsequent crystals can therefore be controlled by limiting the volume of the available 

protein surrounding these sites. The mechanism for this control is the adjustment of the density of 

nucleation sites. Although this technique is generally applicable to almost any protein, trial-and-

error is required to determine the optimum pH, precipitant and protein concentrations. 



 

33 
 

A protocol for growing PYP 

microcrystals is described here. This 

method was used for both the 

nanosecond (ns) and fs PYP 

experiments. Although this procedure 

is optimized for PYP the general 

technique is applicable for other 

proteins, including ccNiR and α-PEC. 

The protein volumes used in this 

protocol are intended for large scale 

production of microcrystals during an 

XFEL experiment. However, these 

volumes are scalable to practically any 

desired size.  

~15 mL total volume of purified PYP protein (30-40 mg/mL) is combined from multiple 

Eppendorf tubes into one 15 mL centrifuge tube. The initial concentration of the combined PYP 

(CPYP,i) is determined by diluting a ~10 µL volume of the solution by an appropriate factor (e.g., 

Dfac = 10) and measuring the absorption at the absorption maximum wavelength for PYP in 

solution of 446 nm (A446) with a Thermo Scientific NanoDrop 2000c spectrometer. CPYP,i  is 

calculated using the equation 

 CPYP,i = A446 ×
14,700 [g mol⁄ ]

45,500 [cm2 mmol⁄ ]
× Dfac ×

1

L
 (2.27) 

 

Figure 2.6. Microcrystal formation. (a) The Protein 

crystallization phase diagram guides the selection of protein 

and precipitant concentrations. The red line represents a 

possible trajectory for microcrystal formation. (b) PYP 

microcrystals of ~ 2 x 2 x 10 µm3 are shown here in a 

Neubauer counting chamber, along with a close-up detail. 

The faint white squares are 50 x 50 µm2 in size and are used 

to estimate the crystal size and the total number of 

microcrystals per unit volume. A microcrystal concentration 

of 1010-1011 microcrystals/mL is usually sufficient for an 

XFEL experiment. Fig. 2.6a from Chayen et al. 2008. 
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where L is the path length of the spectrometer (1 mm for the NanoDrop). Using standard 

conversion values, CPYP,i is expressed in units of [mg/mL]. The desired final PYP concentration is 

CPYP,f = 135 mg mL⁄ . The concentration factor (Cfac) is determined by the equation 

The ~15 mL of PYP is distributed equally into 4 centrifuge concentrators and the final protein 

volume is determined by taking the initial volume in each concentrator and dividing by Cfac. The 

PYP solution is then centrifuged at 8000 g at 22 °C for ~ 11 minutes until the final volume, VPYP,f =

VPYP,i Cfac⁄ , is obtained. Combining the PYP from all spin filters into one 15 mL centrifuge tube, 

100 µL of the Na-citrate run through from one of the spin filters is used to rinse all of the 

membranes (each of the spin filters is rinsed with this same 100 µL Na-citrate run through). The 

100 µL PYP rinse solution is added to the 15 mL centrifuge tube to harvest all possible PYP. The 

final concentration of the combined PYP solution (CPYP,f) is determined by diluting a ~10 µL 

volume of the the solution by an appropriate factor (e.g., Dfac = 100) and again measuring the 

absorption at 446 nm (A446) with a spectrometer. CPYP,f is calculated in the same manner as CPYP,i  

using Eqn. 2.27 with the new values for A446 and Dfac. If CPYP,f is too large then the solution is 

diluted with the Na-citrate buffer run through. Conversely, if CPYP,f  is too small then centrifugation 

is continued until the target  CPYP,f  is obtained.  

The concentrated PYP is divided into small centrifuge concentrators in VPYP = 100 µL each 

and a volume of Na-malonate (pH=7) is added into each concentrator given by the formula  

 Cfac =
CPYP,f
CPYP,i

 (2.28) 

 Vmalonate = VPYP ×
Cmalonate,desired

(Cmalonate,stock − Cmalonate,desired)
 (2.29) 
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where Cmalonate,desired is the desired Na-malonate concentration (3.2 mol/L for this protocol) and 

Cmalonate,stock is the stock Na-malonate concentration (4.45 mol/L for this protocol). All spin 

concentrators are now vortexed until everything is thoroughly mixed (the solution should be 

entirely cloudy). The spin filters are kept at room temperature for one hour after adding the Na-

malonate. The samples are then centrifuged at 10,000 g for 2 hours at 22 °C. Next, the spin filters 

are vortexed vigorously and stored at room temperature for 4 hours.  The microcrystal mixture 

from all of the concentrators is then distributed equally into Eppendorf tubes and the concentrator 

membranes are rinsed with 100 µL of 3 mol/L Na-malonate to harvest all of the sample. The 

Eppendorf tubes are then spun down at 20,000 g for 10 minutes (the PYP microcrystals float to 

the top and the solution below should be nearly clear). Using a needle and 1 mL syringe (or a 

pipette with a gel loading tip) as much as possible of the clear solution below is transferred out 

and 800 µL of 3 mol/L Na-malonate is added into each Eppendorf tube and vortexed thoroughly. 

The samples are then filtered with a 20 µm stainless steel filter into a 15 mL centrifuge tube and 

vortexed one last time. Immediately before loading the samples into a reservoir for the experiment 

the samples are vortexed and filtered through a 10 µm stainless steel frit. 

2.2.2 TR-SFX: T0 Determination and the Timing Tool 

The quantity T0 designates the temporal overlap between the arrival time of the X-ray and laser 

pulses. The determination of T0 for a ns XFEL experiment is straightforward and may be 

accomplished by using a photo-diode placed at the sample position to record the arrival of the laser 

pulses using an oscilloscope. These traces are then compared to the traces from the LCLS timing 

signals. A delay called the ns offset time (discussed in detail below) is varied until temporal overlap 

of the two signals is achieved at the sample position. This particular ns offset time now defines T0 

to ns accuracy. This timing method was used for the ns PYP experiment. 
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When experiments at the LCLS probe time-delays at the fs timescale then an instrument called 

the timing tool (Bionta et al. 2014; Hartmann et al. 2014) is used to accurately determine the delay 

between X-ray and laser pulses with single-digit fs precision for every snapshot. For TR-SFX 

experiments on photo-active proteins at ultrafast timescales the LCLS normally uses a titanium 

sapphire (Ti:sapph) Coherent Legend CPA system (Coherent Inc.) to generate 40 fs laser pulses 

at an 800 nm wavelength and 120 Hz. These pulses are then split by a beam splitter so that a portion 

of the pulse train is sent to the timing tool and the majority to a HE-TOPAS-Prime (Light 

Conversion Ltd.) parametric amplifier (if a wavelength other than 800 nm is desired). The 40 fs 

Ti:sapph laser pulses (800 nm wavelength) that are sent to the timing tool are then chirped with 

glass for a final pulse duration of 1.5 ps. This method produces a stretched pulse where longer 

wavelengths arrive before shorter wavelengths. These pulses are then directed to a motorized delay 

stage before being sent through the 2 µm thick silicon nitride (Si3N4) target at the timing tool. The 

resulting spectrums are recorded at 120 Hz using an Acton SP2500 (Princeton Instruments) 

spectrometer.  

Every X-ray pulse is also passed through the Si3N4 target which causes the reflectivity of the 

material to change and the chirped laser pulses are more heavily absorbed. This increased 

absorption results in a dip of the spectrum which corresponds to a time-delay between X-rays and 

laser due to the chirped nature of the laser pulse. Using this timing information each diffraction 

pattern may be sorted into arbitrary timing bins, enabling a flexible data collection strategy where 

multiple time-delays may be collected from a single time-delay. The shot-to-shot jitter of the X-

ray arrival time is 280 fs (Glownia et al. 2010) and so for a particular time-delay, TP, data may be 

conveniently separated into timing bins from TP − 280 fs to TP + 280 fs. The shortest width of a 

timing bin therefore only depends on how many images are obtained at a particular time-delay. 
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Further details concerning the timing tool will be presented below during the discussion of how T0 

is determined for fs experiments. 

The determination of T0 for a fs experiment is a much more involved process than that needed 

for a ns experiment. To completely describe the timing method three terms must first be explained: 

(i) the ns offset delay adjusts the relative time-delay between X-rays and laser pulses; (ii) the ns 

target time sets the desired time-delay between the laser and X-ray pulses; (iii) the timing tool 

delay stage is a motorized set of mirrors used to match the time-delay set by the ns target time to 

the timing tool so that the spectroscopic traces of the laser pulses through the timing target can be 

captured on the spectrometer.  

The procedure for determining T0 and calibrating the timing tool is described here. A fast 

photo-diode is mounted outside of the evacuated chamber and pointed inward toward a YAG target 

that is placed at the sample location. The ns target time is set to 0.0 ns and the X-ray focal spot is 

defocused so that the spot diameter is slightly larger than the laser spot size (Ø90 µm for the fs 

PYP experiment). The laser mirror is adjusted so that the X-ray and laser pulses are spatially 

overlapped on the YAG target. Photo-diode traces are examined with only the X-rays present at 

the YAG target and the amplitude of the curve is noted. Laser pulses are then started and the ns 

offset time is slowly adjusted until the amplitude of the diode trace experiences a minimum. For 

this ns offset time the X-ray and laser pulses are temporally overlapped at the YAG target and T0 

has been determined to better than 130 fs. This ns offset time now defines the experimental time 

T0.  

Keeping both the ns offset time and ns target time fixed, the timing tool delay stage is moved 

until the dip in the laser spectrum recorded by the spectrometer is positioned, on average, at pixel 

number 600. The current position of the timing tool delay stage is now correlated with the ns offset 



 

38 
 

time, T0, determined previously by the photo-diode. Keeping the timing tool delay stage and ns 

target time fixed the ns offset time is now varied in fine time steps through a total of 1.5 ps, which 

is the width of the chirped laser pulse. At each new ns offset time the X-ray / laser delay is 

calculated by determining the pixel number of the midpoint of the rising edge of the spectrum, as 

shown in Fig. 2.7b. This pixel number is called the edge pixel. Approximately 500 of these 

spectrums are used and the average of the calculated edge pixel values for these images is 

determined for each ns offset time. These edge pixels now map directly to a particular ns offset 

time and, therefore, to a time-delay between the X-ray and laser pulses. The resulting calibration 

curve is shown in Fig. 2.7a. The edge pixel calculation for the fs PYP experiment was performed 

by Dr. Anton Barty by first subtracting the spectrum of the chirped laser pulse with no X-rays 

present from the ‘X-ray + laser’ spectrum. This difference spectrum was then convoluted with a 

digital filter signal provided by CXI beamline scientist Dr. Jason Koglin. The pixel number 

corresponding to the largest value of the resulting convoluted signal was then selected as the edge 

pixel. This method has also been described elsewhere (Barends et al. 2015).  

Before data collection begins the ns offset time is returned to the T0 value determined by the 

photo-diode and the ns target time is changed to the desired experimental time-delay. The timing 

tool delay stage is also moved by ∆d [µm] = ∆t
0.3 µm fs⁄

2
 so that the spectrum will be placed within 

the timing window of the spectrometer. If the chirped laser pulse is not properly recorded then no 

timing information will be available for that image. Each snapshot now includes the raw trace from 

the timing tool. From these spectra the edge pixel is calculated (Fig. 2.7c) and the calibration curve 

(Fig. 2.7a) is used to correlate this pixel number with an actual time-delay between the X-ray and 

laser pulses for every image. For the fs PYP experiment, I plotted each calibration curve and 

calculated a pixel gradient value as Pg = ∆time ∆pixel⁄ . The pixel gradients were typically ~1.78 
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fs/pixel. To determine the time-delay for each image the nominal pixel number of 600 was 

subtracted from the edge pixel. The result was then multiplied by the pixel gradient and added to 

the current ns target time to determine the actual time-delay between laser and X-ray for every 

image. 

During a shift there are two different effects present in the X-ray beam that affect timing. The 

first is the shot-to-shot jitter of 280 fs discussed previously which actually works favorably for 

creating time-series covering an almost 600 fs total time span. The other effect is the long term 

drift of T0 that happens over the course of hours. This long term drift negatively impacts the 

recording of timing spectra from the timing tool since spectra may shift outside of the timing 

window once the relative delay between the laser and X-ray pulses becomes too large. The 

beamline scientist monitors the traces on the timing tool and when these begin to drift outside of 

the timing window they must be brought back so that the pixel number of the midpoint of the rising 

edge is placed once again at pixel number 600. This may be accomplished in one of three ways: 

(i) adjust the ns offset time; (ii) adjust the ns target time; (iii) move the timing tool delay stage. 

The first two of these methods does not affect time binning of the data and the timing tool pixel 

number may be used without any modification with one caveat: if a new time-delay is desired then 

the method described above must first be repeated to re-establish T0 and calibrate the timing tool. 

The preferred method to account for drift is to adjust the ns target time. The third method is not 

desirable since no correction is made to adjust for the drift. Unfortunately, all three of these 

methods were used during the fs PYP beamtime to adjust for the drift in T0. The only solution was 

to go through the electronic log of the experiment for each data collection run so that the timing 

information from the timing tool could be interpreted appropriately. 
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2.2.3 TR-SFX: Data Collection 

To record TR-SFX diffraction data with an XFEL, suitable microcrystals must first be 

produced (see §2.2.1). Initial tests should be performed on these microcrystals to determine the 

optimal parameters for GDVN construction and operation. At a synchrotron an entire time-series 

can be obtained quite easily by a single person. This is not currently possible at an XFEL. Tab. 2.1 

lists the 15-24 people required to be present at all times during a 12-24 hour shift for a TR-SFX 

experiment. The principal investigators (PIs) manage the team and guide the experiment. 

 

Figure 2.7. Timing tool traces and analysis. (a) The ns offset time was varied in fine time steps during 

the timing tool calibration, scanning the chirped laser pulse. At each ns offset time a pixel number 

corresponding to the ‘edge’ of the resulting spectrum was calculated and 500 images were recorded to 

obtain an averaged edge pixel value. This averaged edge pixel value corresponds to a particular ns 

offset time. The result of this calibration is called the calibration curve. The linear portion delimited by 

the vertical dashed blue lines of this curve is the time width of the timing tool and is ~1.2 ps. A time 

gradient is calculated as ∆𝑡𝑖𝑚𝑒 ∆𝑝𝑖𝑥𝑒𝑙⁄  and is usually 1.77 fs/pixel. The vertical dashed red line shows 

the location of the ns offset time corresponding to T0. (b) A typical timing tool spectrum from a 

diffraction image is shown here and the vertical dashed red line denotes the calculated edge pixel, 

representing the relative time-delay between laser and X-ray. The value of zero on the horizontal axis 

is not necessarily T0 since the timing tool delay stage is moved when a ns target time is selected. (c) 

Edge pixel calculation plots are shown here from snapshots determined to be hits from the experiment 

provided by Anton Barty. The vertical dashed red lines again denote the calculated edge pixels. These 

calculated edge pixels represent the actual time-delay for each image. 
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Beamline scientists are responsible 

for controlling the XFEL equipment. 

The session logger keeps accurate 

and detailed notes with a spreadsheet 

for each shift in addition to posting 

important comments and information 

on the experiment electronic log 

provided by SLAC. A GDVN 

operation team builds nozzles, 

monitors nozzle jetting, controls sample flow rates and gas pressures and exchanges broken 

nozzles. Microcrystal samples are produced by the sample preparation group and the samples are 

loaded into the hydraulic reservoirs by those in charge of sample loading. The data reduction team 

runs hit-finding, refines experimental geometry, generates data statistics to guide the data 

collection strategy and produces EDMs. The atmosphere can be hectic, especially at the beginning 

of each shift when the experiment is starting and data collection strategies are being devised. 

Unforeseen issues also arise frequently throughout the shift, including XFEL beam stability and 

down time, nozzle clogging and breakage and beam sharing with other experiments. For time-

resolved experiments on photo-active proteins the laser system (pump) must be installed and 

aligned onto the X-ray / sample interaction region. The microcrystals are loaded into hydraulic 

sample reservoirs and the pressure is supplied by either gas cylinders or a chromatography solvent 

delivery pump to drive the sample flow. Once a stable sample stream has been obtained and aligned 

into the X-rays data collection may proceed. The X-ray (probe) repetition rate of the LCLS is 120 

Table 2.1. TR-SFX experiment personnel. 

Task # of People Role 

Principle 

Investigator 
1—2 

manages team / guides 

experiment 

Beamline 

Scientist 
2—3 

controls XFEL 

equipment 

Session Logger 2—3 records detailed notes 

GDVN 

Operation 
3—4 

run the injector 

Sample 

Preparation 
2—3 

make microcrystals 

Sample Loading 2—3 
load samples into 

hydraulic reservoirs 

Data Reduction 3—6  

run hit-finding/index 

images/produce 

electron density maps 
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Hz and images are collected on the CSPAD detector at this speed. The delay between the pump 

and probe is varied until a complete time-series has been obtained. 

2.2.4 TR-SFX: Data Reduction 

An experiment at the LCLS generates large amounts of data. Potentially 5 million diffraction 

images can be collected during a single 12 hour shift. However, due to the nature of a TR-SFX 

experiment only a small fraction of these images actually contain a diffraction pattern from a 

crystal hit and even fewer of these hits can be indexed by the crystallographic software. The 

majority of images (>80%) are blank. With so much data the challenge to determine hits from no-

hits is of primary importance. A software package named Cheetah (Barty et al. 2014) can quickly 

and accurately determine crystal hits from this large pool of data. This hit-finding is a crucial step 

in the pre-processing of the data. 

Once images have been selected that contain diffraction patterns data reduction can continue. 

The software suite CrystFEL (White et al. 2012) contains many programs designed to process 

serial diffraction data. Data reduction proceeds with the program Indexamajig which runs spot 

finding, indexing, cell refinement and integration of reflection intensities. An additional required 

input for this program is the geometry file which contains information about the detector distance 

and detector pixel locations. Indexamajig is essentially the serial crystallographic version of 

‘iMosflm’. In fact, the ‘mosflm’ indexing algorithm is normally the most commonly used indexing 

method by Indexamajig. The output stream of Indexamajig is a text file which contains the results 

of the indexing and reflection integration from each image selected by Cheetah as a crystal hit. 

This reflection list has no organization and is simply output in the same order in which the images 

were processed by the software.  
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If the protein being studied possesses an indexing ambiguity then the program Ambigator 

(Brehm and Diederichs 2014) should now be run to resolve this ambiguity. For example, PYP 

crystals belong to the P63 space group and possess hexagonal symmetry so special care must be 

taken during indexing to ensure that all snapshots are indexed in the same indexing convention. 

This two-fold ambiguity for the P63 space group arises because both 𝑎∗ and 𝑏∗ have the same 

length and therefore some images may be indexed as (hkl) while others as (khl). Once each image 

has been successfully indexed using Indexamajig and the indexing ambiguity solved by Ambigator 

the output stream file is fed into Process_hkl to merge the intensities from multiple observations 

of the same reflections into a single reflection list via Monte Carlo integration (Kirian et al. 2011). 

The data is now scaled with ‘Scala’ and the structure factor amplitudes are determined by 

‘Truncate’. 

For time-resolved experiments, structure factors must be determined for the ‘light’ data (with 

protein activation) and the ‘dark’ data (without protein activation). These structure factor 

amplitudes are denoted as |Fobs(hkl, t)| and |Fobs
D (hkl)|, respectively. The observed dark structure 

factor amplitudes, |Fobs
D (hkl)|, are scaled with the calculated dark structure factor amplitudes, 

|Fcalc
D (hkl)|, to bring them to an absolute scale (Schmidt et al. 2010). The observed time-dependent 

structure factor amplitudes, |Fobs(hkl, t)| are then also scaled to the observed dark structure factor 

amplitudes, |Fobs
D (hkl)|. Once all observed structure factor amplitudes have been brought to an 

absolute scale, the difference structure factor amplitudes, |∆Fobs(hkl, t)|, are calculated as 

The weighted difference structure factor amplitudes, w|∆Fobs(hkl, t)|, are determined by 

multiplying the difference structure factor amplitudes with a weighting factor w (Ren et al. 2001), 

 |∆Fobs(hkl, t)| = |Fobs(hkl, t)| − |Fobs
D (hkl)| (2.30) 
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where σ is the standard deviation of |∆Fobs(hkl, t)|. For those difference structure factor 

amplitudes which are large or for those with considerable differences, the weighting factor ensures 

that these are appropriately down-weighted. Also, the average weighting factor is used to 

normalize the |∆Fobs(hkl, t)| so that they remain on an absolute scale. 

The phases from the structural model, ϕD(hkl), are now combined with the weighted 

difference structure factor amplitudes, w|∆Fobs(hkl, t)|, to determine the weighted time-

dependent difference electron density, ∆𝛒(𝐭), 

The so-called difference approximation states that if the structural differences are small then a 

(weighted) time-dependent difference electron density map (wDEDt) relates directly to the 

fractional concentration (or occupancy) of states at that time delay. These DED maps contain 

positive and negative DED features. Positive DED features are normally pictured in blue or cyan 

and denote regions where electron densities are measured which are not present in the known 

structural model. Conversely, negative DED features are typically drawn in red or white and denote 

regions where the electron densities are not observed but which are present in the known model. 

 
w =

1

1 +
σ2

〈σ2〉
+

|∆Fobs(hkl, t)|2

〈|∆Fobs(hkl, t)|2〉

 
(2.31) 

 ∆ρ(x, y, z, t) =
1

V
∑w|∆Fobs(hkl, t)|

hkl

eiϕ
D(hkl)e−2πi(𝐻⃗⃗⃗∙𝑅⃗⃗) (2.32) 
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2.2.5 Singular Value Decomposition (SVD) of Time-Dependent DED Maps 

The weighted time-dependent difference electron density maps are analyzed by singular value 

decomposition (SVD) (Henry and Hofrichter 1992) using the program SVD4TX (Schmidt et al. 

2003; Zhao and Schmidt 2009). Regions of the wDEDt maps where large DED features are 

expected (e.g., around the chromophore) are masked for the analysis. All other regions mainly 

contribute noise. The matrix A is created from the masked data and is decomposed by SVD into 

matrices of left singular vectors (lSVs), right singular vectors (rSVs) and singular values (see 

Fig.2.8). This decomposition is written as  

The lSVs contain the time-independent structural information. The corresponding rSVs are 

comprised of the time-dependent structural variations. The number of singular values present in 

the matrix S suggests the total number of significant rSVs. Normally, only a few significant rSVs 

exist and the rest only contain noise. The first lSV represents an average of the DED maps while 

the first rSV contains its time-dependence. The second lSV covers the deviation of the DED maps 

from the average whereas the second rSV 

describes its time-variation. Importantly, the 

number of significant vectors is representative 

of the number of kinetic processes present in 

the reaction. The SVD analysis for the fs TR-

SFX PYP experiment was performed by Prof. 

Schmidt. 

 A = USVT (2.33) 

 

Figure 2.8. Visual representation of an SVD 

analysis. The data matrix A is constructed from the 

masked region of the weighted time-dependent 

difference electron density map. The data matrix A 

(dimension m x n) is then decomposed into a matrix 

U (dimension m x n) of left singular vectors, a 

diagonal matrix S (dimension n x n) containing 

singular values and a matrix VT (dimension n x n) 

of right singular vectors. Fig. 2.8 from Purwar 

2013. 
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2.2.6 Posterior Analysis and Extrapolated Electron Density Maps 

Each wDEDt map in the time-series may be comprised of one (or more) reaction intermediates. 

If the structures of these intermediates are known, the wDEDt may be fitted by the calculated time-

dependent DED maps from these models. This technique is described elsewhere (Schmidt et al. 

2004b). 

Time-independent extrapolated structure factors, Fext, are given by 

where 𝐅𝐜𝐚𝐥𝐜
𝐃  are the calculated structure factors of the dark state model, N is a multiplication factor 

and ΔF is the time-independent difference structure factors determined by the model(s) of the 

reaction intermediates. The goal is to determine a maximum value of N before large negative 

features begin to appear in Fext. Starting with N=1, Fext is calculated and extrapolated EDMs are 

produced. The difference electron density features are integrated and this value is stored. N is 

increased and the process repeated until large negative features appear during integration of the 

difference electron density maps. Using the largest acceptable value of N the extrapolated EDMs 

are obtained. 

 Fext = Fcalc
D + N∆F (2.34) 
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2.2.7 TR-SFX: Extent of Reaction Initiation 

To estimate the extent of reaction initiation, the fractional occupancies of the intermediates 

which are present for a particular time delay must be resolved. For the purpose of this dissertation, 

the structures of these intermediates and the dark structure are assumed known (i.e., PDB 

coordinate files are available). The extent of reaction initiation is estimated by fitting the calculated 

DED maps from the structural models for the intermediates present at that time delay to the 

observed DED map. The fitting is accomplished by a minimization process, 

where ∆ρobs is the observed DED map, ∆ρIn
calc is the calculated DED map for the n-th intermediate 

In and sfn is the n-th scale factor. As discussed in §2.2.4, the DED maps are all on an absolute scale. 

Therefore, the extent of reaction is the sum of the scale factors sf1 + sf2 + … + sfn. The extent of 

reaction initiation for the TR-SFX on PYP was performed using a modified version of the program 

Getmech (Schmidt et al. 2004b). 

2.2.8 TR-SFX: Assessment of Data Quality 

The Monte Carlo integration performed by Process_hkl merges many different reflection 

distributions together and the merged values may not share a high degree of similarity (White et 

al. 2012). Therefore, a new measure of data quality should be defined. Due to the serial nature of 

a TR-SFX experiment an additional assessment of data quality is used known as Rsplit. The 

calculation of Rsplit is achieved by splitting the reflection list into two interleaved sets, 

 min(∆ρobs − [sf1∆ρI1
calc + sf2∆ρI2

calc +⋯ ])
2
 (2.35) 

 Rsplit = 2−
1
2
∑|Ieven − Iodd|

1
2
∑(Ieven + Iodd)

 (2.36) 
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where Ieven are the merged reflection intensities from even numbered images and Iodd are the 

merged reflection intensities from odd numbered snapshots. This splitting can be accomplished 

using a shell script and Process_hkl. The resulting merged lists are then compared with the 

program Compare_hkl. Structure refinement and analysis is identical to that described in §2.1.11. 

2.3 SBL1, SBL2, SBL3, 3rd Generation Synchrotrons and XFELs 

2.3.1 Schmidt Beamline 1 (SBL1) 

SBL1 is a micro-focus X-ray diffraction beamline. X-rays are produced by a copper anode in 

an evacuated tube and the Cu Κα radiation has a peak energy of 8.04 keV for Κα1 (λ=1.5418 Å) 

and a spot size of ~275 x 275 µm2, as measured at the sample position. The source can be calibrated 

by using a PIN-diode. With proper beam alignment an X-ray flux of 108-109 counts per second 

(CPS) is produced, as calculated by the formula 

 CPS =
κ × V − Vb × 10

3

g
 (2.37) 

where 𝛋 is a calibration factor, V is the voltage reading as measured by the PIN-diode, Vb is the 

measured voltage with no X-rays impacting the PIN-diode and g is a gain factor (Aotore et al. 

2007).  A Rayonix CCD165 X-ray detector records the diffraction patterns. 

 SBL1 is unique, meaning that it was not purchased as a turn-key solution from a 

corporation. Instead, the individual components were acquired separately from several companies 

and assembled in our lab, according to the designs created by Professor Schmidt and myself. A list 

of the primary components of SBL1 is outlined in Tab. 2.2 and the machine is shown in Fig. 2.9a 

along with a schematic in Fig. 2.9c. The maximum resolution for SBL1 is d=1.52 Å, as calculated 

by Eqn. 2.17 with the X-ray wavelength of λ=1.5418 Å, the detector radius of r=82.5 mm and the 

minimum sample-to-detector distance of L=45.0 mm.  
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Diffraction images 

are recorded using the 

rotation method (see 

§2.1.9). X-ray exposure 

times are sample 

dependent, but an 

exposure of 300 seconds 

is normally sufficient to 

obtain a high quality near atomic resolution diffraction pattern as shown in Fig. 2.9b. The X-ray 

detector manufacturer (Rayonix) provides a program called marccd (Fig. 2.11a) that not only 

controls the CCD165 detector but can also be configured to drive external hardware such as stepper 

motors and a shutter (Doyle et al. 2006). SBL1 employs the marccd software for data collection 

since it is simple to use and is capable of controlling the other devices. Configuring marccd to use 

the Huber smc9300 motor controller (Pp-electronic 2007; Pp-electronic 2011) and Thorlabs SC10 

shutter controller (Thorlabs 2014) requires two components: a configuration file that defines the 

specific capabilities of the smc9300 and SC10 and a program script that interprets the positioning 

commands sent by marccd, translates them and then sends these commands to the appropriate 

controllers for execution. The data collection process is completely automatic once the dataset 

protocol has been defined using the marccdAcquire Dataset software dialog, seen in Fig. 2.11b. 

Since each component was purchased individually, facilitating seamless communication 

between the various machines was challenging. There are 3 computers used at SBL1: (i) Computer 

1 is a Windows 7 PC located at the optical table and used for beam set up / alignment / optimization 

and sample positioning; (ii) Computer 2 is a Windows 7 PC located at the control desk and operates 

Table 2.2. Primary components of SBL1. 

Component Model # Manufacturer 

GeniX X-ray 

Source 
MP-GeniX-G4 Xenocs; Sassenage, France 

Diffractometer Custom 

HUBER Diffraktion stechnik 

GmbH & Co. KG; Rimsting, 

Germany 

X-ray Detector CCD165 Rayonix; Evanston, IL, USA 

Optical Table PTQ12108 Thorlabs Inc.; Newton, NJ, USA 

Shutter Controller SC10 Thorlabs Inc.; Newton, NJ, USA 

Optical Shutter SH05 Thorlabs Inc.; Newton, NJ, USA 

Light Source MI-150 
Edmund Optics; Barrington, NJ, 

USA 

Camera Stingray F-145C 
Allied Vision Technologies; 

Stadtroda, Germany 
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the Oxford Instruments CryoJet HT liquid nitrogen cryogenic system (CryoJet), the GeniX X-ray 

source, the Allied Vision Technologies (AVT) X-ray reference and sample monitoring camera, 3 

web cameras to monitor critical systems and a remote desktop connection to the smc9300 for 

monitoring motor positioning; (iii) Computer 3 is a Redhat Enterprise Linux (RHEL) PC located 

at the control desk that operates the detector, sets up data collection, controls the X-ray shutter and 

motors during data collection and performs data reduction. The smc9300 drives 3 separate stepper 

motors (Fig. 2.9c): a detector translation stage that positions the detector distance from 45 mm to 

600 mm away from the sample, a rotation stage that rotates the phi axis of the sample and a 

translation stage that positions the rotation axis into the X-ray beam. All 3 computers are 

networked using an Ethernet switch, and the motor and shutter controllers are connected to the 

RHEL PC via 9-pin RS-232 serial cables. The control desk and 3 monitors are shown in Fig. 2.9d. 

The 2 monitors on the left are used for Computer 2 and the one on the right is for Computer 3.  

 

Figure 2.9. SBL1. (a) SBL1 setup in the lab. (b) Diffraction data from PYP obtained using SBL1. 

The red circle identifies 1.58 Å resolution. (c) A schematic of SBL1 is shown here; the sample is 

yellow and placed into the X-ray beam; the direction of movement for the translation and rotation 

stages are denoted by yellow arrows. (d) SBL1 control desk showing an experiment in progress. 
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As mentioned above, Computer 1 is located at the optical table and is used for beam set up / 

alignment / optimization and sample positioning. A Visual C-Sharp (C#) Graphical User Interface 

(GUI) was developed in-house to facilitate quick phi axis positioning during sample mounting and 

alignment into the X-ray beam using this computer, as shown in Fig. 2.10a. Once a sample has 

been mounted onto the goniometer the user aligns the crystal into the crosshairs of the reference 

camera at phi=0° by adjusting one goniometer axis. The sample is then rotated conveniently using 

the GUI to phi=90° and the second axis of the goniometer is adjusted to bring the crystal back into 

the crosshairs. At this time the sample should be aligned properly into the X-ray beam at the 

rotation axis, meaning that as the crystal rotates it will not leave the X-ray beam. The user double 

checks the alignment by rotating the sample to phi=180° and phi=270° while verifying the crystal 

is still positioned in the AVT camera crosshair.  

Computer 2 is used primarily for monitoring, but it also controls all key components of SBL1. 

Two GUIs were developed for operating the CryoJet and for measuring protein crystal dimensions 

once mounted, and these are shown in Fig. 2.10b and Fig. 2.10c, respectively. The CryoJet did not 

come with any software from the manufacturer and all adjustments needed to be done locally using 

the front panel of the controller. This was inconvenient since experiments frequently extend into 

the weekend and if small adjustments are needed then someone must physically come to the lab. 

The CryoJet controller can interpret ASCII commands sent via a serial connection, so a GUI was 

created to provide near full control of the machine. The company also does not provide any means 

to adjust the liquid nitrogen fill parameters from a remote connection, so a solution had to be 

designed to deliver full remote control. Using an AC relay fitted to an Arduino UNO 

microcontroller board, we programmed the Arduino to turn the relay on and off when the 

appropriate command is received from the CryoJet GUI software. The liquid nitrogen level is 
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continually monitored by the 

software and when it falls below 

the fill level set by the user it 

activates the relay via the Arduino 

board which then sends 115 VAC 

to a solenoid valve that opens and 

allows liquid nitrogen to fill the 

instrument dewar. Once the 

nitrogen level climbs above the 

desired full level the software 

turns off the relay by the same 

process to stop the flow of liquid 

nitrogen. A function was also 

added to the software so that if the 

liquid nitrogen level falls below a 

user set low level (for instance, someone forgot to fill the main nitrogen storage tank) then the 

machine warms to room temperature, holds this temperature for 15 minutes and then shuts down 

the machine to protect critical components from overheating due to the lack of nitrogen.  The 

second program provides an easy way to measure crystal dimensions after sample mounting, as 

seen in Fig. 2.10c. 

For controlling data collection, a tool command language / expect (TCL/EXP) software script 

was created to translate commands from the marccd software and serve them to both the smc9300 

and SC10 shutter controller. This program is installed on the RHEL PC. The TCL/EXP script 

 

Figure 2.10. Graphical User Interfaces (GUIs) written in-house 

with Visual C#. (a) GUI to control the phi axis of the smc9300 

motor controller during sample alignment. (b) GUI to set all 

features of the CryoJet for complete remote control. (c) A GUI 

to facilitate easy crystal measurements. The program is 

transparently overlaid on the Allied Vision Technologies (AVT) 

camera display. The white crosshair denotes the X-ray 

interaction region and a length scale is shown. 
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receives the following commands from the marccd software: marccd_move_abs will move the 

motor(s) to the required position(s); marccd_set_abs will set the motor encoder(s) to a specific 

location; marccd_exposure will execute a data collection procedure according to the protocol 

defined by the user in the marccdAcquire Dataset software dialog; marccd_shutter will open / 

close the X-ray shutter. The general steps for collecting a dataset with SBL1 are described here. 

Start the marccd software and set up the dataset by filling in the AcquireDataset dialog displayed 

in Fig. 2.11b, including the disk directory and root filename of the experiment, operator name, 

date, the width of phi rotation per exposure, time of exposure and the number of images in the 

dataset. Begin the data collection. Once image acquisition has started the entire process is 

automatic and the user can monitor progress by checking images using the adxv software (Fig. 

 

Figure 2.11. Data collection with marccd and initial data reduction using iMosflm. (a) Rayonix marccd 

control software. (b) marccdAcquire Dataset dialog. (c) iMosflm program from the CCP4 software 

suite for spot finding, indexing, cell refinement and integration of reflection intensities. (d) Adxv 

program for displaying X-ray diffraction data. 
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2.11d). Finally, the data (Fig. 2.11c) are processed and the structure is refined as described in 

§2.1.10 and §2.1.11. 

In Fig. 2.9a a safety guard is shown that is constructed from 3/8” thick clear polycarbonate 

panels mounted within grooved Aluminium channel uprights attached to the optical table. Two 

doors are installed for ease of access to the sample environment. These doors are interlocked with 

magnetic switches to the safety shutter within the GeniX X-ray source and will close the shutter 

when open. Although the polycarbonate panels are not capable of stopping the direct beam, they 

are thick enough to trap all scattered radiation inside the enclosure. This has been verified by 

testing with a Geiger counter all around the machine. The direct beam is completely blocked from 

the back by the detector. 

2.3.2 Schmidt Beamline 2 (SBL2) 

SBL2 is built to perform time-resolved absorption spectroscopy (TR-AS). The components of 

SBL2 are listed in Tab. 2.3 and shown in Fig. 2.12c. They consist primarily of a ns laser (pump), 

a Xenon light source (probe), a spectrometer and a charge coupled device (CCD) iStar detector. 

Although spectra can be recorded in as little 2 ns with the iStar (Andor 2008a), the pulse width of 

the laser is 5 ns full-width half-max (FWHM) so this effectively sets ~5 ns as the minimum 

achievable time resolution for SBL2 (Opotek 2008a; Opotek 2008b). Similarly to SBL1, SBL2 is 

not a turn-key solution; instead, it is a unique time-resolved near ultraviolet / visual wavelength 

microspectrophotometer (TR-NUV/VIS-MSP) incorporating components from various companies 

and assembled according to the designs drafted by Professor Schmidt and myself (Purwar et al. 

2013). 
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The design of the TR-NUV / VIS-MSP is shown schematically in Fig. 2.12a. The MAX-302 

is a 300 W Xenon light source (VIS) that generates a spectrum from 385-800 nm, as shown in Fig. 

2.12b  (Asahi Spectra 

2010). The MAX-302 

features a design that 

effectively eliminates 

wavelengths >750 nm 

thereby reducing 

sample damaging 

infrared radiation. Light 

intensity is controlled 

by an internal neutral 

density filter adjustable 

from ~18 μW-650 μW, 

as measured at the sample. Output from the MAX-302 is coupled into a hybrid light guide with a 

numerical aperture of 0.57. This light guide consists of a ∅5 mm bundle of ∅50 μm core fibers. 

The light is coupled into the fiber by ∅50 mm OD focusing optics located within the instrument. 

The output of this fiber is controlled by a SC10 shutter controller and a SH05 optical shutter (SH1). 

The external focusing optics (L1 and L2) couple the light into an ∅800 / ∅200 μm tapered optical 

fiber (OF1), which is then mounted to the microscope objective above the sample. The sample 

environment (Fig. 2.12d), including the two microscope objectives and the sample mount, is 

described elsewhere (Chen et al. 1994). In short, the microscope objective (L6) focuses the probing 

light to a ∅220 μm spot at the sample (S). The transmitted light is collimated and focused by two 

Table 2.3. Primary components of SBL2. 

Component Model # Manufacturer 

Xenon Light Source MAX-302 
Asahi Spectra Co., Ltd.; 

Tokyo, Japan 

iStar ICCD Detector 
DH734-

18U-A3 

Andor Technology Ltd.; 

Belfast, UK 

Shamrock Spectrometer SR-303i-A 
Andor Technology Ltd.; 

Belfast, UK 

Microspectrophotometer custom 
Advanced Photon Source, 

BioCARS; Lemont, IL, USA 

VIS ns Laser 
Opolette 

355-HE-II 

Opotek, Inc.; Carlsbad, CA, 

USA 

Shutter Controller SC10 
Thorlabs Inc.; Newton, NJ, 

USA 

Optical Shutter SH05 
Thorlabs Inc.; Newton, NJ, 

USA 

Camera 
Stingray F-

145C 

Allied Vision Technologies; 

Stadtroda, Germany 

Optical Table ST-series 
Newport Corporation; Irvine, 

CA, USA 

Digital Delay Generator DG645 
Stanford Research Systems; 

Sunnyvale, CA, USA 

Calibration Light Source CAL-2000 
Ocean Optics; Dunedin, FL, 

USA 
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identical ∅10 mm OD 4× achromatic microscope objective lenses (L7, L8). An enhanced 

Aluminium coated mirror guides the collimated beam to the focusing lens (L8), which couples the 

light into a pickup fiber (OF3) that carries the signal to the spectrometer. The Andor Shamrock 

SR-303i spectrometer supports a wavelength range from 190 nm-10 μm with a wavelength 

resolution of up to 0.1 nm and wavelength accuracy of ±0.2 nm (Andor 2008b). Attached to the 

spectrometer is an iStar intensified charge coupled device (ICCD) camera with a built-in (internal) 

digital delay generator (DDGi).  

 

Figure 2.12. SBL2. (a) Components of SBL2. VIS: MAX-302 light source; PL: pulsed laser; TC: 

temperature control; LED: high power light emitting diode; CCD: iStar camera; S: sample; OFx: 

optical fibers; Lx: lenses; Mx: mirrors; SHx: shutters; POL: polarizer; G: grating. (b) Spectrum of the 

Xenon light source. (c) SBL2 assembled in the lab. (d) Close-up of the sample environment (clockwise 

starting from lower left corner): LED optics (LED); laser optics (PL); microscope camera (AVT); 

Xenon focusing optics (X); laser beam dump (BD); CryoJet temperature control (TC). Fig. 2.12a from 

Purwar et al. 2013. 
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This DDGi enables control of multiple parameters: the delay setting is a time-delay before the 

intensifier is activated and a spectrum is collected; the gate pulse width is the time the intensifier 

is active, which defines the experimental time resolution; the exposure time is the total time the 

CCD is in a powered-on state. The micro-channel plate (MCP) gain setting controls the 

amplification of the signal reaching the CCD by altering the voltage across the plate. These 

parameters may be set either by using the Andor Solis proprietary software or by a script I have 

written in the Andor Basic language and executed within the Andor Solis program. Although the 

Andor Basic script significantly automates data collection, the downside is that while the program 

is running no other software control is permitted with the equipment.  

This shortcoming is currently the subject of software design in our lab where we are building 

a complex GUI that can control all of the hardware at SBL2 without this limitation, as shown in 

Fig. 2.13a-2.13f. We have named this program the GUI of Everything GUI (GOEGUI), since this 

one piece of software will control all hardware and the data collection process. This solution is 

being designed with the Microsoft Visual Studio Professional 2010 integrated development 

environment using the Visual C# programming language. GOEGUI will also be capable of 

performing data reduction such as calculating difference spectra in addition to scaling of the 

spectra and performing an SVD analysis. This work is currently under development and will not 

be discussed here. 

The laser pump pulse to start a reaction is provided by a Q-switched neodymium-doped yttrium 

aluminium garnet (Nd:YAG) pulsed laser that is tunable by an optical parametric oscillator (OPO) 

from 410 nm to 710 nm. The ns laser can be controlled either internally or externally, but for the 

greatest timing flexibility we choose to operate the flashlamp internally at 20 Hz while externally 

triggering the Q-switch via a Stanford Research Systems DG645 digital delay generator (Systems 
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2008). Maximum pulse intensity is achieved when the Q-switch signal is delayed by ~146 μs after 

the flashlamp, which provides a 5 ns FWHM pulse at 6.5 mJ (wavelength dependent) 

approximately 40 ns after the rising edge of the Q-switch.  

Laser pulses are delivered to the sample by means of two optical assemblies. The first consists 

of a SC10 shutter controller and SH05 optical shutter (SH2), a calcite laser polarizer (POL), a 

focusing lens (L3), and an ∅600 μm core diameter fiber (OF2). Attenuation of the laser is 

 

Figure 2.13. SBL2 GUI of Everything GUI (GOEGUI). (a) The connections tab where all equipment is 

connected to the software. (b) Experiment setup tab which configures the iStar camera and Shamrock 

spectrometer and defines the experimental parameters for data collection.  (c) Interface for adjusting 

all features of the MAX-302 Xenon light source.  (d) Tab providing control of the CryoJet cryogenic 

system.  (e) Shutter tab for controlling all parameters of the Xenon and laser shutters.  (f) Tab for 

adjusting all features of the DG645 digital delay generator. 
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accomplished by the polarizer, which is attached to a Thorlabs PRM1 rotation stage enabling 

adjustment of the laser energy from 38 μJ up to a maximum of 2 mJ, measured at the sample with 

λ = 500 nm. The pulses are focused to a spot size less than ∅700 μm and are then coupled into a 

fiber (OF2). The fiber delivers the light to the second optical assembly, which consists of a 3-axis 

translation stage containing collimating and focusing optics (L4 and L5), which is used to focus 

and align the beam onto the sample. Typical focal spots are in the range of 1-1.5 mm.  

Additionally, we use high-intensity (11 mW, 31 mW) fiber-coupled light emitting diodes 

(LED) operating at 490 nm and 590 nm, respectively, to switch between spectral forms of a protein, 

such as α-phycoerythrocyanin (α-PEC). Illumination with the LED light is used to prepare a 

distinct state, which is then excited by the laser pulse at a different wavelength to initiate a 

transition to another state. The LED light is focused by lenses L9 and L10. Focal spots of the LEDs 

are between 2-3 mm and they may be controlled by a 5V Transistor-transistor Logic (TTL) signal. 

Fig. 1.4b demonstrates the capabilities of SBL2 for recording high quality spectra of α-PEC using 

this LED illumination method. PYP dark spectra (no laser excitation) is shown in Fig. 1.2b. The 

temperature at the sample can be adjusted from 90 K to 490 K using an Oxford Instruments CryoJet 

HT liquid nitrogen cryogenic stream. Software control of the CryoJet is provided by GOEGUI, as 

shown in Fig. 2.13d. 

Experimental timing is perhaps the biggest challenge for SBL2. The laser, laser shutter, Xenon 

shutter, LEDs and iStar detector must all be synchronized and controlled in real time. Each of these 

devices can be synchronized by sending 5V TTL pulses on a Bayonet Neill-Concelman (BNC) 

connector. If the laser is operated completely externally, then two signals are needed to control the 

flashlamp and Q-switch. The laser and xenon shutter, LEDs and iStar camera each require one 

pulse. The DG645 is equipped with only 4 programmable pulse outputs so a creative solution is 
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required or another DG645. Tab. 2.4 outlines the timing signal connections for synchronizing the 

hardware using just one DG645.  

The timing scheme 

begins with the laser 

flashlamp running internally 

at 20Hz. The laser controller 

generates these signals and 

the pulses are fed into the 

external trigger input (EXT) 

of the DG645. The laser 

shutter controller (LS) is 

controlled by the Andor Basic software script. Once the DG645 receives the pulse from the laser 

controller, channel A/B is delayed by ~50.146 ms and sent to the Q-switch (QS) to activate the 

laser. The laser pulse is generated 40 ns after the QS signal is received and the LS will be open at 

this time. The arrival of the laser pulse at the sample defines the experimental time T0. The signal 

from channel E/F sets the data time-delay, as this is sent to the iStar camera. After the iStar receives 

this pulse there is an additional ~36 ns delay until the internal circuitry of the iStar is ready for 

data acquisition. This is called the insertion delay. Channel C/D activates the Xenon shutter and 

channel C is always set to the value of channel E – 17 ms, since 17 ms is the average time needed 

for the SH05 optical shutter to open. Channels C/D and E/F therefore always move together as a 

pair. Channel G/H activates immediately after channel F (or after a delay, if desired) and can be 

used either to set a protein relaxation time before the next data point or to activate an LED to 

prepare an initial state in a non-cyclic photo-reactive protein, such as α-PEC.  

Table 2.4. SBL2 timing signal connections. EXT=DG645 external 

trigger input; FL=laser flashlamp; QS=laser Q-switch; XS=Xenon 

shutter; iS=iStar camera external trigger input; LED=LED 

controller input. 

DG645 

Channel 
From To Details 

EXT FL EXT 
Signal from laser flashlamp output 

to DG645 EXT 

A/B A/B QS 
Signal from DG645 channel A/B to 

laser Q-switch input 

C/D C/D XS 
Signal from DG645 channel C/D to 

Xenon shutter 

E/F E/F iS 
Signal from DG645 channel E/F to 

iStar camera 

G/H G/H LED 
Signal from DG645 channel G/H to 

LED controller 
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The Andor Basic script or the GOEGUI may be used to define and execute all data collection 

parameters, and these programs will enter the appropriate settings into the DG645 for each time-

delay during the experiment. The timing is monitored and fine-tuned using a LeCroy WaveSurfer 

(Model 40S, 400 MHz) oscilloscope (LeCroy 2009). Tab. 2.5 outlines the required pulse widths 

for each channel of the DG645. 

 The Xenon probing light is positioned approximately normal to the surface of the sample focal 

plane (SFP). The laser is tilted by ~30° above the SFP, therefore, the angle between the laser and 

Xenon beams are ~60°. 

When samples in 

solution are studied 

(Fig. 2.14d) the user 

positions a capillary 

into the intersection of 

the SFP and the plane 

spanned by the Xenon 

and laser beams 

(XLP). When crushed 

single crystals are used (Fig. 2.14a) the method is similar, however, once the sample has been 

positioned into intersection of the SFP and XLP the goniometer is then rotated by an angle of 30°. 

This rotation creates an angle of 60° between both the laser and the Xenon light spots with respect 

to the SFP. 

As with SBL1, SBL2 is contained within a safety guard constructed from ¼” polycarbonate 

panels. These panels are mounted in frames with rollers so that they may slide sideways to permit 

Table 2.5. DG645 channel delays for SBL2. EXT=external trigger input; 

w.r.t.=with respect to. 

DG645 

Channel 
Delay w.r.t. Delay [ms] Details 

EXT 
laser 

flashlamp 
none 

EXT receives a 20 Hz signal 

from the laser flashlamp which 

begins DG645 delay program 

T0 EXT none 
Channel T0 is active once EXT 

receives a pulse from the laser 

A T0 50.146015 Laser Q-switch rising edge 

B A 0.10 Laser Q-switch falling edge 

C E -17.0 Xenon shutter rising edge 

D C 10.0 Xenon shutter falling edge 

E A variable 
iStar rising edge which defines 

the time-delay 

F E 10.0 iStar falling edge 

G F 0.0010 LED/relaxation time rising edge 

H G variable 
LED/relaxation time falling 

edge 
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access to the instrument. There are 8 doors in total and each of them are interlocked with magnetic 

switches. If any of the doors are opened the laser will not function until the door is closed. These 

doors may be blacked out during an experiment so that no laser light penetrates to the main room. 

The design of the interlock enables anyone to be in the room safely when the Class IV laser is in 

operation. 

Absorption spectroscopic methods traditionally require sizable quantities of purified protein in 

solution. Also, large single crystals are usually exceedingly optically dense and do not allow 

complete penetration of the probing light. Therefore, obtaining high quality absorption spectra is 

difficult with large crystals. To avoid these limitations smaller volumes of protein in solution must 

be acceptable and single crystals should be crushed until the path length permits full penetration 

of the probing light. The SBL2 instrument permits the study of both nL-sized quantities of protein 

in solution and large single 

crystals. 

SBL2 accommodates two 

sample mounting methods, 

including protein in solution 

and crushed single crystals as 

shown in Fig. 2.14a and Fig. 

2.14d and described in previous 

work (Purwar 2013).  Both of 

these methods mount the 

sample to the goniometer using 

the hole intended for the brass 

 

Figure 2.14. SBL2 sample mounting and preparation methods. (a) 

A single crystal, S, is placed in a 1.5 µL drop of buffer between two 

cover slides, cs1 and cs2. (b) The crystal is crushed between the 

cover slides by tightening a screw on the device picture here. The 

edges of the cover slides are then sealed with a fast curing epoxy. 

(c) After the epoxy on the cover slides has cured the sample is 

placed into a holder and secured using two set screws. (d) A protein 

solution is prepared using a glass capillary mounted inside a brass 

pin. Protein droplets of 200-400 nL each are transferred into the 

capillary. A drop of dilution buffer is placed in the capillary and 

both ends are sealed with epoxy to prevent drying of the sample. 
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specimen pin. To prepare a crushed single crystal, a 1.5 µL drop of an appropriate buffer (e.g. Na-

malonate for PYP) is first placed at the center of a 12 mm diameter cover slide (Hampton Research, 

HR3-277). A single crystal is then positioned within this drop and a second cover slide is laid 

directly on top of the first. Using the device pictured in Fig. 2.14b the cover slides are pressed 

together by turning a screw and then held in place while they are sealed with the two-part epoxy. 

Once this epoxy has cured the sample is placed into the holder shown in Fig. 2.14c and secured 

with set screws before being mounted onto the goniometer for an experiment. The second type of 

sample uses 1 mm OD borate silica glass capillaries epoxied inside a brass specimen pin. The 

protein concentration is adjusted using the dilution buffer to ~1-12 mg/mL, depending on the 

protein, so that the absorbance maximum is ~ 1 absorbance units (a.u.). An a.u. value of 1 means 

that 90% of the probing light has been absorbed. The a.u. is a measure of the optical density of the  

sample and is determined by the equation (Andor 2008a)  

where Sref is the reference spectrum of the probing light source through the dilution buffer, Ssig is 

the signal spectrum of the probing light through the sample and Sbg is the spectrum of the ambient 

room lighting with no probing light exposed to the detector. A pipette tip is connected with a short 

piece of rubber tubing to the brass specimen pin. Using a pipette, ~200-400 nL drops of the diluted 

protein solution are transferred into the capillary until filled, as pictured in Fig. 2.14d. Lastly, a 

drop of the dilution buffer is also placed within the capillary before the ends are sealed with epoxy. 

 a. u. = log10
Sref

(Ssig − Sbg)
 (2.38) 
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2.3.3 Schmidt Beamline 3 (SBL3) and Gas Dynamic Virtual Nozzles (GDVNs) 

SBL3 is a platform to fabricate and test GDVNs.  Tab. 2.6 lists the primary components of 

SBL3. The basic construction of a GDVN is described here. A Polymicro polymide-coated 

synthetic silica capillary is cut to a length of 4 m. This capillary has an OD of Ø365 µm and an ID 

selectable from Ø50-100 µm, depending on the sample. A conical profile is formed on one end of 

this capillary using an 

optical fiber polisher to an 

angle of 30° measured 

from the axis of the 

capillary (i.e., 60° from 

vertical), as shown in Fig. 

2.15a. A borate silica glass 

capillary of Ø765 µm ID and Ø1 mm OD is cut into a 10 cm length and secured into a holder 

mounted on a small electric motor. While spinning this motor at 30-50 rotations per minute, a 

butane torch is used to slowly melt one end of this capillary from an Ø765 µm ID to an ID of 

Ø100-175 µm. This profile can be seen in Fig. 1.1 and is used to constrict the flow of the helium 

gas so that it acts as a dynamic virtual nozzle to compress and stabilize the inner microcrystal 

stream. The borate silica glass capillary is epoxied into a stainless steel tube of dimensions Ø1 mm 

ID x Ø1.7 mm OD x 6 cm length. ~4 cm of the glass capillary is allowed to protrude out of one 

end of the stainless steel tube. Two Kapton spacers (MiTeGen) (see Fig. 2.15b) are placed onto 

the polished end of the Polymicro capillary. One spacer is positioned ~5 mm in from the beginning 

Table 2.6. Primary components of SBL3. 

Component Model # Manufacturer 

Optical Table B3648F 
Thorlabs Inc.; Newton, NJ, 

USA 

Camera Stingray F-145C 
Allied Vision Technologies; 

Stadtroda, Germany 

Trinocular 

Microscope 
52-352 

Edmund Optics Inc.; 

Barrington, NJ, USA 

Vacuum Pump XDS-10i 
Edwards; Crawley, West 

Sussex, UK 

Fiber 

Shaper/Polisher 

ULTRAPOL 

Fiber Lenser 

UltraTec Manufacturing 

Inc.; Santa Ana, CA, USA 
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of the conical profile and the second is placed a further 

2 cm in from the first spacer. These spacers will center 

the inner capillary within the outer capillary while 

allowing helium gas to flow through. A 5 cm length of 

Ø370 µm ID dual-bore flexible tubing is used to thread 

the Polymicro capillary into one of these holes. An 

additional Polymicro capillary of dimensions Ø365 

µm OD x Ø100 µm ID x 4 m length is fed into the 

other hole. This second capillary transports the helium 

focusing gas and the ends are both cut square. The 

stainless steel tube is now placed into an Upchurch 

fitting and this is then threaded into a standard vacuum 

fitting to complete the nozzle fabrication.  

This method generally describes how nozzles were 

constructed for both of the PYP experiments at the 

LCLS. A chromatography solvent delivery pump or 

compressed nitrogen gas supply is used to pressurize 

the hydraulic sample reservoir. Trial-and-error is required to determine the optimal parameters for 

helium focusing gas pressure, sample flow rate / sample gas pressure and ID of the Polymicro 

capillary. 

2.3.4 APS, BioCARS 14-ID-B and 14-BM-C Beamlines 

X-rays are generated at the APS by first heating a cathode to 1100 °C to generate electrons. 

The electrons are then accelerated through a high voltage linear accelerator (linac) to 450 MeV at 

 

Figure 2.15. GDVN construction. (a) A 

Polymicro polymide-coated synthetic 

silica capillary of Ø365 µm OD is ground 

into a conical profile at 30° by an 

UltraTec ULTRAPOL fiber lenser. (b) The 

Polymicro capillary is then mounted 

inside a borate silica glass capillary with 

an Ø750 µm ID using star-shaped Kapton 

spacers of Ø750 µm OD and an ID of 

Ø365 µm. These spacers center the 

Polymicro capillary within the outer glass 

capillary. The star-shaped profile allows 

the helium gas flow to surround the inner 

microcrystal stream, acting as a gas 

dynamic virtual nozzle (GDVN). Two 

Kapton spacers are used for each nozzle 

construction.    
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>0.99999c. Next, the electrons are fed into a booster synchrotron and further accelerated to ~7.6 

GeV. The accelerating force is provided by high electric fields in four radio frequency cavities, in 

synchronized coordination with bending magnets. These high energy electrons are then transferred 

to a 1,104 m circumference storage ring that is designed for use with insertion devices, which is 

the hallmark of a 3rd generation synchrotron X-ray source. Insertion devices are comprised of a 

linear periodic array of strong magnets arranged in an alternating fashion of north and south poles. 

These magnets deflect the path of the incoming electrons by the Lorentz force, and this change in 

direction produces the synchrotron X-ray radiation which is then fed into the experimental hutches. 

Further beam conditioning is accomplished by means of motorized slits and mirrors within the 

various beamlines, depending on the types of samples and desired experiments to be 

accommodated. 

 There are 71 different beamlines located at the APS, designed for experiments in multiple 

fields of research from Materials Science, Physics, Chemistry, Optics and Life Sciences. All of the 

experiments referenced in this work were performed at two beamlines: 14-BM-C and 14-ID-B. 

Both of these beamlines are operated by BioCARS, which is managed by the University of Chicago 

and led by Keith Moffat. 14-BM-C is a bending magnet source, producing monochromatic X-rays 

with a ΔE/E=3.1 x 10-4 in the energy range from 8-14.9 keV. This instrument can produce a flux 

of 6 x 1011 photons / second at 12.668 keV into a spot size of 130 x 340 µm2. Beamline 14-ID-B 

uses an undulator insertion device to generate a flux of 5 x 1010 photons / 100 ps pulse  at 12 keV 

with a bandwidth of ΔE/E=5 x 10-2 into a 15 x 20 µm2 spot size. 
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2.3.5 X-ray Free Electron Lasers (XFELs) and the Coherent X-ray Imaging (CXI) 

Beamline 

John Madey demonstrated in his seminal paper from 1970 (Madey 1971) that free electron 

lasers (FELs) could create finite gain spontaneous radiation from the far-infrared to visible 

wavelengths. Further, he established the possibility of using FELs to generate coherent X-ray 

radiation. Nearly 40 years later, the vision of an X-ray free electron laser (XFEL) in the hard X-

ray regime (≥ 9 keV) was finally realized when the LCLS came online at SLAC in 2009. 

Production of X-rays begins with the generation of electrons in a copper photocathode by 

pulses from a titanium-sapphire (Ti:sapph) laser that has been frequency doubled into the 

ultraviolet wavelength range (Schmüser et al. 2014). These electron bunches are then accelerated 

by the last kilometer of the SLAC linac to a peak current / energy of 3.4 kA and 15 GeV, 

respectively (Emma et al. 2010). This electron beam is then inserted into a periodic arrangement 

of alternating magnetic dipoles, called an undulator. Since an optical cavity that operates in the X-

ray regime has not yet been realized, amplification cannot be achieved by multiple passes through 

a lasing medium as with a conventional bound-electron laser.  Instead, lasing of a FEL is 

accomplished through the process of self-amplified spontaneous emission (SASE) by a single pass 

through an arrangement of multiple undulators (Kim 1986a; Kim 1986b; Wu and Emma 2006). 

The relativistic electron bunches produce spontaneously emitted radiation as they travel 

through these long undulators. The large electron current then interacts with the strong radiation 

field, leading to a self-organization called micro-bunching. In this process the electrons group 

together into bunches with each bunch separated by a distance λSASE, which is the radiation 

wavelength. This micro-bunching effect leads to brilliant, coherent X-ray radiation because this 
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electron bunch behaves in a manner similar to a point-particle electron, but now with a charge of 

N x e, where N is the number of electrons in the bunch. 

The coherent X-ray imaging (CXI) instrument (Boutet and Williams 2010) is located at SLAC 

in Hutch 5 of the Far Experiment Hall of LCLS. The LCLS experiments described in this 

dissertation were performed at this beamline. X-ray radiation at 4-10 keV is delivered into spot 

sizes selectable from 10 µm, 1 µm and 0.1 µm, with ΔE/E=0.1% and ~1012 photons per pulse. 

Pulses are of ~40 fs duration and arrive with a 120 Hz repetition rate (~8.33 ms between subsequent 

shots). Multiple sample delivery methods are available, including the GDVNs described in §1.4 

and §2.3.3. Resulting 2-dimensional diffraction patterns are collected on a Cornell-SLAC pixel 

array detector (CSPAD) (Hart et al. 2012a; Hart et al. 2012b; Herrmann et al. 2013) that operates 

at the 120 Hz LCLS repetition rate. 

2.4 Dynamics in Biological Macromolecules with Nanosecond Time Resolution 

A TR-SFX experiment was performed at the LCLS on the model system PYP to assess the 

capability of the CXI instrument to collect time-resolved diffraction snapshots at near atomic 

spatial resolution and ns time-resolution. Prior to this experiment, studies on other photo-active 

proteins at the LCLS had produced low resolution, difficult to interpret time-resolved structures 

(Kupitz et al. 2014a). Although all intermediate structures of the PYP photocycle are known from 

~100 ps onwards by experiments conducted at synchrotrons, the trans to cis isomerization of the 

pCA chromophore occurs earlier and had not yet been observed by crystallographic methods. 

When laser pulses are of ns duration, the time-width of these pulses is sufficient for initiating 

a photo-reaction in a substantial number of the PYP molecules so that subsequent X-ray pulses 

may measure the small structural changes. Since typically only ~20% of molecules enter the 

photocycle, ensuring that all molecules within the X-ray interaction volume have an opportunity 
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to absorb a photon will contribute to signal maximization. Ideally, the laser pulses would be 

completely absorbed just as they reach the last molecular layer. The energy of a 450 nm 

wavelength photon is 

For a typical PYP microcrystal of 2 µm and a laser fluence of 800 × 10−6 J mm2⁄ = 8.0 ×

10−10 J µm2⁄ , a linear cross-section of 4 µm2 would be exposed to the laser pulse and the crystal 

will receive a total energy of 

from ~7 × 109 photons. There are approximately 4 × 107 molecules of PYP per µm3 of crystal 

volume (Tenboer et al. 2014)(supplementary material). Therefore, for a 2µm crystal of 8 µm3 total 

volume each PYP molecule will receive around 22 photons. When laser pulses are of ns duration 

each molecule has a significant opportunity to absorb at least one photon and enter the photocycle. 

If the time extent of the laser pulse is reduced to the fs regime, non-linear effects modify the cross-

section and subsequently reduce the penetration depth and photolysis yield. Also, the ultrashort 

pulses do not permit multiple opportunities for photon absorption. Synchrotron experiments with 

ps laser pulses on PYP have demonstrated that the level of reaction initiation drops to <10% 

(Schotte et al. 2012) when the laser pulses are of 300 ps duration. 

 E = hν =
hc

λ
= 6.6 × 10−34 Js ×

3 × 108ms−1

450 × 10−9m
= 4.4 × 10−19 J (2.39) 

 Etotal = (4 µm2) × (8.0 × 10−10 J µm2⁄ ) = 3.2 × 10−9 J (2.40) 
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Crystals were grown using the protocol described in §2.2.1. For this study, the time range from 

200 ns to 100 µs was selected for several reasons: (i) the intermediates pR1 and pR2 (Ihee et al. 

2005) are considerably populated at this time (Fig. 1.2d), leading to strong DED features; (ii) the 

pR1 and pR2 intermediates are the only intermediates present; (iii) they are relatively long-lived; 

(iv) the pR1 / pR2 population is largely 

temperature independent at this time. 

An additional time-delay of 10 ns was 

further selected as a challenge to 

determine if the mixture of the 3 

intermediates ICT, pR1 and pR2 could 

be determined. Fig. 1.2d shows the 

fractional concentration of the PYP 

intermediates as a function of time 

and the dashed vertical lines denotes 

the two time-delays at 1 µs and 10 ns 

that were chosen for this experiment. 

Since no ns laser that operates at 

60 Hz was available at the LCLS, 

three separate optical parametric 

oscillator (OPO) ns lasers with 5 ns 

FWHM pulses running at 20 Hz were 

planned to be installed. This would 

have enabled an interleaved light-dark 

 

Figure 2.16. TR-SFX nanosecond PYP experiment laser 

schematic. (a) Two optical parametric oscillator (OPO) ns 

lasers were controlled externally with digital delay 

generators (DDGs). Polarizers were utilized to ensure the 

laser pulse energies were nearly identical when they arrived 

at the beam splitter. The pulse energy was adjusted to ~800 

µJ/mm2 with the final polarizer before being focused onto 

the pickup fiber and delivered to the sample. (b) Since a ns 

laser operating at one-half the LCLS repetition rate of 120 

Hz was not available, both ns lasers, each operating at 20 

Hz, were phase-shifted so that data could be collected at 40 

Hz in a light-dark-dark scheme. Therefore, twice as much 

dark (no laser excitation) as light (with laser excitation) data 

was obtained. Fig. 2.16b has been modified from a figure 

from Tenboer et al. 2014. 
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scheme. The Schmidt lab laser and a laser from BioCARS passed the SLAC safety inspection. The 

third laser from Lawrence Berkeley National Laboratory did not pass this inspection. However, by 

time-shifting the operation of the remaining two lasers a 40 Hz data collection strategy could be 

implemented, as shown in Fig. 2.16b. This light-dark-dark scheme meant that twice as much dark 

(no laser excitation) as light (with laser excitation) data was collected. DG645 and DG535 digital 

delay generators (DDGs) were used to drive these lasers completely externally. These DDGs 

received their timing triggers from the radio frequency of the LCLS, labeled as timing code 183 

and timing code 184 in Fig. 2.16a. To ensure the pulse energies from both lasers were nearly 

identical, two polarizers were implemented to attenuate their energies so that they matched on 

average at the beam splitter. The pulses were then adjusted by a third polarizer to dial in the desired 

final pulse energy before being focused by a single lens onto the pickup fiber and delivered to the 

sample chamber. Inside the sample chamber two additional lenses, mounted on a motorized X-Y-

Z stage, collimated and focused 90% of the ~15 µJ laser pulses into an Ø150 µm diameter spot 

size. Therefore, the laser fluence at the sample position was ~800 µJ / mm2. Laser energy was 

measured at the beginning and end of each shift to ensure fluence was correct and adjustments 

were made if necessary.  

A concern was that although each image was labeled as light and dark in the data header there 

was no direct confirmation that a laser pulse had actually been created. Therefore, the data might 

potentially be mixed together. As a sanity check, 3 photo-diodes were used: one for laser 1, a 

second for laser 2 and a third inside the sample chamber. The diode traces were saved and checked 

during data reduction so that the dark and light data were properly binned. The two lasers and 

optics were installed at the CXI instrument by SLAC scientist Dr. Despina Milathianaki and 

myself. 
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2.5 Dynamics in Biological Macromolecules with Femtosecond Time Resolution 

A fs time-resolved study probed the previously unknown intermediates of the trans to cis 

isomerization in the PYP photocycle. This experiment introduced new challenges, due primarily 

to the increased complexity of timing synchronization and data reduction. PYP microcrystals were 

grown using the protocol outlined in §2.2.1 and the injector fabrication and operation is described 

in §2.3.3.  

The most significant modification was the fs time resolution which required laser pulses of 140 

fs duration with a fluence of 800 µJ / mm2 be delivered at the full 120 Hz repetition rate of the 

LCLS. The pump for the TR-SFX experiment was a titanium sapphire (Ti:sapph) Coherent Legend 

CPA system (Coherent Inc.) which generated 40 fs laser pulses at an 800 nm wavelength and 120 

Hz. These pulses were then split by a beam splitter so that a portion of the pulse train was sent to 

the timing tool (see §2.2.2) and the majority to a HE-TOPAS-Prime (Light Conversion Ltd.) 

parametric amplifier. The HE-TOPAS-Prime supplied 5 µJ pulses at an output wavelength of 1800 

nm. Frequency doubling through a pair of barium borate (BBO) crystals delivered the desired final 

wavelength of 450 nm. These pulses were directed into the evacuated chamber by a series of 

mirrors before final focusing into an Ø90 µm spot by a toroidal mirror on-axis with the X-rays. 

Chamber windows were selected so that a final chirped pulse length of 140 fs was achieved from 

the 40 fs initial pulse. The laser pulse characteristics described above, in addition to spectral 

distribution and phase, were obtained by the method of second harmonic generation frequency-

resolved optical gating (SHG-FROG) (Kane and Trebino 1993; DeLong et al. 1997). These data 

were analyzed by Dr. Jasper van Thor and Dr. Chris Hutchison from Imperial College London 

using a homebuilt SHG-FROG instrument they installed at CXI.  
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Five time-delays were selected: 300 fs, 600 fs, 900 fs, 3 ps and 200 ns. The 200 ns time-delay 

was chosen as a control to compare with the 1 µs data obtained previously from the ns PYP 

experiment. The indexed diffraction snapshots were sorted into 16 timing bins with ~22,000 

images in each bin ranging from 100 fs to 1.2 ps. These images were then merged and the 

integrated intensities obtained for each reflection by Process_hkl, as discussed previously. 

To refine the structures, the 16 timing bins were combined into 8 timing bins with 40,000 

images in each bin. Determination of interpretable DED maps at ultrafast timescales was 

complicated by the lack of suitable restraints for the unknown structures that accumulate in 

hundreds of fs. All known restraints are compiled from structures at equilibrium and were, 

therefore, not appropriate for this refinement. Since no restraints were available at these ultrafast 

timescales, excited state quantum mechanics / molecular mechanics (QM/MM) simulations were 

performed by our collaborator, Dr. Gerrit Groenhof (Groenhof et al. 2004; Groenhof 2013a; 

Groenhof 2013b) from the University of Jyväskylä, to guide the refinement process. The structures 

were refined using the calculated QM/MM restraints. Finally, extrapolated DED maps were 

obtained. An SVD analysis was applied to the DEDs by Prof. Schmidt to extract the time-

dependent kinetic information.  

2.6 Structure Determination of the Native Form of ccNiR 

The method of single crystal monochromatic X-ray diffraction was used to determine the 

native form structure of ccNiR. Data was collected at the BioCARS 14-BM-C beamline. A 150 

µm x 250 µm crystal was harvested from the hanging drop and placed into the cryobuffer (see 

§2.1.8). The crystal was then transferred out of the cryobuffer using a cryoloop and magnetically 

mounted onto the goniometer into a 100 K nitrogen cryostream and quickly frozen. Images were 

collected using the rotation method (see §2.1.9). 
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2.7 Structure Determination of the Nitrite-bound Form of ccNiR 

To determine the structure of the nitrite-bound form of ccNiR, data was collected using SBL1. 

The cryobuffer utilized for the native ccNiR data set did not produce desirable results when used 

with the nitrite-bound crystals. The crystals fractured apart immediately when placed into the 

cryobuffer and therefore could not be used for data collection. Attempts were made to produce a 

new cryobuffer: 20 mmol/L Na-nitrite was added to the existing cryobuffer; 15-30% 

concentrations of PEG 4k and PEG 8k with and without Na-nitrite were made; cryobuffers without 

TEA were also attempted. In each of these cryobuffer variations the crystals still broke apart. Since 

only a few crystals were remaining after these tests, a crystal was harvested from a drop and placed 

immediately into the 100 K nitrogen cryostream and frozen without any cryobuffer. The crystal 

appeared to have survived the freezing process and the mother liquor remained clear. No obvious 

icing had occurred. Test images revealed that the crystal still diffracted to better than 3 Å and a 

complete dataset was recorded. Images were collected using the rotation method. 

Data reduction was performed as discussed previously, however when the resulting electron 

density map was displayed in ‘Coot’ it was immediately apparent that it did not fit with the 3UBR 

model. Therefore, molecular replacement was performed with ‘Phaser’ as described in §2.1.10. 

The subsequent model was then combined with the observed structure factor amplitudes and 

refined using ‘Refmac’, as described in §2.1.11. 
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3 Results 

3.1 PYP Structural Dynamics with Nanosecond Time Resolution 

The TR-SFX ns experiment on PYP generated large amounts of data which resulted in 

interpretable high quality DED maps at near atomic spatial resolution. PYP microcrystals in the 1-

5 µm range were produced by the previously described protocol and GDVNs were constructed 

using an Ø75 µm ID Polymicro capillary to deliver the sample mixture. A Shimadzu LC-20AD 

solvent delivery pump supplied the pressure for the microcrystal samples. The study used over 5 

g of purified protein to create enough microcrystals of size ~2 x 2 x 5 µm3. A final microcrystal 

density of 1010-1011 PYP crystals/mL was estimated using a Neubauer counting chamber. The 

crystal mixture was filtered through a 10 µm stainless steel frit immediately before ~2 mL was 

loaded into a hydraulic syringe sample reservoir and jetted through the GDVN. Jet diameters 

ranged from 3-5 µm using a flow rate of 22-25 µL/minute, meaning that almost 16 mL of crystal 

solution would be needed each shift if no problems occurred and the experiment ran nonstop. In 

reality, however, sample exchanges usually took 15-30 minutes to complete, X-rays went down 

due to unforeseen problems and nozzles had to be replaced due to clogging or breakage-all of these 

factors contributed to a decreased amount of sample needed during each shift. 

The dark state model for PYP was obtained from PDB entry 2PHY. This dark state model, 

PYPAS
D , was determined from PYP crystals grown using ammonium sulfate (AS) as a precipitant. 

We used Na-malonate (NM) as a precipitant because AS was suspected to contribute too much 

background scattering at the detector and could also prove difficult to jet. Large PYP crystals were 

easily grown using NM. Two important concerns were raised: (i) are the crystals grown using NM 

as a precipitant identical to those from AS and (ii) are these crystals still photo-active. To answer 



 

76 
 

the first question, I obtained a dataset on a NM PYP crystal using SBL1 to 1.56 Å resolution. The 

dark state model, PYPNM
D , agreed perfectly with the PYPAS

D  model. The cell constants a, b and c and 

α, β and γ were identical. Further, the TR-AS results I acquired with SBL2 confirmed that NM 

PYP crystals were indeed photo-active (results not presented). The refined PYPNM
D  model phases 

could now be used since PYPAS
D  was identical to PYPNM

D . 

Timing was straightforward, owing to the ns nature of the experiment and the long time-delays 

selected. No time-binning of the data was required and the value of the ns Target Time was the 

nominal time-delay. The CSPAD detector was positioned as close as possible to the sample stream 

(75.1 mm) so that diffraction data with the maximum resolution could be obtained. An 8.995 keV 

XFEL beam energy with a 1µm focal spot size was also selected. With this geometry and beam 

energy the resolution at the edge of the detector was 1.6 Å. To enable beam transmissions of 30% 

an electronic attenuation mask was applied to the detector for those pixels exposed to the intense 

low resolution (small angle) reflections up to 4 Å. This mask effectively increased the dynamic 

range of the detector by preventing pixel saturation at low resolution while maintaining single 

photon sensitivity at higher resolution (large angle). 

In order to produce time-resolved DED maps (§2.2.4) we recorded 3,695,472 images at CXI 

over 5 twelve hour shifts. 2,463,620 of these images were dark data, while 1,231,852 images were 

collected with laser activation and were light data. Cheetah selected 170,911 (6.94%) of the dark 

frames as crystal hits, and 82,627 (6.71%) of the light frames were hits. Therefore, a hit-rate of 

6.86% was achieved over both light and dark data combined. A summary of the results from data 

reduction is given in Tab. 3.1. 
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The space 

group was 

determined to be 

P63 and 

diffraction data 

extended to a 

resolution of 1.6 

Å. A total reaction 

initiation of 40% 

was obtained (see 

§2.2.7) for the 1 

µs time-delay 

between pR1 and 

pR2 at 18% and 

22%, respectively. 

The ns laser 

pulses penetrated 

completely through the PYP microcrystals, as shown by the simulations in Fig. 3.1 and supported 

by these results. The extent of reaction initiation was not determined for the 10 ns time-delay since 

the amount of data did not support an analysis. At this time-delay a mixture of 3 intermediates is 

present and the fractional concentrations are varying quickly. Therefore, many more data sets must 

be collected at multiple time-delays in order to unmix these structures. 

Table 3.1. Result summary from the TR-SFX ns PYP experiment. The columns 

labeled as ‘Dark’ mean that no laser excitation was used. The columns labeled as 

‘Light’ mean that laser excitation was present using a wavelength of 450 nm. 

Parentheses: highest resolution shell (1.64 Å-1.6 Å). Angled brackets: <mean 

values>. Table has been modified from Tenboer et al. 2014. 

 10 ns 1 µs 

 Dark Light Dark Light 

laser 

Fluence [µJ / 

mm2] 

off 800 off 800 

# images 414,326 207,168 2,049,294 1,024,684 

# hits 75,757 36,632 95,154 45,995 

# indexed 

from hits 

46,460 

{61.3%} 

22,678 

{61.9%} 

64,496 

{67.8%} 

31,255 

{67.9%} 

unit cell 

dimensions 

(a, b, c) [Å]a 

66.96, 66.96, 

40.98 

66.99, 66.90, 

41.00 

66.97, 66.97, 

40.99 

66.99, 66.99, 

41.00 

completeness 

[%] 
98.62 96.62 99.45 98.82 

redundancyb 
2,112 

(1,329) 
1,037 (650) 2,924 (1,853) 1,420 (903) 

I/σ(I) 6.0 (2.3) 4.3 (1.7) 12.4 (4.7) 8.7 (3.0) 

Rsplit [%]c 14.4 (49.8) 20.2 (86.1) 6.5 (22.4) 9.2 (38.6) 

Rcryst [%]d 18.8 nn 17.8 nn 

Rfree [%]d 21.1 nn 20.8 nn 

<|ΔF|>/<σΔF> 9.1 / 9.1 6.4 / 5.1 

max/min 

DED [σ] 
+6.0 / -12.4 +18.3 / -22.4 

reaction 

initiation 
nd 

40% total 

18% pR1 

22% pR2 
aunit cell angles: α=β=90°, γ=120°; baverage number of observations per 

reflection (and symmetry equivalent); csee Eqn. 2.36; dsee Eqn. 2.26; nn: not 

necessary;  nd: not done 
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The light-minus-dark DED maps at the 1 µs time-delay are of exquisite quality with positive 

and negative features extending up to 18σ and 

-22σ, respectively, where σ is the root mean 

squared (RMS) value of the DED over the 

asymmetric unit. These results are shown in 

Fig. 3.2b-Fig. 3.2c and Fig. 3.2g. The largest 

DED signals are located around the 

significantly displaced sulfur of the 

chromophore at the 1µs time-delay. The trans 

to cis isomerization causes conformational 

changes that extend to the edge of the protein, 

which is observed in the DED map shown in 

Fig. 3.2g. A new conformation of the Glu46 

residue was determined during refinement 

that had not been previously reported by 

synchrotron experiments (see Fig. 3.3). This 

will be discussed further below.   

The TR-SFX dark structure to 1.6 Å is of 

comparable quality to that obtained with TR-

LX, as shown in Fig. 3.2a & 3.2d, 

respectively.  The dark structure, PDB entry 

2PHY (Borgstahl et al. 1995), may be used to 

interpret both maps. The 1 µs and 10 ns 

 

Figure 3.1. Simulation of ns laser penetration depth 

for PYP. A laser flux of ~800 µJ/mm2 at 450 nm 

wavelength with a rectangular-shaped beam profile 

is assumed; extinction coefficient is 45,500 

cm2/mmol for the PYP crystal and a concentration 

of 63 mmol/L is used; 10% of the molecules are 

assumed to enter the photocycle. (a) The curves 

demonstrate the penetration depth of the 5 ns 

FWHM laser pulse at times of 100 ps, 2.5 ns and 5 

ns. The vertical lines in the 3-sectioned rectangle 

intersect with each curve along the top horizontal 

line of the rectangle where half of the photons have 

been absorbed. (b) Percentage of bleached PYP 

molecules plotted vs. the penetration depth. For the 

5 ns FWHM laser pulse used for the TR-SFX ns PYP 

experiment >80% of the PYP molecules are 

bleached up to a 4 µm penetration depth. Fig. 3.1 

has been modified from a figure from Tenboer et al. 

2014 (supplementary material). 
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Figure 3.2. Yellow lines in all maps: dark state model. (a) TR-SFX electron density map of dark state 

model (1.1σ contour level) to a resolution of 1.6 Å. The pCA chromophore and some surrounding 

residues are labeled. White arrow: location of the C2=C3 double bond. (b) TR-SFX DED map for 10 

ns time-delay; green lines: structure of the ICT intermediate; dashed arrows: features that belong to 

other intermediates not shown here. (c) 1 µs time-delay, TR-SFX DED map; pink lines: pR1 

intermediate; red lines: pR2 intermediate. (d) TR-LX electron density map of dark state model (1.1σ 

contour level) to a resolution of 1.6 Å. (e) The 32 ns time-delay, TR-LX DED map and ICT structure 

corresponds best with 10 ns TR-SFX ICT intermediate. (f) 1 µs TR-LX DED map. Note the high level of 

reaction initiation for TR-SFX. (g) Stereo view of 1 µs TR-SFX map overlaid on dark state model. 

Dashed red arrow: DED features extend to Met18; Contour levels: (b) red/blue -3σ/+3σ (c) red/white 

-3σ/-4σ and blue/cyan +3σ/+5σ (g) red/blue -3σ/+3σ. Panels modified from Tenboer et al. 2014. 
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intermediate structures recorded by TR-SFX were compared with synchrotron results and the 10 

ns TR-SFX DED map agreed best with the 32 ns TR-LX DED map. Readily apparent in Fig. 3.2b 

& 3.2c is the high level of reaction initiation that was achieved by TR-SFX.  

These results show that a reaction initiation of 40% is possible (§2.2.7) using a ns laser with 

TR-SFX. A benefit of this high level of reaction initiation for photo-active proteins is illustrated 

in Fig. 3.2c and Fig. 3.3. Positive and negative DED features were observed at the 1 µs time-delay 

near the Glu46 residue not explained by the Laue model from PDB entry 1TS7 (Ihee et al. 2005). 

However, a new conformation of Glu46 was determined during a restrained refinement using 

‘Refmac’. The extrapolated EDM for this structure is shown in Fig. 3.3. This experiment 

demonstrates that when comparing DED maps obtained from the same photo-reactive protein at 

similar spatial resolution, a clear advantage of an XFEL over a synchrotron is evident. The small 

crystals that may be 

studied with XFELs 

enable more 

thorough laser 

excitation. The 

resulting larger 

extent of reaction 

initiation may 

enable the 

determination of 

new conformations 

 

Figure 3.3. Stereo representation of the resulting extrapolated electron 

density for the 1 µs time-delay was determined as described in §2.2.6. Contour 

level: 1.1σ. Pink lines: pR1 with 22% fractional concentration; Red lines: pR2 

with 18% fractional concentration. Fig. 3.3 from Tenboer et al. 2014. 
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of nearby residues that are difficult, if not impossible with TR-LX. 

3.2 PYP Structural Dynamics with Femtosecond Time Resolution 

To reveal the fs dynamics of PYP, a total of 533,705 indexed images were recorded over the 

course of the beamtime, 65,289 of these images were dark data, while 468,416 snapshots were 

collected with laser activation. The timing tool information was used to sort the light data into 16 

timing bins with ~22,000 images each from ~100 fs to ~1 ps. Another bin at 3ps contained 61,659 

frames. 65,298 images were additionally obtained at a time-delay of 200 ns. A summary of results 

from the data reduction is given in Tab. 3.2. Sample flow rates, jet diameters, microcrystal sizes 

and sample densities were unchanged from the ns PYP experiment. The sample-to-detector 

distance was 84 mm and the XFEL beam energy was 9.5 keV. The X-rays were focused to a 1µm 

spot size and an electronic attenuation mask was applied to the CSPAD detector up to a resolution 

of 4.5 Å. 

To determine the level of reaction initiation that could be achieved with these short laser pulses, 

two spectroscopic studies were performed in advance on crushed single crystals of PYP. The first 

experiment was conducted by a team led by Jasper van Thor using 100 fs and 300 fs laser pulses. 

This experiment concluded that the highest level of reaction initiation could be achieved with laser 

pulse lengths of ~100 fs. An additional experiment was performed by myself at the BioCARS 14-

ID-B beamline using 900 fs laser pulses and the Xenon light source and spectrometer obtained 

from SBL2. Results from both experiments demonstrated that a 7-10% reaction initiation could be 

obtained from an 800 µJ / mm2 laser fluence without permanent photo-bleaching of the sample 

using laser pulses < 1 ps in duration. 

The dark reference PYP structure, PYPobs
D , was determined from images collected without laser 

excitation and the resulting EDM was identical to the dark map obtained during the ns TR-SFX 
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PYP experiment. To verify that a 

sufficient extent of reaction 

initiation was achieved with the 140 

fs laser pulses, the 200 ns time-

delay was chosen as a positive 

control. A DED map was calculated 

for the 200 ns time-delay, 

PYP∆200ns, and the structures of pR1 

and pR2 from PDB entries 4WLA 

and 4WL9 (Tenboer et al. 2014) 

were refined against the 

extrapolated structure factor 

amplitudes (see §2.2.6). The refined 

structures and resulting DED maps 

at the 200 ns control time-delay 

agree well with those obtained 

previously at the 1 µs time-delay 

during the ns PYP experiment (see 

Fig. 3.1c and Fig. 3.4g). To estimate 

the extent of reaction initiation a 

DED map of ‘(pR1 + pR2) minus 

PYPobs
D ’ was calculated and then 

empirically fitted to PYP∆200ns. The 

Table 3.2. Result summary from TR-SFX fs PYP experiment. 

Time-delays are the average of all calculated time-delays from 

the timing tool in each bin. Overall resolution is 1.6 Å. 

Parentheses: highest resolution shell (1.6-1.67 Å). Table 

modified from Pande et al. 2016. 

Time-

Delay 

[ps] 

#indexed 

hits 
Rsplit Completeness Multiplicity 

Dark 65,289 
7.69 

(41.08) 

99.93 

(100) 

991.51 

(22.1) 

0.1008 19,313 
12.84 

(37.42) 

99.84 

(100) 
342.76 

(25.2) 

0.1828 19,659 
12.58 

(38.60) 

99.84 

(100) 
348.41 

(26.3) 

0.2363 19,647 
12.93 

(41.08) 

100 

(100) 
341.26 

(26.0) 

0.3015 19,480 
13.19 

(36.77) 

99.76 

(100) 
330.86 

(25.3) 

0.3907 19,090 
13.70 

(43.08) 

99.92 

(100) 
312.83 

(22.2) 

0.5210 18,905 
14.30 

(35.20) 

99.97 

(100) 
295.09 

(30.5) 

0.6575 21,500 
11.83 

(25.12) 

99.84 

(100) 
409.97 

(59.1) 

0.7395 22,554 
10.99 

(21.89) 

99.76 

(100) 
459.67 

(68.2) 

0.7824 22,816 
10.95 

(23.76) 

99.84 

(100) 
468.66 

(69.0) 

0.8149 22,560 
10.83 

(23.70) 

100 

(100) 
467.46 

(64.6) 

0.8428 22,507 
10.97 

(24.63) 

99.84 

(100) 
463.5 

(63.0) 

0.8701 22,416 
10.76 

(24.18) 

99.6 

(100) 
465.45 

(60.0) 

0.8988 22,266 
10.54 

(23.59) 

99.84 

(100) 
466.38 

(61.8) 

0.9317 22,409 
10.49 

(21.76) 

100 

(100) 
472.31 

(64.4) 

0.9784 22,732 
10.44 

(23.46) 

99.84 

(100) 
478.35 

(67.2) 

1.0648 23,605 
10.43 

(20.94) 

99.92 

(100) 
501.62 

(75.9) 

3.0 61,659 5.43 99.9 2023 

200,000 65,298 6.99 99.9 1137 
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resulting extent of total reaction initiation was 12.6%, which agrees well with the 7-10% 

determined by the spectroscopic experiments.  

Weighted DED maps were calculated for each time-delay, wDED∆t, as were difference 

structure factor amplitudes. An SVD analysis was performed on the wDED∆t. The first right 

singular vector (rSV1) follows the relaxation of the structure over the 16 timing bins and was fitted 

empirically by the equation 

 rSV1(t) = A1 + B1 [1 − exp (
t

τ1
)] (3.1) 

The dashed black line in the upper plot of Fig. 3.4a is the fitting curve determined by Equation 3.1 

for rSV1. At a time τ1=155 fs, significant structural changes lead to larger DED features that are 

observed to last through 3 ps. When the second right singular vector (rSV2) was considered an 

additional transition was revealed. The transition time was found by empirically fitting the rSV2 

with the equation 

 
rSV2(t) =

A2
1 + exp(t − τ2 B2⁄ )

 (3.2) 

The dashed black line in the lower plot of Fig. 3.4a is the fitting curve determined by Equation 3.2 

for rSV2 with a transition time of τ2=565 fs. A difference is therefore evident in the DED maps 

between time-delays <500 fs compared to those >600 fs. RSV1 shows the average progression of 

the DED signal which exposes significant structural changes occurring after the ~140 fs pump 

laser pulse passed through the crystal. These changes begin at ~155 fs and are plotted by the black 

circles in Fig. 3.4a. RSV2 reveals a second process beginning between 500-600 fs and shown by 
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Figure 3.4. The trans-cis isomerization of the PYP chromophore. Panels (d)-(g): the extrapolated 2FO-

FC maps are displayed in blue at a 1.1σ contour level. The weighted DED maps are shown in red/green 

-3σ/+3σ. Dark state model is denoted by blue lines and yellow lines define the refined intermediate 

structures. (a) Rsv1 is denoted by the black circles and the fitting curve from Equation 3.1 is plotted with 

the solid black line. The dashed blue and red lines are the fitting curves for rsv1 when the solid black 

curve is separated into two regions. The red arrow indicates the transition from trans to cis. Rsv2 is 

plotted with the red squares and the fit from Equation 3.2 is shown by the dashed black line. The red 

circle surrounding the rsv2 value at 521 fs designates the time-delay nearest the conical intersection. 

Green triangles: rsv3. Rsv4 and rsv5 are displayed with dashed-dotted and dashed-double-dotted lines, 

respectively. The blue Gaussian curve indicates the transition region from 470-650 fs (FWHM ~180 fs). 

(b) Structure of the pCA chromophore of PYP. The red line defines the C2=C3 torsional angle. (c) The 

potential energy surfaces of the excited state (S1, orange) and ground state (S0, blue) for the 

chromophore in the trans-cis isomerization represented as a function of the C2=C3 torsion and 

deformation of the bonds (labeled as skeletal deformation). The dashed yellow line represents a possible 

trajectory along these surfaces. The juncture of these energy surfaces forms a conical intersection 

where trajectories may either return to the dark state or continue towards the cis configuration. (d) 

DED map at a time-delay of 296 fs after laser initiation. The dashed white lines show hydrogen bonds 

to Glu46 and Tyr42. The dashed orange line represents the direction of elongation of the positive 

feature β1.  (e) DED map at 1023 fs. The dashed orange line again denotes the direction of elongation 

for positive feature β1. (f) DED map at 3 ps. The dashed orange line has the same meaning. (g) DED 

map at 200 ns, which was used as a control to compare to DED maps from previous experiment LD62. 

The results from the two experiments agree well. The two intermediates, pR1 and pR2 (models not 

shown), are defined by the difference electron density features β1 and β2 (pR1) and γ1 and γ2 (pR2). 

Panels (a)-(b) & (d)-(g) from Pande et al. 2016. Panel (c) from Groenhof et al. 2003. 
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the red squares in Fig. 3.4a. This distinction is evident when comparing the DED maps in Fig. 3.4d 

for time bins <500 fs to those from Fig. 3.4e for time bins >600 fs. 

Upon closer examination of this region we noted that the rSV1 values for the time-delays at 

390 fs and 521 fs deviated largely from the calculated fit, as shown in Fig. 3.4a. Since all of the 

data was scaled together before they were separated into timing bins and the deviations of rSV1 

was small except for two time-delays, this suggested that rSV1 should be separated into two parts. 

The dashed blue and red lines in Fig. 3.4a represent the separated rSV1 fitting curve. For fast time 

points (<390 fs) the molecules follow the dashed blue line. At ~500 fs the trans-cis isomerization 

evolves with a portion of the molecules falling back to the ground state while others relax along 

the dashed red line. The center of this transition lies around ~521 fs as shown by the circled red 

square in Fig. 3.4a. The solid blue curve denotes the period of the transition and the FWHM 

duration of the evolution is ~180 fs. We identify this transition with the trans to cis isomerization 

of the pCA chromophore. 

3.3 Structure Determination of the Native Form of ccNiR to 1.65 Å 

 Data was obtained from the native form crystal of ccNiR using the following parameters: the 

detector was an ADSC Quantum-315; the sample-to-detector distance was 315 mm; the beam 

energy was 12.668 keV (λ=0.9787 Å); a 0.2° rotation width was used; the exposure time was 11 

seconds; a total of 600 images were collected covering a total angular rotation of 120°. Data 

reduction and structural refinement was performed as discussed previously. Phases were provided 

by PDB entry 3UBR (Youngblut et al. 2012). The selected space group solution was P212121 with 

an overall mosaicity of 0.27° and a resolution ranging from 30.77-1.65 Å. A result summary from 

the data reduction is given in Tab. 3.3. The refined unit cell parameters were a=50.18 Å, b=96.07 

Å, c=222.60 Å, α=90.0°, β=90.0° and γ=90.0° from these data.  The unit cell parameters from the 
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Laue structure PDB entry 3UBR (Youngblut et al. 2012) are a= 51.50 Å, b=95.90 Å, c=223.80 Å, 

α=90.0°, β=90.0° and 

γ=90.0°. Although the 

cell constants a, b and 

c differ slightly from 

the model they are 

within acceptable 

tolerances considering 

the 3UBR model was 

collected from a 

crystal at room 

temperature while 

these data were obtained at a cryogenic temperature of 100 K. An average mosaicity of 0.27° is 

excellent and suggests the crystal was adequately protected by the cryobuffer during freezing. 

Previous synchrotron experiments on ccNiR at BioCARS 14-BM-C revealed difficulties with 

finding a suitable cryobuffer in which the crystals did not disintegrate. Those crystals that did not 

fracture showed an average mosaicity of 0.9° with a maximum resolution of 3 Å. Substantial effort 

produced the cryobuffer described in §2.1.8 and the low mosaicity observed from these data 

suggest this cryo-protectant should be used for any future studies on the native form ccNiR at 

cryogenic temperatures. Additionally, the improved resolution of 1.65 Å supports the revised 

crystal growth protocol developed by UWM Chemistry graduate student Dan Pauly. 

Table 3.3. Result summary from the structure determination of the native 

form of ccNiR. 

 
Overall 

 

Inner Shell 

(low resolution) 

Outer Shell 

(high resolution) 

Resolution limits 

[Å] 
N/A 30.77 1.65 

Rmerge 0.091 0.071 0.501 

Rcryst 0.2234 N/A N/A 

Rfree 0.2577 N/A N/A 

# of observed 

reflections 
382,646 16,324 7,338 

# of unique 

reflections 
97,423 4,049 4,062 

unit cell 

dimensions 

(a, b, c) [Å] 

50.18, 96.07, 

222.60 
N/A N/A 

unit cell angles 

(α, β, γ) [°] 

90.0, 90.0, 

90.0 
N/A N/A 

mosaicity [°] 0.27 N/A N/A 

completeness [%] 74.9 91.2 22.0 

multiplicity [%] 3.9 4.0 1.8 

N/A: Not applicable 
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The Rmerge value was 0.091 overall, 0.071 in the inner shell (low resolution) and 0.501 in the 

outer shell (high resolution). Although the overall and inner shell Rmerge values are excellent, the 

outer shell is particularly high. This may be explained by considering both the completeness and 

the multiplicity across all 

resolution shells. The 

overall completeness is 

74.9% with a multiplicity of 

3.9. The inner shell 

completeness is 91.2% with 

a multiplicity of 4.0. The 

outer shell completeness is 

22.0% with a multiplicity of 

1.8. The overall 

completeness is low while 

the inner shell is 

significantly better at 

91.2%. However, since the 

outer shell completeness is 

only 22.0% with a 

multiplicity of 1.8 the 

overall completeness will undoubtedly be negatively affected. The low completeness of the outer 

shell reflections could have been dramatically improved if more images had been collected beyond 

the 120° total angular width used for this experiment. Regardless, the 1.65 Å resolution 2FO-FC (2 

 

Figure 3.5. Structure determination of the native form of ccNiR. (a) The 

blue 2FO-FC electron density map is centered on the active site heme in 

the α-subunit. The contour level is 1.1 σ. The red crosses surrounded by 

electron density features show the locations of water molecules. Yellow 

lines: structural model of native ccNiR. (b) The second active site heme 

found in the β-subunit is shown. Red crosses once again denote the 

location water molecules. (c) A typical diffraction image obtained from 

this experiment is shown. The red circle identifies a resolution of 1.8 Å. 
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x observed structure factors minus calculated structure factors) EDM is of reasonable quality. 

Waters are observed at both active site hemes as seen in Fig. 3.3, in agreement with previous results 

(Einsle et al. 2002). The waters were not imposed by the model since they were removed from the 

PDB file before refinement.  

3.4 Structure Determination of the Nitrite-bound Form of ccNiR to 2.59 Å 

Data was obtained from the nitrite-bound form crystal of ccNiR using the following 

parameters: the detector was a Rayonix CCD165 with a sample-to-detector distance of 90 mm; the 

beam energy was 8.04 keV (λ=1.5418 Å); a 0.3° rotation width was used; the exposure time was 

300 seconds; a total of 600 images were collected covering a total angular rotation of 180°. 

To determine the nitrite-bound structure of ccNiR the data was reduced using standard 

methods. The space group solution was P212121 with an overall mosaicity of 0.61° and a resolution 

ranging from 29.55-

2.59 Å. A result 

summary from the data 

reduction is given in 

Tab. 3.4. After 

refinement, an electron 

density feature not 

explained by the 3UBR 

model was observed at 

the active site heme 

located in the β-subunit, 

referenced by the white 

Table 3.4. Result summary from the structure determination of the nitrite-

bound form of ccNiR. 

 
Overall 

 

Inner Shell 

(low resolution) 

Outer Shell 

(high resolution) 

Resolution limits 

[Å] 
N/A 29.55 2.59 

Rmerge 0.196 0.178 0.449 

Rcryst 0.3569 N/A N/A 

Rfree 0.3770 N/A N/A 

# of observed 

reflections 
156,466 5,585 17,892 

# of unique 

reflections 
27,428 1,016 3,495 

unit cell 

dimensions 

(a, b, c) [Å] 

46.18, 92.00, 

210.36 
N/A N/A 

unit cell angles  

(α, β, γ) [°] 

90.0, 90.0, 

90.0 
N/A N/A 

mosaicity [°] 0.61 N/A N/A 

completeness 

[%] 
95.1 97.5 84.4 

multiplicity [%] 5.5 5.7 5.1 

N/A: Not applicable 
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arrow in Fig. 3.5. The refined unit cell parameters are a=46.18 Å, b=92.00 Å, c=210.36 Å, 

α=90.0°, β=90.0° and γ=90.0° from these data.  The unit cell parameters from the Laue structure 

(PDB entry 3UBR (Youngblut et al. 2012)) are a= 51.50 Å, b=95.90 Å, c=223.80 Å, α=90.0°, 

β=90.0° and γ=90.0°. The cell constants a, b and c are greatly deviated from the 3UBR model with 

Δa= -5.32 Å, Δb= -3.9 Å and Δc= -13.44 Å. These large deviations demanded a molecular 

replacement strategy using ‘Phaser’, which determined a single solution from the observed 

structure factor amplitudes and 3UBR model. The average mosaicity of 0.61° is high but 

acceptable, especially considering that no cryobuffer was used to collect these data. However, any 

future studies with large single crystals of the nitrite-bound form of ccNiR at cryogenic 

temperatures will require a suitable cryobuffer to aid the freezing process. 

The data quality is poor, with an Rmerge value of 0.196 overall, 0.178 in the inner shell (low 

resolution) and 0.449 in the outer shell (high resolution). Although the overall and inner shell 

Rmerge values are on the high range of acceptable, the outer shell is unacceptably high. Unlike the 

native form ccNiR data discussed in §3.3, however, the completeness and multiplicity suggests 

that more snapshots would not have significantly improved the values of Rmerge. ‘Scala’ reported 

an overall completeness of 95.1% with a multiplicity of 5.5, an inner shell completeness of 97.5% 

with a multiplicity of 5.7 and an outer shell completeness of 84.4% with a multiplicity of 5.1. The 

resulting 2.59 Å resolution 2FO-FC electron density map shown in Fig. 3.6 is of low quality, still 

an electron density feature not explained by the native form model is observed at the active site 

heme of the β-subunit. Unfortunately, the resolution does not permit an interpretation of this 

feature with high confidence. The feature could simply be water, however the size of the electron 

density is rather too large. Two other possible explanations for this feature are given in Fig. 3.6b 
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and Fig. 3.6b which include a bound nitrite and the partially-reduced hydroxylamine form (Einsle 

 

Figure 3.6. Structure determination of the nitrite-bound form of ccNiR. (a) Active site heme of the α-

subunit is vacant. (b) Nitrite molecule at the active site heme. The nitrogen of the nitrite molecule is 

bound to the Fe(III) and the two oxygen establish hydrogen bonds with Arg114 and His277. (c) 

Partially-reduced hydroxylamine form. The remaining oxygen maintains its hydrogen bond with 

Arg114. (d) An electron density feature not identified by the 3UBR model is observed at the active site 

heme of the β-subunit (white arrow). (e) Typical diffraction image. Fig. 3.6b-Fig. 3.6c from Einsle at 

al. 2002. 
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et al. 2002), respectively. If the partially-reduced hydroxylamine intermediate is considered then 

our data suggests the oxygen retains the hydrogen bond with the His277 residue. However, Einsle 

et al. observed that only the hydrogen bond with Arg114 remained intact with the oxygen. The 

hydroxylamine form appears plausible, considering the length of time needed to obtain the data 

from SBL1. Photo-reduction of the bound nitrite may have occurred during the nearly 3 days of 

data collection. Better quality data will need to be obtained before any convincing conclusion can 

be accepted. 

An alternative to co-crystallization would be soaking the ccNiR crystals in 100 mmol/L of Na-

nitrite for ~1 hour before data collection, as described elsewhere (Einsle et al. 2002). This method 

was attempted without success. The crystals fractured immediately upon immersion into the 

solution. Various Na-nitrite soak concentrations were prepared ranging from 25 mmol/L –200 

mmol/L with identical results. Co-crystallization should continue to be pursued, considering these 

initial results, however a suitable cryobuffer will need to be developed to positively impact the 

data quality.  
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4 Discussion 

4.1 LCLS and APS Scientific Output  

Contemplating the potential that XFELs promise, it should be considered whether this new 

method for macromolecular structure determination genuinely represents a significant leap 

forward. After all, hard X-ray FELs (Arthur et al. 1998; Wu and Emma 2006) have only been 

realized for just over half a decade and techniques are presently under intense development. 

Comparison with the veteran synchrotrons may be tricky, considering that 3rd generation 

synchrotron X-ray sources now boast over 20 years of knowledge and experience. 

To show the importance of these existing light sources, output in peer-reviewed journals may 

be compared. From 

2009-2015 there were 

10,128 total 

publications 

combined between 

the APS and the 

LCLS (2015a; 

2015b). Of these 

publications, 311 

(~3%) were from 

experiments 

conducted at the 

LCLS while 9,817 

 

Figure 4.1. Comparison of scientific output of the LCLS and APS. (a) APS 

publications by year. Total publications are shown in the white boxes. (b) 

Total number of on-site users for the APS (blue) and LCLS (orange). The 

number of on-site users are shown for each year and the ratio of LCLS Users 

/ APS Users is given as percentages. (c) LCLS publications by year. Total 

publications are shown in the white boxes. (d) Breakdown of total publications 

between the LCLS and APS from 2009-2015. 
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(~97%) were from studies performed at the APS (see Fig. 4.1). This discrepancy appears 

significant, however the difference between the numbers of experimental stations at the LCLS 

compared to the APS is also quite large (6 versus 71, respectively). Taking this factor into account 

an extrapolation reveals that if the number of experimental stations between the two were similar 

then the annual journal publication outputs would be comparable. The overall productivity per 

station is therefore roughly equal. This is truly a remarkable achievement for the LCLS, however 

the scientific impact of X-ray free electron lasers should extend beyond these types of 

comparisons.  

Both XFELs and synchrotrons are capable of recording high quality diffraction images from 

which 3-dimensional molecular structures at atomic spatial resolution may be obtained. However, 

an XFEL delivers superior time resolution (40 fs versus 100 ps) and their incredible brilliance and 

peak power offers the ability to reduce crystal sizes down to the microcrystal regime and even 

smaller. Consequently, the brief XFEL pulses outrun radiation damage (Neutze et al. 2000) and 

no freezing of the sample is necessary. Therefore, room temperature protein dynamics on the fs 

time scale may be probed using an XFEL. 

4.2 Reduction of Protein Consumption and Expansion of Structural Biology with SFX 

The small crystal sizes and ultrafast time resolution that are supported by XFELs represents 

the hallmark departure from synchrotrons. Regrettably, the amount of purified protein required to 

record a sufficient number of pictures from these microcrystals to obtain structures for only a 

handful of time-delays is, at the moment, quite sizable. For example, the two TR-SFX studies on 

PYP required between 3-6 g of purified protein each (Tenboer et al. 2014, Pande et al. 2016). 

Therefore, the large protein volumes demanded by an XFEL experiment presents a significant 

challenge for research groups to produce enough sample to last through five 12 hour shifts. 
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Techniques for reducing protein consumption must be established to maximize the range of 

proteins that may be studied.  

A straightforward approach to reduce protein quantities for SFX would be to dramatically 

improve the XFEL repetition rate so that images may be collected more quickly. The European 

XFEL will run at an effective X-ray repetition rate of 27,000 Hz when the facility becomes 

operational in 2017 (Abela et al. 2007). This faster data collection rate would lead to a >200-fold 

decrease in the amount of protein demanded by SFX. Another solution to this problem would be 

to pulse injector flows in synchronization with the arrival of XFEL pulses. This method is known 

as drop-on-demand (DOD) and uses a piezo transducer to eject small droplets of the sample into 

the X-rays (Weierstall 2014). Unfortunately, drop sizes are currently rather large (30 µm) and 

nozzle clogging is problematic. An alternative technique would be to slow down the sample flow 

rate so that the X-rays probe a greater percentage of the microcrystal mixture. In order to maintain 

stable streams GDVNs can only tolerate flow rates greater than 1 µL/min, although so-called 

lipidic cubic phase injectors (LCP) (Fig. 4.2c and Fig. 4.2d) can produce sample flows in the 

pL/min range (Weierstall et al. 2014). In fact, LCP injectors are capable of delivering microcrystals 

at rates slower than the 120 Hz LCLS repetition rate. This is not an issue, however, since by 

increasing the driving pressure the velocity of the LCP (and microcrystals) can be tailored to the 

arrival time of the X-rays.  

LCP injectors are ideally suited for the study of membrane proteins, which represent ~30% of 

the proteome and constitute ~60% of the drug targets in humans (Liu et al. 2013; Weierstall et al. 

2014). One important example of a membrane protein is the human smoothened G protein-coupled 

receptor (GPCR) (Fig. 4.2a and Fig. 4.2b), which is involved in embryonic development. Although 

LCP injectors have been recently implemented with some success at synchrotrons (Nogly et al. 
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2015), the small 

crystal sizes afforded 

by XFELs present a 

clear advantage since 

large crystals of 

membrane proteins 

are difficult to 

produce. Membrane 

protein crystals are 

grown directly in the 

LCP medium and the 

resulting 

microcrystals are small but well-ordered (Liu et al. 2014). Although LCP injectors are perfectly 

suited for SFX studies of membrane proteins, they have also recently been proven capable of 

studying soluble proteins such as lysozyme and phycocyanin (Fromme et al. 2015). Therefore, if 

sample consumption is a barrier for the study of a particular protein with SFX, the microcrystals 

should be tested with the LCP medium (or perhaps with other viscous mediums) to assess whether 

using a microextrusion injector is possible.  

Although increased rates of data collection, DOD injectors and LCP injectors lead to a decrease 

in the amount of sample required, improving data reduction and analysis techniques of SFX data 

also positively impacts protein consumption. The goal must be to lower the number of diffraction 

images required for structure determination. For the ns PYP experiment we recorded 253,538 

indexed snapshots distributed among the dark (170,911 images) and the 1 µs and 10 ns light 

 

Figure 4.2. The Lipidic cubic phase (LCP) injector and a TR-SFX study of a 

GPCR. (a) The human smoothened GPCR is shown by the grey model with a 

green 1σ electron density map and model of the cyclopamine complex overlaid 

on top. (b) Stereo representation of the binding pocket with green-stick model 

of the cyclopamine complex. (c) Schematic of the LCP injector. (d) Detail of 

LCP media extruding from the injector during an experiment. A helium gas 

sheath stabilizes the LCP flow and the approximate location of the X-rays is 

shown. Panels a, b and c obtained from Weierstall et al. 2014 and panel d is 

from Nogly et al. 2014.  
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(82,627 images) data. Previous studies had suggested that anywhere from 1-30% of the total 

diffraction snapshots would be indexable hits. Additionally, for those experiments that had 

successfully determined a protein structure ~50k-100k indexed patterns were used. Therefore, we 

estimated that 5% of the collected images would ultimately be used for PYP structure 

determination and so 1 million to 2 million diffraction images were accumulated for each desired 

structure (e.g., dark, 10 ns and 1µs). Comparing these values with the 40-100 snapshots typically 

needed for a TR-LX study on PYP, approximately 20,000 times more XFEL than synchrotron data 

were obtained to produce similar resolution structures. 

Most experiments to date at the LCLS have used Crystfel (White et al. 2012; White et al. 2013) 

for data reduction. This software uses the Monte Carlo method to integrate the Bragg spots from 

thousands of randomly orientated crystals. A large number of diffraction images are needed for 

this averaging to accurately determine the integrated reflection intensities. Recent experiments 

(Ginn et al. 2015) have demonstrated that alternative methods (Sauter et al. 2013; Kabsch 2014; 

White 2014) for data reduction can produce a high resolution (1.75 Å) structure from only 5,787 

snapshots. However, it should be noted that Crystfel was able to determine the 1.6 Å PYP structure 

at the 10 ns time-delay from only 23k images. Therefore, the ns PYP study suggests that 20k-50k 

indexed images may be adequate for high-quality structure determination using the Monte Carlo 

method.  

Regardless of the method used to integrate the reflection intensities, without quantitative 

measures that can provide near real-time feedback on the number of crystal hits obtained from the 

data, teams will certainly continue to collect more images than may be necessary. The hitfinding 

algorithm from Cheetah is accurate and quick but is not fast enough to provide simultaneous 

response to the 120 Hz data collection rate of the LCLS. Other software development has produced 
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alternative programs such as cctbx.spotfinder (Sauter et al. 2013) and Hummingbird (Single 

Particle Initiative Team 2015) which can also analyze snapshots for hits at fast rates. This software 

could help guide the decision on when enough snapshots have been collected for accurate structure 

determination. Near real-time feedback is critical, not only for minimizing protein consumption 

but also for maximizing the number of time-delays recorded in a time-series during a TR-SFX 

experiment. 

As protein volumes required for a SFX experiment continue to decrease, the number of proteins 

that become feasible to study using these machines will correspondingly increase. Although the 

ability to determine both the structure and the kinetics from the same data has been successfully 

demonstrated at synchrotrons (Schmidt et al. 2013), XFELs offer superior capabilities. This 

conclusion places X-ray free electron lasers in a unique position to remove barriers for the 

determination of structure and dynamics for a whole host of new proteins. 

4.3 Photoactive Proteins: cis-trans Isomerizations and E-Z Isomerizations  

Photoactive proteins represent an important group of macromolecules that play a critical role 

in biological success. Light-induced signaling proteins underlie a variety of reactions from vision 

in animals to the phototaxis response observed in other organisms, such as phototropism in plants. 

Many photoactive proteins are membrane proteins, such as rhodopsin which comprises ~90% of 

all GPCRs and is responsible for the signaling that enables vision (Palczewski et al. 2000). PYP is 

only one of a diverse collection of light-reactive proteins that include proteorhodopsins (Béjà et 

al. 2001), blue light sensing using FAD (BLUF) (Gomelsky and Klug 2002) and phytochromes 

(Wagner et al. 2005; Kennis and Groot 2007).   

PYP also shares a common structural motif with the PAS family of proteins, which accepts 

and transduces a variety of signals. Indeed, all of the PAS domains bear a resemblance to the 
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conserved folds of the PYP structure (Pellequer et al. 1998; Vreede et al. 2003). PAS is an acronym 

derived from the names of the proteins where this repeat motif was first recognized: the Drosophila 

period clock protein (PER), the aryl 

hydrocarbon receptor nuclear translocator 

(ARNT) in vertebrates and the Drosophila 

single-minded protein (SIM) found in 

insects (Taylor and Zhulin 1999). The 

PAS family includes proteins capable of 

sensing oxygen, redox potential, energy 

levels and light intensity (Vreede et al. 

2003). The time-resolved fs experiment 

on PYP at the LCLS represents the 

culmination of over 30 years of intense 

study of this protein. These results may 

reveal insights for the role that the 

conserved folds play in the dynamics of other PAS domains.  

Many proteins in the PAS family share a resemblance to PYP, such as FixL (Fig. 4.3c) (Gong 

et al. 1998), HERG (Fig. 4.3d) (Cabral et al. 1998), LOV2 (Fig. 4.3e) (Crosson and Moffat 2001) 

and the turkey lysozyme (Fig. 4.3f) (PDB code 135L (Harata 1993)). However, PYP is interesting 

since the N-terminal helix-turn-helix feature is not present in these other proteins, as shown in Fig. 

4.3. A mutant version of PYP, Δ25PYP (Fig. 4.3b), has been investigated to assess the role that this 

unique N-terminal cap plays on the kinetics of the PYP photocycle (Vreede et al. 2003). This study 

suggests that the kinetics are only moderately affected, primarily in a slower recovery of the ground 

 

Figure 4.3. Comparison of PAS domains. Ribbon 

representations are shown for (a) PYP, (b) Δ25PYP 

mutant, (c) FixL, (d) HERG, (e) LOV2 and (f) turkey 

lysozyme. The residues highlighted in red represent the 

common motif PAS domain. Green stick models denote 

homologous residues at similar positions. The Δ25PYP 

mutant has its N-terminal helix-turn-helix cap removed, 

as highlighted by the dashed circle and arrow. Fig. 4.3 

modified from Vreede et al. 2003. 
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state. This conclusion is exciting because little is known about the differences in the transduction 

mechanism between PAS receptors like PYP and transducers such as oxygen sensors like FixL 

(Taylor and Zhulin 1999). Since PAS domains share a common fold there is the possibility that 

they also share similar dynamics, which enhances the significance of our studies (Vreede et al. 

2003).  

Many signaling proteins exhibit a cis-trans isomerization. PYP is a model system to investigate 

a general mechanism for how these isomerizations are initiated. Characterization of the 

chromophore dynamics, the excited state potential energy surfaces and the effects on the 

surrounding chromophore environment may reveal commonalities that other reactions share with 

PYP (Vengris et al. 2004). In fact, the trans to cis isomerization of the PYP chromophore is very 

similar to that found in retinal visual processes (Gromov et al. 2012). Our experiments on PYP 

may elucidate whether a cis-trans isomerization is a pre-requisite for the sensory transduction 

underlying vision in rhodopsin (Cordfunke et al. 1998). Additionally, the hydrogen bond network 

of the pCA chromophore with Tyr42, CYS69 and Glu46 residues (Fig. 3.2 and Fig. 3.4) is 

suspected to play an integral role in establishing the barriers of activation and influencing both the 

ground and excited state structures. 

Understanding the relationship of the 

chromophore with its local protein 

environment may provide the ability to 

inhibit or promote photoisomerization in 

biological processes. 

Other light sensing proteins, such as 

Phytochromes and phycobiliproteins, 

 

Figure 4.4. E-Z isomerization of the phycoviolobilin 

(PVB) chromophore of α-PEC. The E-PVB state is 

formed by absorption of a photon of wavelength 580 nm. 

The Z-PVB state is formed by absorption of a photon of 

wavelength 500 nm. The isomerization about the 

C15=C16 double bond is noted by the dashed black 

circles.  Fig. 4.4 modified from Schmidt et al. 2007. 
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have linear tetrapyrroles (also known as bile chromophores) which isomerize reversibly between 

so-called E-state and Z-state configurations. The protein α-PEC contains a single covalently bound 

phycoviolobilin (PVB) chromophore that isomerizes about the C15=C16 double bond (see Fig. 

4.4) (Schmidt et al. 2007). This isomerization switches reversibly between the E-state and Z-state 

forms by absorbing a photon of wavelength 580 nm and 500 nm, respectively. α-PEC would make 

an excellent model for the general study of the photoreactions in phycobiliproteins and 

phytochromes since their chromophores are identical (Foerstendorf et al. 1997). The pigment 

phycoerythrin is found in red algae, including those algae responsible for toxic micro-algal blooms. 

Since these algae depend on this pigment for absorption of sunlight, these harmful blooms could 

be controlled by inhibiting their chromophore activity. The contributions from 3-dimensional time-

resolved structural studies of these cis-trans isomerizations will positively impact our knowledge 

of these important biological reactions. 

Before the development of XFELs, time-resolved structure determination of photoactive 

proteins was performed at synchrotrons. The fastest time scale achievable was ~100 ps, limited by 

the pulse width of the X-rays. The extensive synchrotron studies on PYP captured all reaction 

intermediates except for those of the trans-cis isomerization. These experiments used large single 

crystals to amplify the reflection intensities so that they could be recorded. In TR-LX the crystal 

is typically bigger than the laser pulse and the laser does not penetrate fully into the crystal since 

the crystals are so large. For a ns laser at 450 nm  wavelength the penetration depth for PYP is ~3 

µm (Schmidt et al. 2013). Therefore, the high optical density of PYP along with the large crystal 

sizes makes uniform laser excitation difficult for TR-LX. The effect is that the X-rays probe 

regions of the crystal where molecules have not had the opportunity to absorb a photon and enter 

the photocycle. Consequently, to obtain diffraction snapshots with the maximum difference signal 
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3-10 pump-probe sequences must be used with a few seconds pause in between to allow the 

molecules to return to the dark state before the image is read from the detector (note that this means 

if the reaction is irreversible it may not be studied). The use of this many laser pulses comes at a 

cost, however, as the crystal can only tolerate a limited number before the strain becomes too great 

and permanent damage occurs (Schmidt et al. 2012). Additionally, the laser energy may not be 

increased without limit in an effort to compensate since this would cause intense stress on the 

crystal which can lead to streaking of the Laue diffraction spots. These limitations set a practical 

restriction on the extent of reaction initiation. Reaction initiations of 10%-15% (Schmidt et al. 

2013) are typical for PYP experiments at synchrotrons, however, we achieved a 40% reaction 

initiation of the molecules with TR-SFX (Tab. 3.1). These larger levels of photo-initiation lead to 

stronger difference signals which may ultimately produce more accurate structure determination, 

as we have demonstrated by the observed new configuration of the Glu46 residue. 

The serial nature of a TR-SFX experiment circumvents the limitations on reaction initiation 

partly because each image is acquired from a new crystal. Laser fluence may therefore be increased 

for serial crystallography to levels not permissible with TR-LX because the crystal only receives 

a single exposure (Schmidt et al. 2012). Additionally, the small sizes of the microcrystals facilitates 

a more uniform laser excitation with complete penetration and little local strain. The diffraction 

images obtained with the quasi-monochromatic XFEL for the PYP data show none of the streaking 

common with TR-LX. The reason for this difference may be understood when considering the 

Ewald Sphere construction described in §2.1.4 and the mosaicity discussed in §2.1.5. The near 

monochromatic nature of the X-rays produced by FELs leads to the recording of only partial 

reflections. Therefore, any transient strain in the crystal will lead to an increase in the mosaicity 

and subsequently the partiality of the reflection intensities observed from a reciprocal lattice point. 
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This increased partiality simply requires more diffraction snapshots in order to sufficiently sample 

reciprocal space. 

Although synchrotrons are prohibited from probing fast reactions (photo-initiated or 

otherwise) at timescales <100 ps, other methods are 

available. PYP has been studied on the fs timescale by 

time-resolved spectroscopic techniques such as transient 

absorption spectroscopy (Devanathan et al. 1999), 

Raman spectroscopy (Creelman et al. 2014), and 

fluorescence spectroscopy (Nakamura et al. 2007). While 

these methods reveal only limited structural information 

(Schmidt et al. 2013) they provide insights on protein 

dynamics that can guide and assist fs structural studies at X-ray FELs. QM/MM simulations also 

offer a powerful technique for interpretation of fs structural results. In the QM/MM approach, a 

small region of the protein where the reaction occurs is selected for a quantum mechanical analysis 

while the remainder of the system is treated with molecular mechanics (Fig. 4.5) (Groenhof 

2013a). The conclusions of these complex simulations will certainly be a critical component for 

the interpretation and analysis of fs TR-SFX data because excited state dynamics is suspected to 

play an integral role in driving protein configurational changes.  Recent results, including the fs 

PYP study, have used QM/MM methods to support the structure evaluation of these ultrafast 

reaction intermediates (Barends et al. 2015, Pande et al. 2016). 

Our fs TR-SFX study has revealed structurally uncharacterized states of the PYP photocycle 

and elucidates the structural progression of the early stages of the trans-cis isomerization of the 

pCA chromophore. After absorbing a photon of energy hν=4.4 x 10-19 J = 2.76 eV, the 

 

Figure 4.5. The concept of the QM/MM 

method involves selecting the reaction 

region from the system to be treated 

quantum mechanically. The remainder 

of the protein is modeled by molecular- 

mechanics. Fig. 4.5 from Groenhof 

2013. 



 

103 
 

chromophore is elevated to an excited potential energy surface. The excited state chromophore 

motions for time-delays <500 fs can be explained if ~0.21 eV of the photon energy is converted 

into kinetic energy, which is ~10% of the total energy. The remaining 80-90% of the photon energy 

remains interred in the strain of the chromophore, as suspected by previous studies using 

stimulated Raman spectroscopy (Creelman et al. 2014). This stored energy may be used to drive 

the structural changes of the protein to the cis configuration as the molecules relax towards the 

ground state electronic surface (see Fig. 3.4c).  

For time-delays <500 fs the chromophore remains in the trans configuration, although the tail 

of the chromophore becomes strained in a twisted trans configuration with the C1-C2=C3-C1 

torsional angle φtor = ~140° (see Fig. 3.4b). QM/MM simulations have suggested a larger torsional 

angle closer to φtor = ~180° (Groenhof et al. 2004), however this is not observed in these data. The 

C2=C3 double bond is shifted by 1 Å behind the chromophore plane defined by the span of the 

Cys69 sulfur, the head atoms and the carboxyl oxygen in the tail (Fig. 3.4d). A transition with a 

time of ~150 fs is observed by stimulated Raman spectroscopy (Creelman et al. 2014). This 

characteristic transition time is also witnessed in fluorescence spectroscopy (left dashed circle in 

Fig. 4.6a and bottom dashed horizontal line in Fig.4.6b). Numerical calculations performed by 

Nakamura on time-resolved fluorescence spectra further support a transition occurring during this 

time. Some 400 fs later, at the conical intersection (Fig. 3.4c) of the excited state and ground state 

potential energy surfaces the molecules now either relax to the dark state structure or proceed to 

the cis configuration. 

The trans to cis isomerization develops within 180 fs (solid blue line, Fig. 3.4a). To detect this 

fast transition on these slower time-scales implies that the ensemble relaxes synchronously (Pande 

et al. 2016). This synchronization cannot persist and the molecules eventually dephase. As the 
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trans to cis isomerization progresses, a large rotation of the 

C2=C3 double bond occurs at ~550 fs, in agreement with 

the rSV2 results from the SVD analysis. Creelman 

additionally notes that the stimulated Raman spectra for 

times <500 fs were growing, while those for times >500 fs 

began to decay (Creelman et al. 2014). The pCA 

chromophore head has broken the hydrogen bond with 

Glu46 by pivoting so that the C2=C3 double bond aligns 

along the tail axis. Although we observe a broken 

hydrogen bond with Glu46 Creelman remarks that this 

bond is only weakened. However, this result is perhaps due 

to differences in the local chromophore environment 

between PYP in solution and in crystal form.  

The intermediate then relaxes further to the ground 

state potential energy surface beginning at 1 ps as the 

isomerization proceeds and the torsional angle decreases 

to φtor = ~38°. The hydrogen bond of the chromophore 

head is reestablished with Glu46 by 3 ps and the resulting 

structure shown in Fig. 3.4f is strikingly similar to the 

known IT (or pR0) structure determined previously by 

synchrotron experiments at a time-delay of 100 ps (Schotte 

et al. 2012; Jung et al. 2013). These results demonstrate 

that time-resolved near atomic resolution structure 

 

Figure 4.6. Fluorescence 

spectroscopy of PYP. (a) Normalized 

fluorescence decays of PYP at various 

wavelengths (475 nm, 496 nm, 512 

nm, 515 nm and 518 nm). The solid 

black lines are fitting curves. The 

dashed black circles indicate the 

location of the two characteristic 

times determined by our SVD analysis 

of the TR-SFX PYP data. (b) Contour 

plot of the normalized time-resolved 

fluorescence spectra. The dashed 

black horizontal lines again denote 

the characteristic times. Fig. 4.6a and 

Fig. 4.6b modified from Nakamura et 

al. 2007. 
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determination is possible at ultrafast time-scales using TR-SFX. The 1.6 Å XFEL structure of PYP 

has been further refined to a resolution better than 1.5 Å (Schmidt et al. 2015), which to my 

knowledge represents the best spatial resolution to date of a biological macromolecule recorded at 

the LCLS.  Furthermore, comparison of the XFEL structures to those obtained by synchrotron 

reveal that the PYP XFEL data shows practically no indication of radiation damage even though 

they were acquired at room temperature. The structures determined by the LCLS are comparable 

to high resolution (atomic) structures from the APS. 

4.4 Enzymes: Structure and Applications 

Enzymes are proteins that catalyze the reactions vital for life (Carvalho et al. 2014). Enzymes 

perform their function by lowering the amount of energy needed to trigger the reaction. Certainly, 

without the presence of these specialized proteins to catalyze reactions most would take 

prohibitively long to support life. Enzymes are capable of speeding up many reactions by more 

than a factor of a million (Berg et al. 2002). Enzyme function, and in particular their specificity, 

has long been suspected of being intimately linked with their structure (Fischer 1894).  

Determining the 3-dimensional structures of the reaction intermediates of these proteins in action 

using the mix-and-inject method (Schmidt 2013) would revolutionize our understanding of the 

mechanisms of these catalytic processes.  

A mix-and-inject study is fundamentally a diffusion experiment. Instead of photo-activation 

by a laser the microcrystals are mixed with a substrate and the subsequent structural changes are 
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probed in a time-resolved manner. Fick’s second law describes the time-dependent diffusion of a 

substrate in solution, 

where D is the diffusion coefficient, 𝛁𝟐 is the Laplace operator and c is the time-dependent 

concentration of the diffusing substrate. While this second order partial differential equation can 

be solved by separation of variables with appropriate 

boundary conditions, only the simplest cases admit 

an analytic solution. For other situations numerical 

methods must be employed.  

The simplest case is now considered, with a 

rectangular crystal of dimensions 2a, 2b and 2c (see 

Fig. 4.7). Certain assumptions are made: (i) the 

substrate concentration outside of the crystal is 

constant; (ii) the substrate freely diffuses through the crystal; (iii) the mixing of the substrate with 

the crystal occurs instantaneously. The solution for Eqn. 4.1 subject to these boundary conditions 

is available from literature (Schmidt 2013). Importantly, all of the time dependence for the 

concentration inside the crystal is contained in an exponential term. We may define the 

characteristic time, τD, as 

This characteristic time describes when the concentration of the substrate inside the crystal reaches 

a value of  Cout(1 − 1 e⁄ ) = 0.63Cout. The first order term (l, m, n = 0) gives the slow limit 

 D∇2c =
∂c

∂t
 (4.1) 

 τD =
4

Dπ2[((2l + 1)2 a2⁄ ) + ((2m + 1)2 b2⁄ ) + ((2n + 1)2 c2⁄ )]
 (4.2) 

 

Figure 4.7. A rectangular crystal of 

dimensions 2a, 2b and 2c. The substrate 

concentration outside of the crystal is Cout 

and is assumed constant. The substrate 

concentration inside the crystal is initially 

zero and changes with time, Cin(t). Fig. 4.7 

from Schmidt 2013. 
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diffusion time, τD, and all other higher order terms 

are faster. Diffusion times for various crystal sizes 

are shown in Tab. 4.1. 

A mix-and-inject experiment is perfectly suited 

for an XFEL because of the serial nature of a TR-

SFX study, the fast substrate diffusion times 

stemming from the small sizes of the microcrystals 

and the capability to study 

proteins at ambient 

temperatures. Additionally, 

this method is easily adaptable 

to any pH level and substrate 

concentration. Nearly all 

mixers designed for enzymatic 

studies share common 

components (Fig.4.8): samples 

and substrate are initially 

stored in separate reservoirs; 

they are brought together in a 

mixing chamber designed to 

quickly and thoroughly 

combine sample with 

substrate; time-resolution is 

Table 4.1. Diffusion times, τD, for various 

crystal sizes.  

Crystal Size [µm3] τD 

400 x 400 x 1600 16 sec < τD < 60 sec 

300 x 400 x 500 9.5 sec 

10 x 20 x 30 15 ms 

3 x 4 x 5 1 ms 
a1 x 2 x 3 150 µs 

0.5 x 0.5 x 0.5 17 µs 
b0.1 x 0.2 x 0.3 1.5 µs 

aFor smaller crystal sizes the mixing time 

could be slower than the diffusion time.  
bShewanella oneidensis ccNiR crystals would 

have ~4000 unit cells. 

 

Figure 4.8. Mixing injectors. (a) A double-focusing mixing jet 

modeled after GDVNs. The inner capillary delivers the microcrystal 

mixture surrounded by an outer substrate-carrying capillary 

surrounded by a third capillary delivering the focusing gas. Time 

resolution is accomplished by varying the position of the inner 

capillary. (Wang et al. 2014) (b) A cross-shaped mixer in which the 

substrate serves a double purpose to activate and focus the sample 

stream (Pollack 2011). (c) A y-shaped mixer similar to (b) (Graceffa 

et al. 2013). (d) A 5-channel mixer that provides the ability to deliver 

multiple substrates (Park et al. 2006). 
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accomplished by allowing the sample to travel a distance ΔL before the reaction is probed. The 

possibility to determine the 3-dimensional structures of enzymes in action is exciting to consider.  

The benefits of mix-and-inject are numerous when compared to established methods for 

determining chemical kinetics, such as stopped-flow UV/VIS spectroscopy (SFS-UV/VIS) (Gibson 

1954), stopped-flow NMR spectroscopy (SFS-NMR) (Grimaldi et al. 1972) and rapid-freeze-

quench EPR (RFQ-EPR) (Ballou and Palmer 1974). As mentioned previously, spectroscopic 

methods provide only limited structural information. 

Similar to the PAS domains discussed for PYP, ccNiR shares a conserved structural motif of 

heme arrangements with other enzymes, such as hydroxylamine oxidoreductase (HAO) and 

tetrathionate reductase (Fig. 

4.9) (Bewley et al. 2013; Stein 

et al. 2015). The heme 

structure agreement for ccNiR 

and OTR even extends to the 

active site (right side, Fig. 4.9), 

although these proteins share 

no obvious global structural 

resemblances (Mowat and 

Chapman 2005). HAO catalyzes the oxidation of NH2OH to NO2
-, as shown in lower right 

quadrant of the nitrogen cycle in Fig. 1a (Kostera et al. 2010). This process is essentially the reverse 

direction of the reaction that ccNiR catalyzes.  

Since enzymes are highly selective and sensitive to their respective reactants, these proteins 

could be used in amperometric electrodes for the detection or measurement of unwanted chemical 

 

Figure 4.9. A comparison of the heme arrangement of HAO (left 

side, dark blue), OTR (both sides, red) and ccNiR (right side green), 

also known as NrFA by some researchers. Fig. 4.9 from Mowat and 

Chapman 2005. 
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species (Strehlitz et al. 1996). For example, the ability to accurately quantify nitrite concentrations 

has a direct application for the monitoring of nitrite in drinking water and waste water treatment 

facilities. Such devices would require an electron donor to function. Therefore, understanding the 

electron pathways of these reduction processes could also catalyze the design of novel artificial 

electron donors.  

CcNiR is particularly attractive for these types of applications because it uses 6 electrons in its 

reduction of nitrite to ammonia. The more electrons that are involved in any catalytic reaction the 

larger the reduction current. Although this reduction current could be used for sensors, it may also 

be exploited as an energy source. These biological power plants would clearly have a wide variety 

applications. Since all that is needed is an enzyme and a suitable electron donor the possibilities 

are exciting to consider:  bio-batteries; waste treatment facilities doubling as electric plants; 

reduction of nitrate and nitrite in food crops while simultaneously producing electricity.  To use 

enzymes for these purposes will require a detailed understanding of these reduction processes. 

CcNiR is an excellent model for study, considering its similarities with other heme proteins.   Mix-

and-inject experiments on enzymes at FELs is the right tool for determining the 3-dimensional 

structure and dynamics of these reactions.   

4.5 Conclusion and Outlook 

The experiments performed at the LCLS over the last 5 years demonstrate the unique 

capabilities an XFEL provides to propel time-resolved crystallography (and other fields) into 

uncharted regions. By facilitating the study of both photo-active and (eventually) enzymatic 
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reactions of macromolecules, XFELs are poised to deliver amazing discoveries in structural 

biology. 

However, synchrotrons are invaluable tools that should be capitalized on into the foreseeable 

future. Although techniques such as sample injection and microcrystal creation were born out of 

necessity at an XFEL, they provide corridors for research and development at synchrotrons. While 

not currently able to probe the small microcrystals used for a TR-SFX experiment, synchrotrons 

have shown they are qualified to determine 3-dimensional structures of proteins whose crystals are 

in the 10 x 10 x 40 µm3 range (Stellato et al. 2014; Gati et al. 2014; Botha et al. 2015). This new 

potential may expand the range of proteins that can be studied. As synchrotron X-ray focal sizes 

are reduced and photon fluxes improved, the crystal sizes acceptable for study will 

correspondingly decrease.  

An argument may be made that as TR-SFX methods develop and more XFELs come online 

the usefulness of synchrotrons will diminish. Although this is possibly inevitable, the timeframe 

will certainly be on the order of years and will most likely extend over decades. In the meantime, 

the most effective course should be to cultivate TR-SX techniques in tandem at both synchrotrons 

and XFELs. As XFEL technology improves the possibility of retrofitting synchrotrons with this 

technology should become more feasible. Time-resolved crystallography can only benefit from 

this combination.  
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