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ABSTRACT

IMPROVED WIND TURBINE CONTROL STRATEGIES
FOR MAXIMIZING POWER OUTPUT AND MINIMIZING
POWER FLICKER

by
Quan Chen

The University of Wisconsin-Milwaukee, 2014
Under the Supervision of Professor Ronald Perez

For reducing the cost of energy (COE) for wind pgwentrols techniques are important
for enhancing energy yield, reducing structuradl@ad improving power quality. This

thesis presents a study on innovative controlegras for wind turbine operation, from
the perspectives of both maximizing power outputl aaducing power flicker and

structural load.

First, a self-optimizing robust control scheme isveloped with the objective of

maximizing the power output of a variable-speeddaturbine with doubly-fed induction

generator (DFIG) operated in Region 2. The procéssind power generation can be
divided into two stages: conversion from aerodyrapaiwer to rotor (mechanical) power
and conversion from rotor power to the electricgtid) power. In this work, the

maximization of power generation is achieved byva-lbbop control structure in which

the power control for each stage has intrinsic syyneThe outer loop is an Extremum
Seeking Control (ESC) based generator torque ragul&ia the rotor power feedback.

The ESC can search for the optimal torque constamaximize the rotor power without



wind measurement or accurate knowledge of power. miap inner loop is a vector-
control based scheme that can both regulate therggem torque requested by the ESC

and also maximize the conversion from the rotor grow grid power. In particular,

anH., controller is synthesized for maximizing, with fs@mance specifications defined

based upon the spectrum of the rotor power obtdnyeithe ESC. Also, the controller is
designed to be robust against the variations ofesgemerator parameters. The proposed
control strategy is validated via simulation stuiged on the synergy of several software
packages including the TurbSim and FAST developgd NREL, Simulink and
SimPowerSystems.

Then, a bumpless transfer scheme is proposed fer-riagion controller switching
scheme in order to reduce the power fluctuation stndictural load under fluctuating
wind conditions. This study considers the divisadrRegion 2, Region 2.5 and Region 3
in the neighborhood of the rated wind speed. Wi varies around the rated wind
speed, the switching of control can lead to sigatft fluctuation in power and voltage
supply, as well as structural loading. To smoothdWwitch and improve the tracking, two
different bumpless transfer methods, Conditioning &inear Quadratic techniques, are
employed for different inter-region switching sitiems. The conditioning bumpless
transfer approach adopted for switching betweenidReg§ maximum power capture
controls to Region 2.5 rotor speed regulation vemegator torque. For the switch
between Region 2.5 and Region 3, the generatou¢ongndup at rated value and pitch
controller become online to limit the load of witkrbine. LQ technique is posed to
reduce the discontinuity at the switch betweenuergontroller and pitch controller by

using an extra compensator. The flicker emissiothefturbine during the switching is



calculated to evaluate power fluctuation. The satiah results demonstrated the
effectiveness of the proposed scheme of inter-regiatching, with significant reduction

of  power flicker as well as the damage equivalentoadl
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1. Introduction

This chapter introduces the background and thel@mod of interest for this thesis
research. In the first section, the basic infororatf the wind energy will be introduced.
Then, Section 1.2 provides a brief overview of skegte-of-the-art advancement in wind
turbine controls, which leads to the two main peoi$ of interest for this study, i.e.

maximizing the power output and reducing powerttiation.

1.1Wind Energy

Wind energy is free, clean, and endless. The us&ionfl power has a history of
thousands of years before modern plants were dasejd]. Since ancient times wind
power has been recognized as a valuable resouragifferent purposes, e.g. building
windmills for milling grain and pumping water. Wimmbwer technology has experienced
an important development in the past two decad&gnated from the oil crisis in early
1970s, and spurred by more recent pressure in e environmental sustainability.
According to a 2012 report by a clean energy cdimgufroup, the cost of the electricity
produced by new wind farms is at 5-8 cents per kWffich is comparable with the
conventional energy source electricity price, fastance, fossil based power plants[2].
Wind power has transitioned from research prototyo a mainstream renewable power
technology with bring perspective for utility geagon.

With over 280 GW][3] capacity installed by the enfd2012, wind power has now
become the most important renewable energy soucckiwide. The U.S has so far the
second largest installed capacity of wind powehmworld, surpassed 60GW by the end

of 2012[3]. The global wind power capacity has @ased by 22.5% during the year of



2010. It is expected that wind energy accountsjdist over 1.5% of the electricity
produced in the U.S in 2009, the Department of gneims a 20% wind power
generation by 2030, approximately 300GW/[4]. Figirk shows an example of a modern

wind farm[5].

Figure 1.1 Big Horn Wind Farm at Bickelton, Washuony
Wind energy technology is advanced by decreasiegctst of energy (COE) and
improving the power quality of the wind power. Tiirst goal leads to various technical
innovations in enhancing energy capture and redutire cost of installation and
maintenance, and development of advanced contetégies is a critical aspect. Controls
for maximizing power capture and reducing fatigo@ds both serve for such purpose. To
improve power quality, electrical controls, as wa mechanical controls, have been

widely developed.



1.2Wind Turbine Control Systems

From the power flow perspective, control of winddine can be divided into two stages.
The first stage is to control the turbine to comaarodynamic power into the mechanical
(rotor) power (i.e. the product of rotor torque aotbr speed), while the second stage is
to control the generator to convert the mecharpcaver into the electrical power (i.e.
grid power for most occasions).Figure 1.2 showspgbeer vs. wind speed curve for

variable speed pitch regulated turbine[1].

-

Power /

Wind Speed

L.
r

Gy . iR :

E(—-a-i(—Region 2——>E<—Region 3—)-
Region 1

Figure 1.2 Power-Wind Speed Curve for Variable-dde#ch-regulated Turbine

There are different configurations for wind turksnd-or utility wind turbines, the
most popular and efficient is the variable-speedi\aariable-pitch turbine. With different
wind speed and control objectives, the control afiable-speed variable-pitch wind
turbine can be categorized into three control negild, 6, 7]. The wind speed below the

cut-in speed (usually 3-5m/s) is classified as Bedi. Turbine operation is not started



yet in this region. The wind speed between theircigpeed and rated wind speed is
classified as Region 2. The objective for RegioooBtrol is maximizing the capture of
mechanical rotor power. Above rated wind speedagiéh 3, the turbine operates at the
rated power of the generator, and pitch is usegdace the mechanical load. When the
wind is above the cut-out speed, the turbine willtdown to protect turbine.

The control development for wind power generatibvags focuses on Region 2 and
Region 3 operations. For Region 2, the challenge @der to achieve maximize power
operation, controller needs to find out the optimatbr speed and blade pitch under
variable wind. For Region 3, the control objectisdo regulate the power output at the
rated level and minimizing the turbine load at shene time to ensure the reliability.

As more and more wind turbines have been and wilingtalled in medium to low
wind areas, i.e. more frequently operated in Red@@nhancing power capture in this
region is an critical issue for wind power devel@gmn Wind power capture can be
enhanced with better turbine design and/or advarmmurol strategy. Developing
advanced control strategies is often a more cdsttefe way for energy capture
enhancement and also can be applied easily to thdsees already installed.

Improving power quality of grid connected wind tumd is as same important as
increasing power capture. Especially for weak gitiations, such as islanding and
microgrid, the power quality is strongly affecteglthe fluctuating nature of wind source,
and thus receives remarkable concern. The powetuition due to grid connected wind
turbines can be affected by numerous factors, sisctvind variations, grid conditions,
type of turbine, the control algorithm, and the éovghadow effect. One cause of power

fluctuation is the transient of controller switchinvhen turbine operation experiences



transition between two neighbored regions (typicakktween Region 2 and Region 3).
In Section 1.2.2, more details on improving powealdy via reducing power fluctuation
during inter-region operation of wind turbine bk described.

Variable-speed variable-pitch (VSVP) wind turbirsechosen for this study for the
reason that it has better performances in eneagyuce and power quality compared
with the conventional fixed speed fixed pitch witwtbines [8, 9, 10].Among different
options of generators available for VSVP wind togyi the doubly fed induction
generator (DFIG) drew attention in industry anddmee the mainstream choice for utility
wind power, with intensive research has been danisidynamic modeling, stability
analysis and control [11, 12, 13, 14, 15]. The DHE@n attractive choice for variable-
speed wind turbine systems with moderate varialgeed range, i.e. +30% of
synchronous speed of the generator [16, 17]. FdGOfased VSVP turbine, due to the
lower power rating required, the converter lossdshe reduced as compared to those
systems with the full power scale converter (e.grnmnent magnet synchronous
generators), and in consequence, the cost ofdivemelectronics is reduced. Therefore,
in this thesis study, the DFIG is selected as theegator for the simulated system.

As summary of the foregoing considerations, thesih study has two aims: Region 2
operation and the inter-region transition betwdesn Region 2 to Region 3, i.e. how to
maximize the wind power generation in Region 2 amdimize the power fluctuation in

inter-region transition on DFIG base VSVP wind iogh

1.2.1 Maximum Power Capture for Region 2 Control
To achieve maximum power capture in Region 2, itngportant to maximize the

conversion for both rotor power and electrical poweor rotor power maximization,



typical control actions adjust blade pitch and rajoeed (or tip speed ratio). For variable
speed turbines in Region 2 operation, it is typtoatontrol the generate torque to adjust
the rotor speed as the optimal pitch angle doesvant as much. Most existing rotor
control strategies are based on a statistic wingdepanap, which in consequence needs
wind measurement as well. Considering the sigmtfieariation in wind, low fidelity in
wind power models, variation of turbine characteass and uncertainties in wind
measurement, it is desirable to develop contrategiies that can maximize power
capture while not relying on either high-fidelityower maps or accurate wind
measurements. Therefore, adaptive control, whichmigch less dependent on the
accuracy of the reference model, has received cpaitee attention for energy capture
control.

Johnsonet al [6] used a method to measure the average powedfiaent during
every adaptation period and then adjust the tooqurol gain based on the result. The
main limitation of this method is the need for wimgtasurement for the feedback signal
in adaptation, which has difficulty in decoupliniget power variation due to the wind
variation from the adjustment of torque controlngarhe 3-hour adaptation period
appeared too long for practical operation. Suchfoperance is not ideal for field
operation. Bianchet al [7] used a model based approach to select theppate torque
control value based on the wind speed. Again ateunand speed measurements are
required, and this method relies on precise mogglimich can be inaccurate [18].

Extremum Seeking Control (ESC) is a nearly modetfiself-optimizing control
strategy that can dynamically optimize an unknowa slowly time-varying performance

index. The only measurement needed is the perfaenardex output. ESC based wind



turbine control was studied in [19] to search fbe toptimum pitch angle based on
captured power for a simple quadratic model ofxadispeed wind turbine. Recently, a
multi-variable ESC controller was developed by @seet al [20]via tuning pitch angle
and generator torque. Simulation results demomstrancouraging performance in
improving energy capture under fluctuating turbuleinds. However, this work was
limited in several aspects. The ESC scheme in {£8$ designed with the nominal
Hessian (or the .order derivative) of the power map, without comesidg the
robustness of the ESC scheme. More importantly} (&3 limited to maximization of
rotor power, without addressing the maximizatiorlefctrical power conversion.

In order to achieve the maximization of ultimateveo generation, the work in [20]
should be extended to incorporate the conversiom frotor power to the electrical
power. Design of generator controllers for cotimgrrotor power to electrical power is
not independent from the rotor power control. Witle broad-spectrum nature of the
turbulent wind input, the rotor power obtained froine rotor control is determined by
both the wind characteristics and the rotor coldrsl Therefore, for the generator
controller to be designed, the performance spetibios for power conversion need to
cover appropriate bandwidth so as to capture timeirtint frequency components of the
rotor power. Meanwhile, the designed controllerdse® be robust against the variations

in system parameters such as winding resistanesfadce and frequency.

1.2.2 Power Fluctuation Issue for Interregional Cotrol

The power fluctuation due to grid connected windbitues is affected by numerous
factors, such as wind variation, grid conditionbtoe type, control algorithm, and tower

shadow effect. As more mid-size turbines will bstatied in severe turbulent wind area



and weak grid condition, it is important to develgmooth inter-region switch control
scheme to improve wind power quality [21].

The controller switching during inter-region opévat of wind turbine can induce
significant fluctuation of the grid-side power outpThe switching transient is due to the
different control strategies between Region 2 ardiéh 3.When the turbine operates in
wind fluctuating around the rated wind speed, tbtorr speed will vary around the
reference/rated speed, which may result in frequemitch between the Region-2
controller and the Region-3 controller. After thedion-3 controller is activated, the
pitch control is used to limit the load, this wilsult in a short transient, which possibly
reduce the rotor speed to the rated value andutbene controller will switch back to the
Region-2 operation. Such frequent switching, asvshim Fig. 1.3, canlead to significant

flicker emission when the turbine is connectedrid.g
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Figure 1.3 Controller Switching transient of a \&le-speed Pitch-regulated Turbine



There have been some studies related to intersregpatching control for wind
turbine [22, 23]. When the turbine operates in wlehce wind above the rated wind
speed, the rotor speed will vary around the refaxaontor speed and this will result in a
switch between the Region 2 controller and RegioooBtroller. After the Region 3
controller is activated, the pitch control is treggd to limit the rotor load, this will result
in rotor speed decreasing and less than rated aaldeéhe turbine controller will switch
back to Region 2 operation. This fluctuation caadpice power flicker at the grid side,
which deteriorates the power quality. Electricatkér is a measure of the voltage
variation, which may cause disturbance for the cores. The International
Electrotechnical Commission (IEC) has designed &@00-21 to procedures standard
test for wind turbines for grid connection with pest to the impact on the power quality
y[24]. This testing includes assessment of powekdlr and harmonics levels. In this
study, an inter-region switching control strateg@séd on bumpless transfer methods is
presented to reduce the flicker and improve thestest during the controller switching

of wind turbine during Region 2 and 3 operations.

1.3 Problem Statements

Based on the consideration described in the preveamction, the research problems
addressed by this thesis can be stated as follows.

Problem Statement #1

Develop a self-optimizing control strategy for RegR operation, which can maximize
both energy capture in turbine rotor and the powenversion to the grid for a DFIG
based variable-speed wind turbine without depengemcwind speed measurement.

Problem Statement #2
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Develop a bumpless transfer based inter-regionrodiet switching scheme, which can
reduce the power fluctuation due to the switchirgween Region 2 and Region 3

operations.

1.4Research Approach

The self-optimizing robust control strategy for nmaking power output includes two
control loops: the outer loop is the self-optimgisearch for the maximum rotor power
based on Extremum Seeking Control (ESC), while itireer loop is anJ, robust
controller that can maximize the conversion frontorgpower to grid power against
generator parameter variations.

The advantage of using ESC is its model-free and dymamically optimize an
unknown cost function. This can enable us maxingizire power capture independent on
an accurate wind turbine model and wind measurenigm #, control method is
selected to convert the rotor power to the eleaitipower with performance specification
of covering the appropriate bandwidth in order &ptare the dominant frequency
components of the rotor power. Meanwhile the cdleirds synthesized to be robust
against the variation in the system parameters.

Bumpless transfer method is introduced to deal vtk transient during the
controller switching. The switching can be dividatb two steps, i.e. Region 2 to Region
2.5 and Region 2.5 to Region 3. Bumpless transfthad can improve in each step of
switching. The LQ bumpless transfer method and itimmeéd bumpless transfer method
are studied and compared under different wind |eofi

The problem statement in the previous section leadke five aspects of control

design as to be addressed in the later chapters:
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1) ESC based maximizing wind energy capture

2) Modeling of DFIG based wind power conversion system

3) #. controller for maximizing DFIG wind power convessi

4) Inter-region controller switching for variable-spleeriable-pitch wind turbine

5) Bumpless transfer methods for minimizing power tilation

This research is focused on the simulation studiyg tOrbine model of this study is
the CART (controls Advanced Research Turbine) itgcilocated at the National
Renewable Energy Laboratory (NREL) at Golden, Gador This turbine model has
been used in previous wind turbine control resedé;25] and is a well-known test
model in the wind power community. Simulation pagés used in this research includes
Matlab and Simulink/SimPower Systems, and wind iteb simulation software
developed by NREL, i.e. FAST, AeroDyn, and TurbSiithe FAST (Fatigure,
Aerodynamics, Structures and Turbulence) softwarevidely recognized as quality
aeroelastic software for wind turbine control siatidn. AeroDyn is used for the
aerodynamic calculations for obtaining load prafilend will input to FAST. TurbSim is
a stochastic, turbulent wind simulator.

The DFIG model and grid simulation is developedSimulink/SimPowerSystems.
The J, controller is synthesized by Matlab robust contoallbox. After the turbine and
generator model is developed, the controller isgiesl and tested with the different
wind profiles. Simulation from smooth wind to tuteat wind allows for analysis of data
and testing of the designed controllers. Finaty, tontroller is simulated under realistic
operating conditions. In this research, we useatiteal wind file recorded from the wind

field.
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As the reliability and operating life is criticabrf wind turbine control. It is also
important to evaluate the stability of the contméthod introduced and test the damage
equivalent load induced by proposed controllereckEl emission is needed to evaluate

to analysis the improvement of the power qualipnfrthe bumpless transfer methods.

1.5. Organization of the Thesis

There are seven chapters in this thesis. The seduequter reviews the literatures in the
modern wind turbine control methods and DFIG madgknd control methods previous
developed for wind turbine with DFIG. The three ohregion of wind turbine will be
introduced and inter-region controller switchingwihd turbine will be reviewed. The
bumpless transfer control method will be introdut@dminimal the transient during the
inter-region controllers switching.

Chapter 3 presents the simulation tools for thislyt The software packages used in
this study are described. FAST, AeroDyn, TurbSine ateveloped by National
Renewable Energy Laboratory (NREL) for wind turbsimulation. The controllers are
developed in Matlab, with DFIG model is developeihg SimPowerSystems Toolbox.
Robust Control Toolbox is used to synthesiZ controller to achieving robust
performance and stabilization.

Chapter 4 presents the model of DFIG based windep@ystem. The mathematical
model will be analyzed and state-space representafi DFIG is developed. The grid
side converter and rotor side converter is intreduand the controller strategies is
analyzed respectively

Chapter 5 presents the comprehensive study ofopéliizing scheme that can

maximize the power generation for a variable sped turbine with DFIG operated in
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Region 2. Power generation optimized through tvagest: conversion from aerodynamic
power to rotor power and conversion from rotor poweethe electrical power. In this
chapter, the maximization of power generation itie@cd by a two-loop control
structure in which the power control of each stage intrinsic synergy. The outer loop is
an Extremum ESC based generator torque regulatathe rotor power feedback. The
ESC can search for the optimal generator torquetaohto maximize the rotor power
without wind measurement or accurate knowledge afgr map. The inner loop is a
vector-control based scheme that can both regthatgenerator torque requested by the
ESC and also maximize the conversion from the rptaver to grid power. In particular,
an #, controller is synthesized for maximizing, with perhance specifications defined
based upon the spectrum of the rotor power obtainedhe ESC. Moreover, the
controller is designed to be robust against théatians of some generator parameters.
The proposed control strategy is validated via mn study based on the synergy of
simulation packages described in Chapter 4.

Chapter 6 presents a bumpless transfer based temtitch scheme for the inter-
region operation of variable-speed variable-pitandaturbines, with the objective of
reducing the associated power fluctuation. Thislysttonsiders the division of Region 2,
Region 2.5 and Region 3 in the neighborhood ofdlted wind speed. It has been known
that wind variations around the rate wind speed lea to significant fluctuation in
power and voltage supply. To smooth the switchiamurove the tracking, two different
bumpless transfer methods, Conditioning and Lifg@aadratic techniques, are employed
for different inter-region switching situations. &hconditioning bumpless transfer

approach adopted for switching between Region 2immax power capture control to
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Region 2.5 rotor speed regulation via generatoguer During the switch between
Region 2.5 and Region 3, the generator torque varaduated value and pitch controller
become online to limit the load of wind turbine. Lt€chnique is posed to reduce the
discontinuity at the switch between torque conémokind pitch controller by using an
extra compensator. The simulation results demaestithe effectiveness of the proposed
scheme of inter-region switching, with significaréduction of power fluctuation.
Therefore, the power quality can thus be improved.

Chapter 7 concludes this research. The contribufathis thesis work is concluded

and the future work of this research is also surmedr

1.6. Summary

In summary, more wind turbines have been and wall duilt in the U.S and the
worldwide in the future decades. A large numbemoifd turbines will be installed in
areas with lower wind speeds which are closerrgelapopulations for more economical
distribution and maintenance. The turbines willdperating mostly in Region 2 where
the control goal is to maximize the power captémed it is important to convert as much
rotor power to the grid as possible for Region 2rafion. The two step optimizing
control will help to reduce the COE of the wind ege

As more midsize and small wind turbines will betafied in the micro-grid and
isolated locations, there is demand of power quatitprovement research for wind
turbine control. The power fluctuation will occuwurthg the inter-region controller
switching of wind turbine. The bumpless transfertmd is needed to reduce and

minimize the power fluctuation when the turbineofgerated with the neighborhood of
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the region 2 and region 3 transitions. The powekdr emission needs to be reduced

with the inter-region operation of wind turbine fmid integration.
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2. Literature Review

In this chapter, we review the relative previousrkvabout wind turbine research and
control of Doubly-Fed Induction Generation (DFIGsked wind turbine. It is important
to understand the current wind turbine controlteg@s and what research has been done
especially for the DFIG based variable speed tarbiontrol. This chapter starts from the
review of general wind turbine control, followed the studies of DFIG modeling and
control of DFIG based wind turbine. Then Sectio# facuses on the discussion of the
control of wind turbine through inter-region opéngt and how the bumpless transfer

control method will improve the transient of corigo switching.

2.1 Wind Turbine Control

2.1.1 Historical Background of Wind Power

Wind power was used to provide mechanical powenfdiing grain and pumping water
before the development of modern plants. It hasiattwee thousands of year’s history,
and is gaining increasing importance throughoutwioed especially due to the energy
crisis. As modern wind power plants can provide @enconsistent power source and
their cheap fossil fuels, the use of the fluctugitmnd power is demised until the early
20" century. In the early 1970s, with the oil shortathee wind power technology re-
emerged the public interest. Instead of providingchanical energy, the modern wind
power technology focus on using wind to producifecical power. In the early 50
century, the first wind turbine for electricity gamation had been developed. The energy
crisis encouraged the development of wind turbeehmology. The reliability of the

turbine is greatly improved and the cost of thergnéCOE) is reduced at the same time
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due to new turbine designs and new materials wekeldped. The cost of the wind
power has fallen to about one sixth of the coghaearly 1980s, dropped to less than 5
cents per kWh today[4]. Wind turbine technology madvvery fast in increasing
dimensions. In late 1980s, a 300kW wind turbinehvat 30 meter rotor diameter was
state of the art. in 1990s, 2MW turbines with aratiameter of around 80 meters were
available. In the Z1century, 3 to 3.6MW turbines are commercially ke with a

rotor diameter of around 90 meter.

2.1.2 Wind Energy Conversion System

A wind energy conversion system (WECS) is usedeidracting kinetic energy from the
wind and transforming into the electrical energyMJECS can be divided into two types,
depending on propelled by aerodynamic lift or diage. Early WECS utilized the drag
principle with vertical axis wind wheels which hagevery low power coefficient at a
maximum of round 0.16 [26]. Modern wind turbinegheology is mostly based on
aerodynamic lift. The lift devices use blades tteiact with the incoming wind. Wind
turbines using aerodynamic lift can be further loatad into the orientation of the spin
axis into horizontal axis and vertical axis turlEn¥ertical axis turbines were developed
and commercially produced in the 1970s until the ehthe 1980s. The horizontal axis
approach is currently dominates the wind turbineetpment and applications. A
horizontal axis wind turbine (Figure 2.1 [1]) iptgally consists of a tower and a nacelle
which contains the generator, gearbox and the .r@tifferent number of blades can be
used on horizontal axis wind turbines dependinghensizes and technology of the wind

turbine, usually are two-bladed or three bladed.
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Figure 2.1 MairElements of a Tw-bladed Horizontal Axis Wind Turbil
The energy conversion of wind turbine chain caoiganized into two stey
e The aerodynamic torque results in the productiomethanical pow:
e The turbine rotor then drives a rotating generatbich transform the kineti
energy into electrical pow
The actual energy conversion process of wind terhises the basic aerodynamic
force to produce a net positive torque on a rogagshaft. To achieve this, the wi
turbine is basically consisted four subsystems:
1) Aerodynamic subsystem, including the turbine rotdrich is composed of blade
and turbine hub to support the bla
2) Drive train, consisting lo-speed shaft (coupled with the turbine hub), si
multiplier and higl-speed shaft (drive the generator)
3) Electromagnetic subsystem, consisting of the etedenerator for electric:

power conversic
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4) Electric subsystem, composed of the grid connecrahlocal grid

2.1.4 Wind Turbine Control Objectives

Power generation capability of wind

turbine respgedhe wind speed is shown in Figure

2.2 [1, 6]. Follows the available wind power undiferent wind speed, the control of

wind turbine can be classified into 3 control rego The wind speed below 5m/s is

classified as Region 1, representing the wind spse&mb slow, the turbine is not stated in

this region. The wind speed between 5m/s to 14isnétassified as Region 2[6]. Above

the 14m/s wind, is in Region 3, w

hich the turbimee@tes at the rated power of the

generator. This can be done by limiting the medwanioad of the turbine via pitch

control. When the wind speed is above 22m/s, thieirtes need to be shut down for

protection the equipment [6, 27].

1090 / lable to Ideal Turb
. _ ] ; Available to ldeal Turbine
Wind Power C,=1 /{7 (BetzLimit) C,= 0.593
YA High Wind
E ‘I, Region 3 Cutout
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$ 500 - /,'I ‘\
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o f ol Actual Turbine C,=0.4
o
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Figure 2.2 Wind Power Generation under DifferenhiVspeeds

Based on the above analysis, the objectives of wirlzine control can be summarized as
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1) Controlling the wind turbine to capture as more pows possible when the rated
wind speed is not reached
2) Controlling the wind turbine to maintain rated powapture for speed larger than
the rated
3) Alleviating the mechanical load and guarantee éhebility of the mechanical parts
4) Transferring the mechanical power captured by éber ito the grid and meeting the
power quality standards.
The wind turbine control system usually takes uisa number of sensors, actuators on
the wind turbine and a computer to processes thalsignals. The three main areas of
mechanical control consist of torque, pitch, and/ gantrol. Torque control is focus on
the regulation of the rotational speed of the tuebivhich is generally used in the Region
2 control. Pitch control is typically used to regpel the rated power output in above rated
winds, and yaw control is used to turn the turbiogace the wind. This research is
focused on the Region 2 and Region 3 control desfgmind turbine. The startup, shut

shown or the grid fault are not taken into consatien in this research.

2.1.5 Electrical Power Generation Systems

The electrical power generation system of wind inglconsists of electrical generator

and power electronics converter and electricalsfiamer which used to ensure the grid

voltage compatibility [1]. The configurations ofettpower generation systems can be
generally divided into two types: fixed speed aratigble speed, depends on the electric
machine types and its grid interface [1, 28].

a) Fixed Speed Wind Turbine
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For the fixed speed wind turbine, the rotor speedixed and determined by the grid
frequency regardless of the wind speed. A fixededpeind turbine (Figure 2.3) is
typically equipped with a squirrel-cage inductioangrators (SCIG), soft starter and

capacitor bank and directly connects to the grid.

SCIG
Transformer
>< Gear ( g é- ) Soft @_ Grid
box starter ‘
Capacitor
U bank

Figure 2.3 Scheme of a Fixed Speed Wind Turbine

To start, the induction machine is connected inamog regime such that in steady-state,
the rotational speed exceeds the synchronous spe®dhe electromagnetic torque is
negative, which will generate electrical power.the SCIG is directly connected to the
grid, the generator works on its natural mechandwracteristic given by the rotor
resistance. The rotational speed of the generatarlase to the synchronous speed
imposed by the grid frequency, and the turbulenceind speed will induce only small
variations in generator speed. SCIG are prefemdtked speed wind turbine system for
their mechanical simplicity and high efficiency witow maintenance cost. However,
with the unique relation between the active poweagctive power, terminal voltage and
rotor speed, SCIG based wind turbine need capao#nks to limit the reactive power

absorption from the grid in order to increase thegr factor.

As SCIG based wind turbine are designed to achmesgimum power efficiency at a
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unique wind speed. The generator of some fixeddspgbine has equipped two winding
set in order to increase the power efficiency timasturbine can operation at two speeds.
The advantage of the fixed speed wind turbine gyste its simple, robust and also
reliable due to the simple and inexpensive eleslygtems. At the same time, the fixed-
speed operation will induce significant mechangtaéss to the drive train components.
Furthermore, from the rotor speed point of viewedl speed operation has very limited
controllability. The fluctuation in wind speed isabhsmitted into the mechanical torque
and later into the electrical power fluctuatioroigrid.
b) DFIG based Variable Speed Wind Turbine
Variable speed wind turbine is currently the mashmonly used in wind energy due to

its power variable speed operation can capture moveer compare to the fixed speed

operation.
DFIG
Transformer
Gear .
H7 box ;’;’;' Grid
AC —1{DC
U cl_I AC

Figure 2.4 Scheme of a DFIG based Variable Speeuti Wiurbine

The doubly-fed induction generator (DFIG) is mos¢d by the wind turbine industry. As
shown in Figure 2.4, the DFIG is consist of wountbr induction generator with the
stator windings connected directly to the grid #melrotor windings connected to a back-

to-back AC-DC-AC voltage source converter [29]. Hbator voltage is applied from the



23

grid and the rotor voltage is applied from the powenverter. The stator output power
into the grid all the time, while the rotor is feeg power into the grid when in over-
synchronous operation and absorbs power from tltevgnen in the sub-synchronous
operation[30]. The DFIG based wind turbine allovasiable speed operation over a large
but still restricted range limited by the scaletioé power electronics converter and its
controllers.
The power electronics converter used for DFIG bageed turbine is comprises of two
IGBT converters: rotor side converter and grid sidaverter with a DC-link connection.
The rotor side converter controls the generatorerms of active and reactive power,
while the grid side converter controls the DC-liriktage and ensures operation at a large
power factor.
DFIG based variable speed wind turbines are higialytrollable, allowing maximum
power capture over a large range of wind speedsicdly of +40% around the
synchronous speed. Furthermore, the active antivegower control is decoupled by in
dependently controlling the rotor currents via th@wer electronics converters. This
study focuses on the modeling and control for DB&Sed variable-speed wind turbine.
c) Full Variable Speed Wind turbine
DFIG based variable speed wind turbine is partiaifyiable speed operation wind
turbine depends on the size of the converter.\Falhble speed wind turbine can be very
flexible with both induction generator (SCIG) anghshronous generator i.e. wound-
rotor synchronous generator (WRSG) or permanentgtagynchronous generator
(PMSG). PMSG is mostly used by the wind turbineustdy with the back-to-back power

converter has the similar size to the generatorgpowwhe PMSG has the advantage of
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operation at high power factor and efficiency doeits sel-excitatior[28]. However,
cooling system is critical to PMSG based wind toesi due to the magnetic materials
PMSG are sensitive to temperai and can lose their magnetic properties under

temperatures condition.

2.2 Modelingof DFIG

DFIG is the mosattractive choice for variable speed wind turbipgtemsfrom the latest
state-ofart in wind power industry. ith limited variable speed rae, i.e. £30% of
synchronous speed of the generg16, 17] DFIG based variable speed wind turb
systems has better energy capture performanceflexible power control ability In
DFIG scheme, the power electronic converter only toatakecare of partial of the tot:
power, normally 20%~30%. The advantage of this hat tthe power electron
converter’s losses will be reduced compared to siegy with the total power sce
converter. In addition, the cost of the power coteresystem is iduced. The DFIC

system with a back-tback converter is shown in Fig 5[1].

DFIG
m Transformer
1+ Grid
dc link
14
AC —]DC
C I AC

Figure 2.5S5chematic of a DFIG Wind Energy System with a E-to-back Converte

The DFIG configuratiorallows a relatively wide rangef rotor speed variatiorvia the

supersynchronous to si-synchronous operation modes. In the sigygichronou mode,
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the rotor speed is greatthanthe synchronous speed, and the generator provide
required energy from the mechanical energythe rotor and the statdivhile in the sub-
synchronous mode, the rotor speed is less the synchronous speed, the gener:
provides the energy the statc from the rotor and the mechanical en.

The back-taback converter consists of two converters, i.er-side converter and g-

side converter, which are connected as “I-to-back”. Between the two converters, a
link capacitor is connected to both side convertarsrder to keep the voltage variatic
in the dchink voltage small. The rot-side converter makes it possible control the
torque or the speed of the generator and alsodivempfactor at the stator terminals. 1
control objective for the gr-side converter is to keep the voltage of dc linkstant.The

DFIG can operate both in the motor mode and themgeor mode, with a rot-speed
range of+A4w,™® around the synchronous speed. A typical s-torque characteristic
plot of the DFIG can be given as Fig6, where thewsis the synchronous speed

DFIG.

orque

Generator

Figure2.6 Speed-torque Characteristics of DFIG
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DFIG is most commercial used for wind turbine indyisas mentioned earlier, for their
limited speed range operation. Besides wind tusbeggplication, the DFIG systems are
also used in pumped storage power plants [31]dsédone diesel systems [32], flywheel

energy storage system [33], etc.

VS J“"L‘Jl ]—_"?ﬂ- R-?n.

Ir,.

Figure 2.7 Equivalent Circuit of DFIG

As shown in Fig. 2.7,this equivalent circuit of [B-Is valid for one equivalent Y phase
and for steady state calculations[1]. Peconnection, the equivalent Y representation of
the generator can still be obtained via ther transformation. Applying Kirchhoff

voltage law to the circuit in Fig. 2.7, we can get,

V,=RI+ jo,Lgl + jolL (I +1 I B) (2.6)
V. R . .

‘="l +jolL | + + . H 2.7

s s r Ja)l rar Ja)J—m(ls r Rm) ( )
0=R,lg + jo L, (41 +1¢) (2.8)

where, Vs and V, are the stator voltage and rotor voltage respelgtivR;, R. are the
stator/rotor resistancelR,, is magnetizing resistance,y, L., is stator/rotor leakage
inductance;L,, is magnetizing inductancd;, |, are the stator/rotor currentiqm is

magnetizing resistance curreiatj is stator frequency anslis slip. The slip s can be

calculated by
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s=—“’1a_)1")r =% (2.9)
1

where thew, is rotor speedp.is the slip frequency. Equations (2.6) through X2&n be

rewritten with the air-gap flux, stator flux andaoflux, i.e.

V=Rl + jo,¥ 19)
\/—f=5|r+ja)1111r (911
s s
0=R,ls + j0,¥, 21
where,
Y=Ll +1,+1¢) (2.13a
Po=Lgl+L (I 41 +1g)=LJ &+, (2.13b)
Vo=Ll +L (41 15 ) =L+, (2.13¢)
The resistive losses of the induction generator are
F?oss=3( RIS+ R[]+ R] |R\2) (2.14)
The electro-mechanical torque of the generdigrgan be calculated as
T,=3nim[ Wl |=3nim ¥ [ | (2.15)

Wheren is the number of pole pairs.

2.3 Control of DFIG based Wind Turbine

In this section, different control method of DFIGded wind turbine system will be
described. The DFIG based wind turbine has recdrgtgome the dominant choice for
wind power industry [1, 22].A great advantage oflGFbased variable speed wind

turbine is its voltage control capacity. The parteale frequency converters in DFIG
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enable the turbine to generate reactive power @i@eating to the stator by the grid-side
converter. However, the grid-side converter norynafperates at unity power factor and
does not exchange reactive power between the tudnd grid, with the only exception
for the case of weak grid. As this study is focusadhe power conversion in the region-
2 operation, maximum active power conversion isi@esl. As a simple treatment, the
reactive load is not considered in the current estafywork. Therefore, the DFIG is
controlled at the unity power factor and reactiegvpr control is not considered.

Control of DFIG is more complicated when comparm@a tstandard induction generator.
The rotor current of the DFIG is controlled by a@/BC/AC power electronic converter
in the rotor circuit. The performance of a DFIG eeg@s on the vector control applied to
the generator and also which the orientation frasnehosen[34]. In[16][35], Leonhard
introduces a vector control method which can bel iseontrol the torque and excitation
current independently. In [36], Pepaal presents a detailed design of a grid connected
DFIG with two back-to-back PWM converters. Theipexmental validation shows that
the vector control of the rotor-side converter [deg wide speed-range operation as well
as good speed tracking performance. The most commagrof vector control for DFIG

is based on PI control designed in a synchrondesemce frame with the stator-flux [16,
36, 37, 38, 39, 40, 41] or stator-voltage orieotdd2, 43]. In [39], the stator flux-
oriented approach is presented for the controloti lthe active and the reactive power of
the DFIG within variable speed range. In [41], atat-flux orientation strategy is
presented with the stator-flux vector is estimataded on the measurement of stator
voltage and rotor current. Whereas in [40], théostdlux vector position is estimated by

adding a 90 delay to the stator voltage vector. In [44, 4&]direct power control
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strategy using the stator flux-oriented approachieseloped for a DFIG based wind
power conversion system. The stator-voltage ortemtas not the general choice for real
and reactive power control for DFIG [34]. In [467]4the stator-voltage orientation
approach is proposed to deal with unbalanced grithge condition. A comparison of
real and reactive power control for DFIG based t@atos-voltage orientation and stator-
flux orientation for wind power system is presenied[34]. The simulation results
conclude that both control methods have compaiadr@rmance.

In this research, the control strategy of the DEEg&s a vector control scheme based on
the d-q synchronous reference frame. The stator flux vestdorced to control withd-
axis of the synchronous frame in order to achieseodpled control of the active and
reactive powers.

In thed-q frame, the DFIG’s electromagnetic torglig,can be expressed as

M
Tem :E IX(D dsl qr+(D qJ d) (225)

Wherep is the number of pole pairs. The mechanical poRgiand the stator electric

power outpuPsare

P=Taw (2.26)
P=Teo, (2.27)

respectively, wherd,is the mechanical torque applied to rotor. In gtisdy, the field
oriented control strategy adopted follows the sah@nmesented in [48, 49]. The control of
DFIG in this research is consisting of two contamps. The inner loop is the rotor-flux
control and the outer loop is the regulation of $ketor-voltage magnitude. For the outer

loop, the controlled outputs are stator voltaggsandVys while for the inner loop, the
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controlled outputs are the rotor fluxe€g, and @,. The rotor and stator voltages can be
expressed as function of rotor fluxes, and theeefiie controls of the stator-voltage
magnitude and the frequency are decoupled fkgs dependence oy, andVyss
dependence o

In Region 2 of wind turbine system, the generatmtiol deals mainly with the power
conversion efficiency optimization. This is achiduay adjusting the rotor speed so that
the optimum tip speed ratio is maintained. At tifisspeed ratio, the power coefficient,
Cp, is maximized. Thus the aerodynamic power captbsethe rotor is maximized. The

aerodynamic torquéaero Is known to be

1 C max
Taero = (E P R5 %j (02 (228)
wherep is the air densityR is blade lengthComaxis maximum power coefficient, antdis
the tip speed ratio. Based on this physical ratstip, the demand of the generator

torqueTy is set to be proportional the square of rotor dpeéd.e.

T, = koo (2.29)

9

wherek is the torque gain. The actual electrical powetpoy measured at the grid
terminal, is compared with the reference power iobthfrom the product of the torque
command and the rotor speed, and used to reghlateeterence of the stator currént
and l4s Following the DFIG control scheme described above rotor voltage is
regulated and used to control the rotor side cdaaxerThus DFIG is controlled to follow
the desired torque command of the wind turbineghvwaregulation of thg-axis current of

the rotor.
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The difficulty of the DFIG operation in a genergimode is from the disturbance
derivative terms which are difficult to implementtivthe simulation [48]. In [48], the

control variables are chosen as the rotor flux camepts of the machine in order to allow
direct control over the rotor voltage. Comparedhe rotor current inner loop method,
this method allows minimum harmonics introducedabiyonlinear load, in our case, the

turbulent wind speed.

2.4 Extremum Seeking Control

Extremum seeking control was first proposed by &ebls paper [50] in 1922, where
ESC was applied to control of electric railways dmetame the original method of
adaptive control. In 1951, Draper and Li providiesails of extremum seeking control
algorithm and its performance in English literatyagpe r[51] for the first time. This
work gives solution to choose ignition timing to ximaize power output of an internal
combustion engine. Since this publication, integwhbustion engine becomes a popular
application for extremum seeking for a long time.

Adaptive control draws a significant interest ie thid 1950 with the strong driving force
of flight control. Like all other forms of adaptientrol, extremum seeking became very
popular in 1950s and 1960s [52, 53]. Most workhie 1950s and 1960s focused on
exploring extremum seeking performance for paréicwdpplication and problems[54].
There’s a lacking of clear definitions, a systematnalysis and design framework of
extremum seeking algorithm. In 1980, Stern by [p&jvides a useful survey paper of
extremum seeking control. Astrom and Wittenmark] [8€scribe the extremum control

as the most promising areas for adaptive contamisicler it far from mature.
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Wang and Krsti's [57] provide the first rigorous proof of the Biigty of an extremum
seeking feedback scheme was provided by emplopagaols of averaging and singular
perturbation analysis. This proof allows the plamtbe a general nonlinear dynamic
system is more general scheme in which the plartnsidered as a static nonlinear map
in previous extremum seeking result. Késtdds a dynamic compensator to the integrator
in the Extremum seeking algorithm in [58]. This qmensator is more effective in
accounting for the plant dynamics than previoustyrenoften used phase shifting of the
demodulation signal, and provides stability guaraest and fast tracking of plant
operating condition variations for single parameextremum seeking. After the
publication of [57][58], extremum seeking witnessedesurgence of interest.

Rotea [59] and Walsh [60] appeared to be the fwsstudy multivariable extremum
seeking algorithm. Rotea proposes a simple model stability and performance
calculation of multi-parameter extremum seekingoatgms in [59]. This model
guarantees stability and performance even whenuraagnt of the system is corrupted
by noise or additional process dynamics. A systemapproach for the analysis of
extremum seeking algorithms is also been providethis work. Walsh provides a new
control law for multi-parameter set-points and aqgbrof exponential stability for the
averages system[60]. However, their results areitdanfor plants with constant
parameters and the stability criteria requires aisslow forcing and consequent slow
convergence for strictly proper output dynamics.[6t, 62], multivariable extremum
seeking scheme is first applied to systems witheg@Entime-varying parameters by
Ariyur and Krstic. A SISO format is used to deravetability test and a systematic design

algorithm is provided to satisfy the stability tesased on standard LTI control
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techniques. This work supplies an analytical quigation of the level of design

difficulties and removes the adaptation speed &tiwh for plants with strictly proper

output dynamics in earlier works.

The applications of extremum seeking for maximumadmpower capture is investigated
by Creaby and Li in [20]. A multivariable extremuwseeking control is used to control
torque and pitch angle based on only measuremeteafotor power. The simulation is
tested under field recorded wind speed conditionsl #he results demonstrated

significant improvement in energy capture compaeeithe standard control methods.

2.5 Review of Robust Control of Wind Turbine

Although the classical control methods are tradaity applied for wind turbine controls,
they cannot assure the robustness and the perfoenwrnthe system at the same time,
especially with associated uncertainties in the ehoBuring latest two decades#.,
control is introduced to control of wind energy wersion system and been proven
successful for guaranteeing closed loop performaace robustness against plant

uncertainties. Connor first applie. control method in wind turbine control in 1992

[63]. In his work, & controller is applied to reduces fatigue damage wind turbine

and maintain the system to be robust. In [38], Boagroposes the synthesis of low
order #, controllers in control design of a flexible windrbine. In this work, a set of
linear models of nominal model is discussed. Theelbped controller is tested to be
stable with a set of linear models which represiwet wind turbine under various
operating condition. He continued this work on desig a#, controller for variable-

speed wind turbine system for load reduction in].[3he #, controller is applied for
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reduction rotor shaft torque variations under modetertainties without excessive
variations in DC-current, generator speed or delagle. In 2003, Rocha presents a
multivariable controller for wind energy conversi@ystem [62]. Pitch angle and
generator torque are adjusted aiming to maximumggneonversion and the reduction of
detrimental loads. A multivariablé, controller is applied with weighting compensators
are specified with considering rotor speed regogtioad reduction of mechanical stress

and system stability. In [61], Rocha compares grethnce between multivariable

controllers for wind energy conversion system dasthusing,and /., methodologies.

In the simulation, the#, controller performs more conservative and moreusbb
compared ta#, controller. However#, controller has a faster dynamic response than
J, methodology.

In this work, we consider the control for convegtiotor power to electrical power is not
independent from the rotor power control. With thead-spectrum nature of the
turbulent wind, the rotor power is determined byhbthe wind characteristics and the
rotor controllers. Therefore, for the DFIG conkeolto be designed, the performance
specifications for power conversion need to coygrapriate and width so as to capture
the dominant frequency components of the rotor powdeanwhile, the designed
controller needs to be robust against the variatiorsystem parameters such as winding
resistance/inductance and frequency. Such conaolbe well dealt with by the#,

control method.
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2.6 Wind Turbine Inter-region Controls

Generally, the control of variable-speed varialtekpturbine consists of two controllers:
a generator controller with a power versus rotaesbreference in Region 2 and a blade
pitch controller with a PI controller to regulateetrotor speed during Region 3 operation
[22, 23]. The two controllers are designed to ogeradependently and the transition

between regions can cause problems such as poekardl and fatigue loads etc. [9, 64].

The generator controller can be designed with theep set-point for the generator as a
tabulated function of the generator speed [23]. $peed signal input is the low-pass
fillered RPM signal of the generator. The bladelpitontroller is a Pl controller with the
input of the generator speed and the output ipitich servo set-point. As in the Region 2
operation, the generator may not operate at itsrmax power point. When the turbine
is accelerated to above the rated speed for highret, the generator power is kept at a
constant rated value. Then the generator torquenoalonger regulate the rotor speed,
and the pitch controller will start to reduce theamanical load of the turbine and
maintain the rotor speed.

A more advanced control of variable speed turbsnthat in Region 2 operation, the rotor
speed can be adjusted in proportion to the wincedmo that the optimum TSR is
maintained [22]. At this TSR, the power coefficigy is maximized. Once the rated
torque is reached, the turbine will start to spepds the load torque no further increase.
Pitch control is then used to regulate the rot@eslp with the load torque held constant.
Thus the control switches from Region 2 generabotrol to Region 3 pitch control.

To improve the transition during the switch betwedRagion 2 to Region 3, it is

worthwhile to introduce Region 2.5 [65]. In Regi®nthe controller provides rotor torque
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less than the rated, when turbine reaches the syedd. Because Region 3 requires
turbine operates at the rated power, the torqueraete is set to be at the rated torque.
Therefore, a bump occurs at the generator toqueramée when switching between
Regions 2 and 3. The Region 2.5 control is thusodhtced to increase the generator
torque to regulate the rotor speed instead of ramimgy the torque at the optimal power
point operation. The switching point between thegiBe 2 to Region 2.5 can be
determined by the rotor speed. The controllers igewptimal TSR control under the
rated rotor speed and regulate the rotor speedgeiierator torque to maintain the rated
rotor speed. The switching point between the Reddn to Region 3 is set as the
generator torque reaching the rated value, thuscdmroller will switch from torque
control to pitch control. In[65], the Region 2.5defined as a straight line in the torque-
rotor-speed plot with a 5%slip. The high slip isosbn to prevent excessive torque
oscillations during switching. Although the abovppeoach provides a solution to
reducing the bump during switching, there is nagteguideline for the torque slip and
no guarantee the bump is minimized. In [66], aetfgry tracking Region 2.5 control
approach is presented based on the utilizationDAR wind preview measurements to
smooth transitions. The main drawback of this methecludes elaborate optimization
effort to generate the reference trajectory ancettiea cost of adding LIDAR wind speed

measurement.

2.7 Bumpless Transfer Control

It is well known that transients will occur whenissing between different controllers
happens. These transients can lead to unaccepgstiem behavior, and arise out of

discontinuity both in system states and controltrtput. In most malicious situations,
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the bump produced by controller switching can leachstability when switch occurs. As

can be seen from the previous sections, the wirldn® has three control regions, and
the controller need to switching between regionn? & during operation. Bumpless
transfer technique [67, 68, 69] can be introduaedrooth the transition during wind

turbine inter-region operation.

It is often happened in industry when the inputaotontrolled system is temporarily
different from the output. The two main reasonsdase this discrepancy are limitations
and substitutions. Limitations are generally causgdaturation on the system applied,
for instance the physical limits of the actuatoi[7@nd this phenomena is also called
windup. A common approach to reducing this advarspact is adding an extra

compensator. This method is also referred as anthyp [50, 59, 60, 71]. Substitutions
occur when switching between two controllers foample, switching from manual to

automatic control. In the case of substitutiong tmismatch of the inputs can

significantly deteriorate the expected system rasppwhich is called bump transfer[70,
72]. A bumpless transfer can be achieved by madifythe controller states so as to
minimize the switching induced bump. Since bothssititions and limitations cause

control performance to deteriorate by involving thadequacy of the controller state,
these two phenomena can be treated in a similanengt®, 73].

In[55], Hanus gives a solution of bumpless transfeprevent nonlinearities by restore
the consistency of the controller states. In [&3],generalized anti-windup observer is
introduced into controller structure to deal withndup phenomena by Astrom and
Wittenmark. The Conditioning Technique, proposedHanus in [55, 70, 72], corrects

the off-line controller states to those of the palcontroller via synthesizing a ‘realisable
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reference’ signal. The Conditioning Technique isistdered as a special case of the
generalized anti-windup compensator approach wierantroller is linear and it can be
applied to wider applications including nonlinearontrollers and cascaded
controllers[74].

The linear quadratic bumpless transfer was firsbduced in [75]. The main idea of this
approach is the introduction of a static feedbackrix, F, as referred as ‘bumpless
transfer compensator’. This matrix F drives theidf controller so that its output match
the online controller output. Then in [76], Turnmidds a low-pass filter in the output
vector of matrix F to ensure a smooth transitionirdythe controller switching. This
method makes can be applied to a great deal ofcapiphs with the use of two constant
weighting matrices to adjust for different contodjectives.

In this research, a switching scheme is proposedwniad turbine power fluctuation
reduction with two different approaches. The fistto adopt the conditioned transfer
method [77], which is introduced to improve theckiag performance of bumpless
transfer based on conditioning technique. The st@pproach is applied LQ theory to
the Bumpless transfer problem[69, 75]. The LQ bwespltransfer has the advantage of

its static matrix which enables little extra ondicomputation.
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3. Wind Turbine System Control Simulation

Simulation model are important for component stadg control development. Withc
appropriate modeling and simulation study, the bgexl controller could lead tan
unsatisfactorycontrol performance with low power capture or evaiure in power
conversion on the turbine. Therefore dynamic modesind simulation study is essen

for control design of wind turbine systel

In this chapter, we will describe the software @aygk used in this research for wil
turbine control simulation. The main wind turbinensglation codes in this study
FAST[78], AeroDyn[79] and TurbSim [8Q]developed by National Renewable Ene
Laboratory (NREL). NREL is the leader in developitmges in the U.S. and offers 1
public a variety of wind turbine modeling tools. hel DFIG model is simulated |
SimPowerSystems™3.2.1 developed by MathworksThis study presents highly mt-
physical domains of simulation, ranging from aerayics to power electronir The

interaction among the three simulation codes isnil@ag in Figure 3.:

Wind Load Turbine

Profile Calculation  Simulation
TiivrhhCirna ™ AAr~ADun » CACT
TUrJolinli - Hl:luuyll - ol

DFIG simulation

[ | Matlab
-
| SimPowerSystems
Turbine
Information — Controller —

Figure 31 Block Diagram of Simulation Code Interact
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3.1 FAST Simulation Platform for Wind Turbine Simulation

In this thesis study, the dynamic modeling and &wmn of the wind turbine is
performed using NREL's FAST software [78]. Develdpéy the National Wind
Technology Center (NWTC), FAST is an aeroelastgigiecode for two- or three-bladed
HAWT design. FAST set up the equations of motio®@KP using the Kane’s method
[81, 82, 83]and solvevia numerical integration subeBased on the definition of partial
velocities, the Kane’s method can be considerednagutomated process for setting up
the EOM’s. A minimal set of dynamics equations Wi obtained, in which dispensable
reaction forces and torques are not included. Tip@lemented method eliminates the

need for separate constraint equations by usingeéheralized coordinates.

In FAST, the wind turbine is modeled as a comboratf rigid and flexible bodies. For
example, the model of a two-bladed, teetering-hulbime, as shown in Figure
3.2,isconsist of four flexible bodies and four dgines. The rigid bodies include the
earth (or foundation), nacelle, hub, and optiomallrakes (point masses), while the
flexible bodies contain blades, tower, and drivafshThe connections of these bodies
have multiple degrees of freedom (DOF), such aetdvending, blade bending, nacelle
yaw, rotor teeter, rotor speed, and torsional Hixy of the drive shaft. The flexible
blades include two flapwise modes and one edgemvide per blade. The flexible tower
allows two modes each in the fore-aft and sideide-slirections. These DOF can be

turn on or off individually in the analysis by addia switch in the input file.
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Figure 3.2 Layout of Conventional, Upwind, Thread Turbines

AeroDyn is used along-side FAST to simulate aeradyio forces on the turbine blades.
Simulink®[84] is a dynamics and controls simulation tooldmmorated with Matlaf{85]
that allows the use of S-function with custom Famtroutines. The FAST subroutines
have been connected with a Matlab standard gatewbyoutine in order to call the
FAST EOM's in an S-Function that can be used in atlddb Simulink model. The
advantage is that the simulation of wind turbinevas great flexibility in controls

implementation. For example, generator torque obntracelle yaw control as well as
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pitch control can be designed in the Simulink emwment while the simulation still take
the advantage of FAST with the entire nonlineaoeakastic wind turbine EOM. Figure
3.3 shows an example of Simulink block for FASTdshsvind turbine model that takes
yaw, pitch and generator torque as inputs. Thesehandreds of output measurements
available in FAST. The variables of interest instBtudy include pitch angle, generator

torque, yaw angle, rotor speed, rotor power, winekesl, and wind direction.

OutData

FAST Nonlinear Wind Turbine

Figure 3.3 Example of Wind Turbine Block for Usamwsimulink

In 2005, NREL announced that FAST can be used farrldwide turbine
certification[86]. Another code which is used faurtiine certification is ADAMS
(Automatic Dynamic Analysis of Mechanical Systerf&j]. ADAMS has the ability to
model unlimited degrees of freedom and is consileey accurate. One disadvantage is
the large effort and extended computing time neddechodel a wind turbine. Results
from FAST models have been shown to correlate wéh those from more complex

ADAMS models [88]. The version of FAST used in tthiesis work is v6.01.

3.2 AeroDyn

AeroDyn[79], developed by Windward Engineeringarselement level simulation code

for aerodynamics analysis of HAWT. It takes wineag trajectories and calculates the
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aerodynamic loads on wind turbine blade elemen&oByn presents two models for
computing the effect of wind turbine wakes: thedel@lement momentum(BEM) theory

and the generalized dynamic-wake (GDW) theory [89].

The BEM theory is the widely adopted by most wintbine designers, while the GDW
theory is a more recent modeling technique for rindeskewed and unsteady wake
dynamics [90]. The BEM theory is composed of thadel element theory and the
momentum theory[89]. In the blade element theolggés are assumed to be divided into
infinite small pieces that act independently of tlseirroundings and operate
aerodynamically as two-dimensional airfoils of whithe computation of aerodynamic
forces can be analyzed with local flow conditiombese elemental forces are summed
across the blade to compute the total forces andents of the turbine. The momentum
theory points out that the loss of pressure or nmdome in the rotor plane is induced by
the airflow passing through the rotor plane on lhede elements. According to the
momentum theory, the induced velocities can beutaled from the momentum lost in
the flow in the axial and tangential directions.e$& induced velocities influence the
inflow in the rotor plane and consequently also enakpacts on the forces calculated by
blade element theory. These two theories constthte BEM theory and proposes an
iterative process to compute the aerodynamic foacelsalso the induced velocities near

the rotor [79, 89].

In practice, the BEM theory is implemented by biegkthe wind turbine blades into
infinite small elements along the span. Rotatiotheke elements in the rotor plane forms
annular regions, as demonstrated in Figure 3.4 Eipss which the momentum balance

holds. These annular regions are also used to ssalye change of the local flow
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velocity at the rotor plane caused by induced ve&s: from the wake. BEM allows
analyzing stream tubes across the rotor disk, wiactmaller than the annular regions
and with more computational fidelity. However, ABym only computes annular
regions. When using the BEM theory, various coroast can be chosen by the user,

including incorporating the aerodynamic effectstipf losses, hub losses, and skewed

wakes.

Figure 3.4 Incremental Annulus in Rotor Plane fer BEM Analysis
The GDW model of AeroDyn is developed on the bddeeters and He’s work [92, 93]
and the implementation is using Suzuki’ code[94liis Ph.D. dissertation at the
University of Utah. The GDW theory was developedaasintermediate level unsteady
induced-flow theory suitable for rotorcraft aerctia stability, vibration, control, and
aeroelastic tailoring studies. It was developedahse previous rotorcraft aeroelasticity

and aeromechanics analysis models were eitheritquesto capture necessary physical
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reality or too involved to carry out any systemegigalue analysis or system design. This
model, also called aacceleration potential methpdvas originally introduced for the
helicopter design. Suzuki[95] modified the GDW thetor use with wind turbine rotor
applications and implemented it in the YawDyn/AeyoDcodes for wind turbine
dynamics simulations. Compared with the BEM thearpenefit of this method is that it
enables a more general distribution of pressuresaca rotor plane. The GDW model,
developed based oRitt and Peters’s Modf6], allows more flow states and a fully
nonlinear implementation to calculate turbulencd gpatial variation of the inflow. Pitt
and Peters[96]developed the dynamic inflow theohictv is used for the majority of

flight dynamics models of single rotor helicopters.

AeroDyn can be interfaced with dynamics analysibnsme packages such as YawDyn,
FAST and ADAMS. The AeroDyn code takes informatedvout the wind turbine from
the dynamics analysis routine (in this case, FA&T) returns the aerodynamic loads for
each blade element to the dynamics routine. Aero@liows variable formats of wind

input, including single-point hub-height wind filaad multiple-point turbulent wind.

AeroDyn provides FAST with data such as tower shadbe hub height, air density and
detailed information about the blade elements. myusimulation, AeroDyn takes wind
data from TurbSim and turbine information, suchiaer speed, tower bending and blade
bending, from FAST to calculate the aerodynamidlilog. Detailed wind input files with
full field turbulence can be created with codes litkurbSim or simple uniform wind files,
or manually using a standard text editor. In thiglg, the simple steady wind profiles
were created manually using a text editor, whilebBim was used to generate turbulent

wind profiles. The version of AeroDyn used in tthesis work is v12.58.
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3.3 TurbSim for Wind Simulation

TurbSim [80] is a simulation code that creates reghdimensional rectangular grid of
stochastic, full field turbulent wind. This winddican then be used as input to AeroDyn
and FAST. The TurbSim input file allows the usespecify options from a number of
different areas such as runtime options, turbine&hcspecifications, meteorological

boundary conditions, coherent turbulence scalingmpaters and spectral modes.

Runtime options allow the user to select a randesdsand type of random number
generator [80]. The next eight lines of the inplét include options for the type of output

file and the final line selects whether the turhiogtes clockwise or counterclockwise.

Turbine/model specifications allows the user toc#gethe number of points in the
rectangular grid, the size of time step, the sizgrial, the hub height of the turbine being
modeled, the desired analysis time and also argflegnd flow [80]. Figure 3.5shows
three different scenarios about how the rotor aced in the grid. It is automatically
centered at the top of the grid. The grid needsetéarge enough so that no part of any
blade lies outside the grid. AeroDyn automaticalecks these criteria before running.
The number of grid points is determined by the .u&dding more points requires larger
size of memory to construct the matrix of wind dafhe default size is thirteen by

thirteen grid points[80].
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Figure 3.5a: Grid and Rotor Placement when Heighakto Width

Figure 3.5b: Grid and Rotor Placement when Heigtdlker than Width

Figure 3.5c¢: Grid and Rotor Placement when Heigtgdr than Width
Figure 3.5 Grid and Rotor Placement in Differenér@arios

Meteorological boundary conditions define the tlebge spectrum model such as von
Karman, and Kaimal among others. It defines théul@ence intensity, the mean wind
speed, the reference height, the power law exparahthe surface roughness. Non-IEC
meteorological boundary conditions are used whehutance models other than von
Karman or Kaimal are used. Parameters such aadatigradient Richardson number,
shear velocity, mixing layer depth and componetecence can be selected here. Many
these parameters are chosen to be the defaultsvaluhis study except the Richardson

number.
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When the gradient Richardson number is greater 885 and the option of creating
coherent turbulence time-step files is set to hee,tthe coherent turbulence scaling
parameters will be used with non-IEC spectral madE&mpirical values are used to
calculate when and how coherent events should dedatb the background turbulence.

These values create a coherent turbulence timdikgapat sends to AeroDyn.

When the output file is created, a summary filalgo created. AeroDyn needs both files
because the summary file provides the interpretatiothe data in the output file. Setup
of a TurbSim wind file is described in the nexttsat The version of TurbSim used in

this thesis work is v1.30.

3.4 Summary

In this chapter, the basics of the simulation pgekaused in this research are described.
The dynamic modeling and simulation is essential dontrol study and design.
Simulation packages for wind turbine are developgdNREL. FAST takes the loading
information which calculated with TurbSim and applit to the nonlinear wind turbine
model to solve for the relevant equations of matidarbSim is used for aerodynamic
load analysis on the turbine. AeroDyn is used femegating wind profile which will be

the input of TurbSim.
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4. Modeling of DFIG Based Wind Power System

As described in Chapter 1, one research problerthisthesis study is to develop a self-
optimizing robust control for maximizing the energgpture for a DFIG based wind
turbine. To realize the proposed controller desigrs, critical to have a control oriented
dynamic model for the DFIG wind energy system. hrs tchapter, a DFIG model is

derived with moderate simplification, following terk by Belfedakt al [49].

4.1. DFIG Modeling

Figure 4.1 shows the schematic of a DFIG systerh wiback-to-back converter and its
equivalent circuit. From the reviews in Chapteth& dynamics of a DFIG system can be

typically modeled in the field synchronous refereframe [48, 49, 97] by

AP o (4.1)

dt ° "

Vds = Rs I ds+

do
Vqs = Rslqs+ - + 2 sq) de (4'2)
Vdr = R Idr + dq)d' _a)r(D r (43)

dt a

do

VC{r = Rr IQr + dtq' + a)rq)dr (4-4)
where the flux is calculated as

O, =LJ  +MI (4.5)
D=L Ml (4.6)
D, =LI1, +Ml 4.7)

Dy =L 1, +MI, (4.8)

qr
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where subscript&l’, ‘q’, ‘s’, ‘r denote thed-axis componenty-axis component, stat:
and rotor, respectivelf, @, V, R, L andM representhe current, flux, voltages, pha
resistance, cyclic inductance and cyclic mutuaugtdnce, respectively. The electri

rotor frequencyw, should be the difference between the synchronoasdwsand the

rotor speedv. The leakage inductances are considered.

DFIG
m Transformer
1+ 4@7 Grid
dc link
14
AC —]DC
C I AC

a) Schematic Diagram

R.S IS jwlLS,\ jwlLM Ir RT 5
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b) Equivalent Circuit

Figure4.1 Description for DFIG System in WECS

The DFIG modein a stat-space representation[4&n be simplified a

Edr} :[&][iﬂﬂBﬂ] :ds +[ BQ]RW} (4.99

qr

Rds}:[Cs]{zdr}[Dﬂ]::d{+[DQ]BC‘} (4.9b)
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where,
R
[A]= L (4.10 a)
o R
LI‘
RM
B,]-| - [By,]= Lo (4.10c)
[ 51]_ 0 M ' s2] — 0 1 .
I_I’
MR M
e
[C]=] MR (4.10d)
-——w
LY e
R+ oL, -
[Dsl] = ' ) [Dsz] :|: i| (4108)
M?R 01
O-LSa)S Rs+( L2 )

This state-space model of DFIG is derived by faydime derivatives of stator currents to
zero, i.e. assuming théisandlqs are constant in the field synchronous referenamér.
The stator transients are neglected with the fallgwassumptions: 1) the magnetic
saturation is neglected, 2) the flux distributisrsinusoidal, and 3) losses except copper
losses are all neglected and stator voltages amdmnts are sinusoids of the fundamental
frequency. Also, the voltage source converterhatrotor side are modeled as current
sources and rotor voltages and currents are siksisof the slip frequency. These
assumptions avoid the elaboration of dealing wathinhsignificant fast dynamics in a full
converter model simulation for better computatioeéiciency, meanwhile achieving

acceptable simulation accuracy. The resultant-siagdee model [49] is then
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[X]:[A&]XJF[Bs]U (4.11a)

(4.11b)
where[B,]=[[By] [Be]] [D.]=[[Da] [De]]+ X =[®, @,]"is the state
vectory =[V,, V,]", is the output vector, ard :[IdS les Vi VqJT is the control

input vector.

4.2. Modeling of Power Electronics Converters

The power converters used in DFIG based wind p@ystems consist of a back-to-back
converter connecting the rotor circuit and the gas shown in Fig. 4.2. The converters
are typically made up of voltage/current regulatingerters to realize bidirectional

power flow. The two power electronic converters @anected through the so-called DC

link capacitor in order to keep the voltage vaoas in the dc-link voltage small.

Rotor-Side Converter Grid-Side Converter

DC-link Capacitor

)5 — | &)

Figure 4.2 Power Converters in DFIG Wind Turbine
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4.2.1 Rotor-side Converter

One characteristic of DFIG is that the power ratifighe rotor-side converter is selected
to meet the requirement of the maximum slip powed ¢&e reactive power control
capability. The rotor-side converter is treated aagurrent controlled voltage-source
converter. The most general adopted rotor currentrol scheme for the rotor-side
converter is proposed in [32, 36] . The actuatiod aontrol of rotor-side converter are
dependent on the measurement of the stator anbtibilecurrents, the stator voltage and

the rotor position.

A typical rotor-side converter controller can b@mportional-Integral (PI) controller to
eliminate the power error in steady state. The wugfh the PI1 regulator is the reference
rotor current that should be injected into the rditp the rotor-side converter and used to
produce the electromagnetic torque. The actual miorent measured is project onto the
d-g components. Thg component current is compared to the referenagevahd sent to
current Pl regulator. The output is thecomponent voltage generated by the rotor-side

converter.

4.2.2 Grid-side Converter

The control objective of the grid-side convertertasmaintain the dc link voltage at a
predefined value despite the magnitude and dineafahe rotor power [36]. The power
rating of the grid-side converter is decided byrieximum slip power for the reason that
it typically operates at a unity power factor. Tdwed-side converter also allows grid

reactive power support during a grid fault.
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For the grid-side converter, applying the Kirkhdibltage Law for thed-q components

yields

di
Vg = Ryige + Lgd—gt“— O LotV o (4.12a)

di
Vgq = Rigg+ Lgd—iq+a) Lot Ve (4.12b)

9q €-gg

whereRy andLy are the grid filter resistance and reactance,e@sely; igg andigq are
the grid currents fod andq coordinates, respectivelyyq andVy, are the grid voltages
for d andq coordinates, respectively.q andV,q are the converter voltages fdrandq

coordinates, respectively, and is the grid frequency.

The control scheme of the grid-side converter maghas Fig. 4.3. There are two control
loops: thed component current regulation consisting of thevditage regulator and the
current regulator. The dc capacitor voltage is mesabsand compared with the reference
dc voltage, and their difference is sent to thevditage regulator. The output is tike
component reference current. Theq current regulation is implemented to apply a
current regulator. Thel and g components of the grid-side current is measuraedl an
compared with thel component of the current reference produced bydtheoltage
regulation, and specifieg component reference current. From this, the ctumegulator
controls the magnitude and phase of the voltageiged by the grid side converter.
Notice that the maximum value of the current isitédl to the converter maximum power
at the nominal voltage. Under conditions when regithe active nor the reactive power
can be reached without exceeding of the current,lthie converter control will make the
reactive current to be the priority. Under sucltwmnstance, thg component current will

be reduced in order to bring back to its maximuinea
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Base on the above analysis, the simulation moddhefgrid-side converter control
system can be developed in Simufinkvhose layout is shown in Fig. 4.4 [98]. The
bipolar transistor PWM inverters are chosen with rtieximum switching frequency of 1
kHz. With the use of IGBT converters, a higher shiihg frequency is allowed for
implementation of the proposed control strategye T/C-link voltage is regulated with
the grid-side converter operating at a modulatiepti of 0.75. This will allow sufficient

latitude to prevent over modulation during trantsen

Vdc_ref
t DC Voltage
v - Regulator
de Current
Current Regulator
Measurement

Figure 4.3 Block Diagram of Grid-side Converter @ohSystem

(&,
Theta
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vag g1 Ved
Vdg_B1 Vdg
B1 voltage »vdg
Reference frame
—WTheta
————»(Theta . 7
lldq_grid_conyv '99 Idg vdg® »|vdg® Vg ctrl grid_cot—»( 1 )
Idg_grid_conv Idq e Vdag_ctrl_grid_conv
B1 voltage
Reference frame dg_ref
Vdc_ref (V)
Current regulator
Id_ref] »>
4 »-|Vidc P-(ldq*  Idg_ref;
Ve
DC bus voltage lq_ref
Regulator - Rate Limiter Idq references

Figure 4.4 Simulink Layout for Grid-side Conver@ontrol System
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5. Self-Optimizing Robust Control of Power Capture for
DFIG Wind Turbines

In this chapter, a self-optimizing scheme basedhenprevious ESC work is presented
for wind power generation for variable speed wintbines. A two-loop control strategy
is proposed to maximize the overall power genenatdh consideration of uncertainties
in power map [98], unreliable wind measurement anttertainties in generator
parameters. The outer loop is an ESC controlldrttivées the rotor torque to maximize
the mechanical power conversion, while the innasplas generator controller for
maximizing the electrical power conversion.

In particular, the Doubly-Fed Induction Generatbf[G) is chosen for the variable-
speed turbine used to demonstrate the proposedhscide DFIG has recently become
the dominant choice for utility wind turbines, withtensive work done in its dynamic
modeling, stability analysis and control [11, 123, 114, 15]. Design of the DFIG
controllers for converting rotor power to electtigeower is not independent from the
rotor power control. With the broad-spectrum natfréhe turbulent wind input, the rotor
power obtained from the rotor control is determibgdboth the wind characteristics and
the rotor controllers. Therefore, for the DFIG colfier to be designed, the performance
specifications for power conversion need to coygrapriate and width so as to capture
the dominant frequency components of the rotor povdeanwhile, the designed
controller needs to be robust against the variatiarsystem parameters such as winding
resistance/inductance and frequency. The DFIG mystare multi-input-multi-output
(MIMO). Such control task can be well dealt with tye #, control method [49, 99]. In

this study, we propose that the performance weghthe #, DFIG controller can be
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selected based on the instantaneous spectrum abtitve power. In particular, the#,
controller for the DFIG need can be cast into ausbtperformance design problem. Such
control design strategy can fit well variable sp&add turbine operation, as the rotor
power frequency components may vary with the refmeed. The DFIG controller thus
designed for maximizing the electric power conwarscan be adapted to the speed
changes in the wind turbine operation.

The proposed control strategy for the DFIG windioe system is sketched in Fig.5.1,
where the ESC is applied to optimize the rotor powfethe wind turbine, and the#,
DFIG controller can guarantee the optimal converssb the electrical power into the
grid power. The self-optimizing robust control bEtDFIG based wind energy system is

thus realized.

........................

: ESC
{ Wind
P —
— f ~—otator
EH AC/DC/AC
{{Rotor Converter [

T Torque L |

:EShaﬁSpeed: Controller i Three-Phase
:: Pitch Angle | Grid
. 'H_control '

.
¥ .
-----------------------------

Figure 5.1 Schematic of the Self-optimizing RobDentrol of DFIG Wind Energy
System

In addition, the robustness of the ESC turbine robimg evaluated in this study based on

the averaged system of the ESC framework. The ti@miaf the Hessian of the power
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map is quantified and the robust stability of te(Esystem designed can be evaluated.
The control design and simulation involves bothtiimbine rotor and the generator. The
field recorded turbulent wind data are used for gmeulation of the DFIG based wind
energy system. The fatigue analysis is conductexi&tuate the damage equivalent load
(DEL) induced when applying the proposed contrdiesge. The simulation platform
includes multi-physical platforms by integrating rb8im, FAST, SimulinR and

SimPowerSystems™.

The remainder of this chapter is organized as WaloFirst, the principle and design for
ESC are presented, followed by the robust stakibiyditions derived from the averaging
analysis. Then the DFIG modeling is presented. Fecontrol design for wind power

conversion is described. Simulation results forhb&SC and the DFIG control are

presented, and the current stage of work is coedud

5.1 Extremum Seeking Control Design

As a nearly model-free and self-optimizing constategy, the ESC algorithm [57, 58,
100] is used for the torque control to maximizeihi®r power output of a variable speed
wind turbine. This section reviews the working piple of ESC and the design

guidelines, followed by the robustness analysis.

ESC considers finding an optimizing inpugy(t) in an online optimization problem for

the generally unknown time varying cost functifiru), i.e

Uy (t)=arg minl € u) 15.

ueRR™
The block diagram of the most adopted ESC methathiasvn in Figure5.2, whergt) is

the measurement of the cost functi@nu) and noise is denoted ot). The plant input
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dynamics and output (sensor) dynamics denotefd (s);, Fo(s) respectively.

dI! +| d,
EHP(S) - - - ”*'
Y 1
Fy(s) J— (T, u)

T F{s)

'H'+

A

F 3

A

Figure 5.2 Block Diagram for ESC System

The ESC consists of a high-pass filief(s), a low-pass filtefF p(s), integrator and a

dynamic compensator K(s). The dither and demodulation signals are
d (t)=[asin(wy) ...,a, si{o,l)] and d; (t)=[sin(at+a,)...,si{t+a,)]
respectively, where,,...,o, are the dither frequencies amg,...,a, are the phase

angles. The dither and demodulating signals, iktjon with the high-pass and low-pass
filters, are used to extract a signal that is propoal to the gradient of the performance
index with respect to the input. With the closeddostability secured, the integrator
drives the gradient to zero and thus achieve themapity. The dynamic compensator
K(s) is used to improve the transient performance efEBC loops.ESC design includes
the selection of the dither amplitudes, dither frexcies, phase angles, the low-pass
filter, the high-pass filter and the dynamic comgeor. Our study follows the guidelines

of ESC design in [100].

The dither frequencies should be distinct, andballin the pass band of the high-pass
filter and the stop band of the low-pass filtereTdither frequencies should be high but
below the cut-off frequency of the dynamics of theing mechanism. The dither phase

angles should satisfy
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S <LRia)va <5 (5.2)

The angled, = o, + ZF, (jw)should be close to zero to improve steady statkitrg of

optimal parameters. The dither amplitude shoulgdanough so that the dithered output

harmonics stands out in the noisy measurement.

The stability properties of the ESC could be deteeah form the characteristic equation
det[l -G (s)RQ|]= 0 (5.3)

where,

G(S) — _FI (S) Kés IEP( 3

(5.4)
31‘ Fl,l(ja)l)‘cosel) 0 0
R=> 0 0 (5.5)
0 0 8,|F n(jo,)cose,,)

G(s) denotes the series of the input dynamics, theaayn compensator, the integrator

and the low-pass filteQ> 0 is the Hessian of the cost function near theragity, i.e.
1 T
(t,u) =1y, +E(u ~Ugy) Q(U-U,,) (5.6)

whereuqp: andlope are optimal input and optimal performance indespectively, and is
assumed within a reasonable neighborhood,gfsuch that Eq. (5.6) holds. The stability
and transient performance can be assessed by By .w#h the knowledge of the loop

transfer matrixG(s)RQ.

5.2. Robustness Stability Condition of ESC

When uncertainty is present for the performance,nitajs important to guarantee the

robust stability of the ESC. For the case of wimdine control, the profile of the power
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map varies with wind speed and other factors. t#esirable to guarantee the robustness
of the ESC controller, at least for the reasonagighborhood of the maximum power
point. This subsection gives the robust stabilitypdition of the ESC method. Without
loss of generality, and especially for some neighbod of the optimality, we can
consider the quadratic cost function in Eq. (5F®)llowing the averaging analysis for the
closed-loop ESC system[100], we reach the averagse@m, shown as a typical tracking

problem in Fig. 5.3, where

G,(s)=FR(9C(9=-FK($ K $u s E( ¥ (5.78)
1T
R, =lim— [ d(da,(9 ot (5.7b)
Mo = ygl J‘Ole(t)a);Qw z(t)dt (5-7C)
L :limo%ﬂdl(t)n(t)dt (5.7d)
/ ”—|—I* 2z
Mo o e "
- >D > [0 %D > G.D; >
X

Figure 5.3 The Averaged Model for ESC System

The ESC is thus equivalent to tracking the unknaeferenceuq, while rejecting the
disturbance due to measurement noise and the ph#seence between dither and
demodulation signals. The uncertainty in perforneantap shape is simplified as an

additive uncertainty in the Hessian mat@xi.e.Q=Q,+W,-A,, as shown in Fig. 5.4,

where D; and D, are the direct feed-through term in the state-spaedization of
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G=Fp(9FK(9 and ,=F (s K(g(—%) F.(9 respectively Qis the nominal

Hessian matrixW\g is the uncertainty weight matrix, a“mgu <1.

h 4

" op +'

5
F.

L 4

v

R!_—r > E..}U (-]'-'_'u'r}}

L

Figure 5.4 Robust Stability Analysis of the Averdd@eSC System with Parametric
Uncertainty in Hessian Matrix

Based on the Small Gain Theorem[101], as illustrateFig. 5.4, the closed-loop system

is stable, if and only if

”va Ny jco)”w <1 (5.8a)
where,
N (9= YeRGD 5.85)
1+ Qo RZ Q q

is the transfer matrix from perturbation inputo perturbation output

5.3 #,Control of DFIG Power Conversion

The DFIG power conversion controller needs to egieed such that the performance of
conversion is satisfactory within the bandwidth véhenost of the rotor power resides.
Also, such performance should be robust to systagemainties. In this study, the

uncertainty in resistance and inductance of therraind stator is considered. Such
variations are due to manufacturing inconsistetynge in operation temperature and

component degradation. To achieve such robust peafoce as expected, tH#, control
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design is a suitable frameworThe #, DFIG power conversion control strategy

shown in Fig. 5.5.

I, .| +>L ’
I “— Uncertain [—L9>® L 1
T 5’: | DFIG -] 4
dr o . g3 I
| Model S R
(i > + +
-IPV\;I' H!Hof.se
<

Figure 5.5 Bock Diagram of#, DFIG Power Conversion@htrollel

Recall the DFIG model discussed in Chapter 4, th&-space representation of DF
can be described as follov

_zﬂ = [A%]Edr}f[ le]{:ds}r[ BQ]R&} (5.92)

| “ar ar gs ar

_de}:[Cs][id:}[%]“:j+[Dsz]Rﬂ (5.9b)

q

Equation (5.9) is deemed as the nominal model df20®r the #, control design in thi
chapter. As stator current depend on the mechaloadlfrom wind turbine, the referen
signalslgs andlqs* are used for the input of th#, controller.WhoisdS) is used to mode
magnitude uncertainty of the sensor noise in stator voltageThe variations i the
rotor/stator resistance ar inductance Rs, R, Ls, L;) are modeled as multiplicati

parametric uncertainties, i.

R=R, - (I+W:5y) (5.10a)
R=R,-(I+W-&) (5.10b)
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L=L,-(14W;5,) 16c)

L=L, (1 +W;-4,) (530
WhereRsn, R, Lsn, andL,, are the nominal valuegy; is the weight for the uncertainty
and s is the unit-norm variation for resistances and otdaoces. The weighting functions

Wyads) andWyq{s) are designed to weight the tracking error ofdtegor voltage¥ys and
Vgswith the emphasis of the desired frequency ranges.

The robust performance controller design can bevehm Fig. 5.6, whered is the
structured perturbation from the uncertainty weuassd in the system abowtande are
the generalized disturbance and error. The perfocmaf the MIMO DFIG control
system we studied is characterized J# norms in (5.11), where th& is weighted,
uncertain transfer function matrix frodto e.

IT]l, = max,.. &[T (jo)]< 1 (5.11)

whereG(-) is the maximum singular value. Th#&, controller is synthesized with the

Matlab Robust Control Toolbox Version3.4.1 [85].

A

e T d

< |

Figure 5.6 Robust Performance Control Design

5.4 Simulation Results

The proposed control strategy is evaluated via kitimn study. The turbine model
studied for simulation is the CART (Controls AdvadcResearch Turbine) facility

located at the National Renewable Energy Laboraitor@olden, Colorado. The CAET
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facility is a two-blade, active-yaw 600 kW variatdpeed variable-pitch turbine [27], and
extensively modified for a test bed to study windotne controls. The generator model
used in this study is a 600 kW, 4-pole DFIG, asetisin Table 5.1. The simulation
platforms includes FASTv7.0, TurbSim v1.50, AeroDy8 developed by NREL for

wind turbine simulation, interfaced with Simulfhk.5 and SimPowerSystems™ 5.2.1

developed by Mathworks. More details of CART and3HAbased simulation is given in
Appendix

Table 5.1 Parameters of the Simulated DFIG

Rated power 650 kW
Stator voltage 220V
Frequency 60 Hz
Stator resistancés 5Q
Rotor resistancdy, 1.01Q
Stator cyclic inductance.,s 0.341H
Rotor cyclic inductancd,, 0.060H
Mutual cyclic inductanceyl 0.135H

This study presents highly multi-physical domaing ©mulation, ranging from
aerodynamics to power electronics. The block dimgod the code interaction used in
simulation is given in Fig. 5.7.TurbSim createsbtuent wind files (the input file of
TurbSim is given in Appendix A.3). AeroDyn takestiwind data from TurbSim and
then calculate the aerodynamic loads of the turlfi#eST takes the aerodynamic loads

and applies it to the nonlinear wind turbine mouetalculate the equations of motion.
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AeroDyn in turn takes information about the turbsred recalculates the aerodynai
loads. The control algorithm tal measurements form FAST produce the control sic
send to the generator model in SimPowerSys". The #. DFIG controler controls the

gererator torque which is then < back to FAST.

W
:]E:'.'h
4]
@]
)

amans

— FA

n

Generator |

iorgue |

\ DFIG

I alfly

| 7 Controller

Figure5.7Block Diagram of Simulation Platform

The torque controller is used to regulate the spdelde turbine to the optimum tip spe
ratio so that to capture the maximize power frora thind. The reference torque
calculated a proportional to the square of theor speed with torqugaink. The power
capture is maximized when the torque ck is regulated to optimum value. ESC is u
to search for the optimk under different wind speed$he electrical torque command
obtained from ESC and will then sencthe DFIG modelFor the torque ESC controlle
the dithering frequency was chosen to be 0.07 rddis higl-passand low-pass filters

are designed as

2

S
F S) = 5128.
e (5) s’ +2*0.58*0.06s+ 0.06 ( )

0.02
= - 5.12b
e () s?+2*0.6*0.02s+ 0.02 ( )



67

5.4.1. ESC Robust Stability Test

An initial robust analysis of the ESC is based be tlata obtained from the CART
turbine operating in a smooth 10m/s wind with vasicombinations of blade pitch angle
and generator torque. The power capture was reddiamteeach combination once the

turbine outputs reached the steady state.

_____Power map

04|

-
Tip-Speed Ratio ° 12 14 15

Figure 5.8C, Surface in TSR and Pitch Angle
The Q matrix is developed corresponding to the Regiamp@ration with the wind speed
is between the cut-in and the rated, the contriative is to maximize the power output.
Figure5.8 shows th€, surface simulated for the CART turbine model. Maxm energy
capture can be achieved if the turbine is operateéde maximum power coefficient point

Comax For the average model of ESC, Qenatrix could be calculated from

u,-u, ) +2 - -
I(t,u) ~ Iopt +1 ql( 1 let) + q3(ul u]opt)( uZ l’Eopt)_{— (513)
2 qz(uz - u20pt)

whereuy is the pitch anglayiop is the optimum pitch angle is the torque gaiR, Uyopt is

the optimum torque gaik I(t,u) is the power at the chosen point aggl is the optimum
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power at the optimum parameter setting. Q matrix can be found and the uncertai

in Q matrix is boundedNomina value ofQ matrix, Qis

o _[d @] [-87864 ~0007
°“lq, @, | |-0.0073 —0.042 (5.14)

The elements of th€ matrix have the following variations according to Regiol
operation:qg, € [—4.9223,— 3.407]3, g, € [—0.0514,— 0.038§i , 0; € [—0.0080,— 0.00G@ .

The weight matrid\g is thus

0.7572 0.007
- i 5.15)

21 0.0073 0.006

As shown in Fig. 5.9the profileof the maximum singular value ¥oN,w(jw) validates

the robust stability of the ESC systt

Singular ‘Yalues

0.03

o
104 10" 102 10" 100 10’
Frequency (rad/sec)

Figure5.9 Bode Plot for Robust Stability Test
5.4.2. Simulation Resulis for ESC Wind Power Generation

Simulation study was conducted using the control scheme for the CART win

turbine mode[more details can be found in Appendix £ First, thesmoott wind input
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of 10m/s mean spedad provided with the results shown in Fig. ®.1The simulation
time is 1 hour andhe ESC control is turned on é00secondThe initial torque gain i
set at 168 kgn*/racf. Perunit (p.u.) power is 650kW and p.u. torgfiew speed side) i
148kN-m. After theESCis turned on, the torque gain keepsducing until it reaces the
optimal value at about 100 -m%radf. The energygapture improvement is 2.92 Figure
5.10a) shows the profiles of the key mechanical vdesiwhile Figure 5.0(b) plots the
DFIG electrical variablesSimilar results have alsbeen obtained for 8m/s and 6r
steady windsThe simulation is then repeated with field recordeulent wind dat
with 2% turbulence intensi, with the results shown in Fig. 5.11(&pr smooth 10m/
wind case as shown in Fig. 1(b), the ESC starts at 200s and the torque gain cges
on its optimal value 11kg-m*racfin about 200 second¥he torque gain converges

the optimum and thukerotor power conversion is maximized.
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(a) Rotor Variables
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Figure 5.10Simulation Result of ESC Control for DFIG Winwrbine

Based on the simulatis at different wind speedshe energy capturimprovement,
compared to the standard wind turbine control md with constant torque gain of 1t

kg-m*rad’ is shown in Tabl5.2.
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Table 5.2 Energy Capture Improvements by ESC uSdeeral Wind Speeds

wind Proposed Standard Energy
Input (kWh) (kWh) Increase (%)
10m/s Steady Wind 284.35 276.27 2.92%
10m/s Turbulent Wind 283.45 275.47 2.90%
8m/s Turbulent Wind 146 142.02 2.80%
6m/s Turbulent Wind 61.91 60.89 1.68%

5.4.3 Fatigue Analysis for Proposed Control Scheme

As fatigue loading is critical for the reliabiligf wind turbines, it is important to inspect
the effect on wind turbine load change due to tee of ESC. In this study, NREL’s
MCrunch[102] was used to analyze the fatigue Idaahge associated with the ESC (the
input file for MCrunch is given in Appendix A.4) h&é S-N slope was set at 10 for blades
with composite material. The damage equivalentdo@EL) were calculated for both
the flap-wise and edge-wise blade-root bending nmisnelrhe DEL between the ESC
and the standard control under different wind spegh 2% turbulence are compared in
Table 5.3, where RootMyb1 is the flapwise momenthatblade root and RootMxbl is
the edgewise moment, both for blade 1. For mosts;abe load change by ESC is not
apparent. A remarkable increase in DEL was obseiwddm/s wind, for the flap-wise

moment increased significantly, which deserves nstudy in future.

Table 5.3 Damage Equivalent Loads Comparison f& E&rbine Control

Mean Wind Turbulence Propo
_ Channel  Standard Increase
Speed Intensity sed
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RootMybl 42.58 75.9¢  78.4%

10 m/s 1.91%
RootMxb1l 155.3 161.7 4.12%
RootMyb1 54.22 53.2¢ -1.77%
8 m/s 2.39%
RootMxbl 162.4 153.¢ -5.23%
RootMybl 55.52 53.3 -3.94%
em/s 3.19%

RootMxbl 158.8 158.7 -0.06%

5.4.4 Robust Performance#, Controller Synthesis

The DFIG controkystem is thetested under the 10mturbulent wind. As shown in Fi
5.12, Ty is the mechanical torque reference from ESC, Te is the electrical torqu
output of the DFIGThe generatc quickly follows theoptimal rotor torque comman
For the step response as shown in Fig2(a), the settling time is 0.2086 sec. In Fig.
5.12b), the torque following control is simulated fla6C simulation with 10 m/s fiel

recorded turbulent wind dat

-0.25 ¢ | | | ) ; ; ; ; . q

-0.55

95 96 9.7 98 99 10 101 10.2 10.3 10.4 10.5
Time(s)
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(a) Step Response of DFIG
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(b) Simulation Result for Turbulent 10m/s Wind
Figure5.12 DFIG Model Simulation Results
The #, controller for DFIG power conversion is designedfiogt choosing the releval
weight functions. Regarding to the param uncertaintyas an initial trial, 2% variation

is considered fothe values 0Rs, R, Ls, andL;. The blockW,isdS) in Fig. 5.6 whicl

serves to model sensor noise is stbe 0.01.

The weighting functionMAq4{S) andWq{S) are designed to keep thacking error fol
stator voltage¥sq andVs.smallin the desired frequency ranges. The-off frequency is
chosen based on thepectri of the rotor speed and rotor powerthe ESC results ¢
shown in Fig. 5.13(a)Notice that the rotor power has quite a few higfreguency
components that do not appear in the rotor speectrspn. These frequencymponents
shift with the change of the wind speed. These baros are due to the generator tor:
and do not have to be considered for the trackargrol for the DFIG power conversic

control.As an initial attemp the following performance weights ageleced:
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0.1s+ 10

22
s+2.5 (22)

WVds(S) = V\</qs( 3 =

The magnitude responses of the weighting functitias(s) andWyq{s) are shown in Fig.
5.14(a). The weight magnitude rolls off at 16 ratiie second peak of the spectrum plot
of the rotor speed, in order to maximize the rqtower conversion and reject the high
frequency component of the turbulence as wellhénrbtor power spectrum under 10 m/s
turbulent wind, the power from 0 to 5Hz takes ab@®@f76% of the total; and for 4m/s
wind, it is 99.97%. Therefore, neglecting highexginency components in th&, robust

performance controller design would lead only &iypower loss.

The spectrum of the rotor power will changes dueht wind speed variation. When
considering a 4m/s turbulent wind case, the wenghtiunction should track the change of
the frequency in rotor power. As shown in Fig. i 3the select frequency is shifted to
3.282Hz, and the weighting function can be synttezbas

0.1s+ 23.8
W4s(8) =W, (9 = T erd5 (23)

The magnitude response of the selected weighowslas Fig. 5.15(b).
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Figure 5.13 Spectra of Rotor Power and Rotor Speeér Different Mean Wind Speeds
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Figure 5.14 Magnitude Responses of the Two Perfocm&Veights
The controller is designed via p-synthesis to mnteet specified robust performance

requirement. With thé>-K iteration process, the obtained controller hasutputs, 6
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inputs, and 92 states. The robust performance btamithe closed-loop DFIG system is
0.7411, indicating that the requirements can be foetthe specified performance
requirement and model uncertainties. Controlleeoréduction was performed based on
the Hankel singular values shown in Fig. 5.15. fhar 8" order controller, the robust
performance bound was 0.9324. When the controflereduced to the order, the
robust bound is increased to 0.8436. Figure 5.18pawes the singular-value plots of the

full-order and the reduced-order controllers witbt&tes.

Hankel Singular Values
30 : . . . . :

25 ]

20 .

15 .

O L L L L L L L 1
0O 10 20 30 40 50 60 70 80 90 100
Order

Figure 5.15 Hankel Singular Value Plot for DFIG @olier
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Figure 5.16 Singular Value Comparison of the Oa¢jeind Reduced Controller

Figure 5.17 gives the spectra of the grid powewreosion with the synthesized controller.

The rotor power conversion is improved via the nfe@gquency component of the power

is conversed with#, controller. In field wind data simulation, the djpower converted

from the PI controller is 74.55% of the availab@yer from the wind, which based on

the optimalCp is 0.4 for CART model as shown in Fig. 5.8. Congolato the PI

controller, the#, controller improved power conversion by 9.89%, 8&.92% of the

wind power is converted to grid.
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Figure 5.17 Comparison of Spectra of Rotor Power@rid Power

5.5 Summary

This chapter proposes a two-loop self-optimizingust control scheme for maximizing

the power generation for the region-2 operationaorariable speed wind turbine with

DFIG. The outer loop is an Extremum Seeking ConfEbC) based generator torque
regulation via the rotor power feedback. The ESE@ search for the optimal generator
torque to maximize the rotor power under variatminthe power map. The robust

stability of the ESC controller near the optimumeialuated. The damage equivalent
load is also evaluated for the ESC control resdlke inner loop is an electrical control

using PWM converters via vector control schemesolfust performance#, controller

is synthesized for maximizing the conversion frdm totor power to grid power. The

performance weights are defined based on the pmaer spectrum from the ESC outer
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loop, and the controller is designed to be robwsirest the variations of some key
parameters of the DFIG system. Simulation resudigehsustained the proposed scheme.
The proposed control scheme incorporates both estdrgenerator control, and provides

a solution of adaptively maximizing the wind povgemeration for region 2 operation.
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6. Bumpless Transfer based Inter-Region Controller
Switching

For wind energy systems, both power quality andicstiral loads are strongly affected by
the fluctuating nature of wind source. Recall tthet Region-2 control, generator torque
control is normally used for the variable-speedrapen for maximizing the power
output, while for the Region-3 control, blade pitobntrol is used to regulate the rotor
speed around the rated speed and reduce the |daeh Wie turbine operates in wind
fluctuating around the rated wind speed, the refmeed will vary around the reference
RPM, which may result in (frequent) switching beéwehe Region-2 controller and the
Region-3 controller. As to be shown later in thisapter, such controller switching
involves switching in control references, and thusduces significant flicker
emissions[24] in the electric power fed into thelgmd also fatigue loads for the turbine
structure. Therefore, from the perspective of poweality and load reduction, it is
beneficial to design appropriate controller switchischeme during such inter-region
controller switching. In controls area, the stapiand transient improvement of reference
and controller switching have been dealt with byeleping various bumpless transfer
techniques. In this thesis study, two existing blasgtransfer schemes are applied to the
switching between Region-2 and Region-3 operationsariable speed wind turbines.
The two bumpless transfer techniques are reviewst] &nd then their application to
the wind turbine inter-region switching is preseht€inally, the simulation results are

presented to validate the effectiveness of theqweeg schemes.
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6.1 Brief Overview of Bumpless Transfer

Use of multiple controllers is often needed forgbical control systems, e.g. due to
piecewise linearization of nonlinear systems [ABlhen switching between different
controllers, there are often undesirable transignésented in the system outputs and
states due to the discontinuities involved. In moslicious situations, the bumps
produced by controller switching may even destabilihe system. Therefore, various
bumpless transfer techniques have been investigafed®8, 70, 75, 77], as described in
Chapter 2.

In this study, two well-received bumpless trangémhniques have been adopted for
the inter-region control switching for wind turbingperation. One is the so-called
Conditioning Technique proposed by Hanus [77], Whis designed to improve the
tracking performance of system output while achgvihe desired bumpless transfer.
The Conditioning Technique has been widely appksdan anti-windup strategy for
general applications to reduce the deterioratiothefcontrol performance under actuator
saturation [70], and meanwhile this scheme is alsoy effective in handling the
bumpless transfer situation. The second approach Imear quadratic (LQ)control
technique for bumpless transfer proposed by Tuamat Walker [69, 75]. This LQ
bumpless transfer scheme frames the bumpless d@radskign task into an optimal
control problem, which lends nice convenience impmmising between bumpless
transfer and output tracking. These two techniquéde described in the following two

sections.
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6.2 Linear Quadratic Bumpless Transfer

The linear quadratic bumpless transfer (LQBT) tégha treats the problem of switching

between two linear controllers as an LQ optimaltcarproblem [69, 75, 103]. As shown

in Figure 6.1 [103], the LQBT scheme proposed @] [8 concerned about the scenario
of switching from an Online Controller to an Of@#rController. As desired by bumpless
transfer, in order to minimize the transient at Hwatching instant, it is desirable to

minimize both the difference between the two cdidrooutputs and the difference

between the signals driving the two controllersstatic feedback matrik, known as the

‘bumpless transfer compensator’, is designed teeaehthis goal. The inputs to matiix
include the states of the Offline Controller, the control inpui(t) from the Online
Controller, the plant outpyt and the reference sigmalThe output of matri¥, i.e. a(t),
becomesa(t) after passing through a low-pass filter, and tha sf (t) andr(t) is then
the input to the Offline Controller. The low-paskef is introduced by [8] in order to

smooth the bump of:(t) during controller switching.

or =
Low Pass | <
Filter | F (') <
a X
:‘-';'l' »|  Off-line Switch
4+ - Control
*  Controller 1
)
- o . Y
5 *  On-Line o —> plant »
*  Controller g U

Figure 6.1 lllustrative Block Diagram for the LQ Bpless Transfer
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The derivation of the LQ bumpless transfer desgybriefly reviewed next, following
the description by Turner et al. [9]. For the cakénite time horizon, the associated LQ

optimal control problem aims to minimize the follioy quadratic cost function,
Hua )= 2OWa(0+ 20 W23+ 2(TPYT) (6D
where
z,(t)=u)-UY (6.2)
z.(t) = a(t) (6.3)
Notice a(t) is chosen to be minimized instead of low paserfibutputa(t). The
purpose of the low-pass filter is to enable theautrp the controller to evolve gradually
towardsr(t) when the Offline controller is connected, thusiding a large jump. Due to
the use of the low-pass filter, the input to thdli®é Controller is actually(t)+ a(t),
instead of thex(t) included in Eq. (6.3)W, andW, are positive definite weight matrices,
which are sized to compromise between trackingcwtrol-input signal (i.e. forcing
u(t) = G(t)) and limiting the deviation af(t) fromr(t). P is the positive-definite terminal
weighting matrix for penalizing the deviation oktkontrol input signal at the final time
T.
To synthesize the bumpless transfer compeng$gtone needs to solve the problem
of minimizing the quadratic performance index in. £§.1). Assume that the Offline

controllerKy(s) is stabilizable and detectable[103], and itsestgiace representation is

X=Ax+ B(r+a)+ By (6.4)
u=Cx+ D(r+a)+ D,y '
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The low-pass filterL(s), also assumed to be stabilizable and detect&lale,the state

space realization

{Xl = AX+ Ba (6.5)
a =Cx

Combining the dynamics of the Offline controllerdafow-pass filter, we have the

augmented system as

(6.6)

Substitute these into the quadratic performanceexnénd then formulate the
Hamiltonian,

H =%{(é>~<+ Dw- 1) W(Tx Dwil)+aWal+i'( &+ Bws Ba) (6.7)

With Eq.(6.7), standard procedure of LQ optimal tcoinderivation can be applied.

Applying the first-order necessary condition to Hemiltonian in Eq. (6.7) yields
%= Ax+ B w+ B,a (6.8a)
A=-CW,Cx A1-CWDw CW (6.8b)

a=-W"B,'A (6.8¢)
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Substituting (6.8c) into (6.8a) yields the corresgiog homogeneous Hamiltonian

system can thus be formulated as

BH—?@ —_ﬂm{—é-\é&b cmm 69

R=BW"B (6.10a)
6-C'we. (6.10b)

Then following the typical sweep method for the dwvarying LQ design, one can

assume the relation between co-state and statavioll
A(t) =TI(t)X(t)— g(1) (6.11a)
Differentiation of the co-state in Eq. (6.11) yieldn expression fo , and in turn leads
to the Riccatti differential equation as
TI(t) + II(t) A+ A'TI(t) - II(t)RII() + Q=0 (6.11b)
[A-RI(Y 'g-[ C'W DI() B] w C Wu=x (6.11c)
with two equations for terminal points
I[(T)=C'PC (6.11d)
-g(M=C'POWT- C P (6.11e)
Eventually,a can be obtained as
a=-W"B,'A (6.12)

Equation (6.11a) is used to find co-state trajgcigr), with which the optimad(t)can be

obtained.
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The foregoing results give the finite horizon smotof LQBT which is usually
tedious and difficult for practical use. More oft¢ne steady-state solution is much easier
for practical implementation, which can be obtair®d solving an algebraic Riccatti
equation (ARE)[103].In order to get steady-state 4@ution, converge to the positive

semi-definite stabilizing solution of the followirgguation,

ATI+IIA-TIRI+ Q=0 (6.13)

When T, (A, R, @/2) is stabilizable and detectable. This is easy oeae due to the

strict positive definiteness &, andW; and also the assumption of stabilizable and
detectable controller.
The steady-state solution @ican be expressed as

a=F[x" w' @] (62
And the constant matri% can be computed from reference [103], equatiatOjcand

(6.11)

I
F=-W'B'|-[(A~R)T(1B+ CWD] (6.14b)
[(A-RD)T)C W]

6.3 Conditioned Transfer Techniques

The conditioned transfer techniques [77] is a atassumpless transfer technique
introduced to minimize the bump at the system inphile at the same time guarantee a

good tracking performance .

The conditioned transfer framework in [6] is folled in this study. As shown in
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Figure 6.2, a proportional-integral-derivation (Pli2edback controller is considered,
with input saturation included. The control inpsithus

1 sT,
U(s)=K E(s)+§E(s)— T

i 1+s-¢
N

Y(s) (6.15)

where the proportional gain is denotedKayT; and Ty are the integral time constant and
the derivative time constant respectively. The gatif the high frequency gain N is

typically set in the range of 7-15.

sKT,

1+5£
N

'IF+
L
m

& |

Figure 6.2 Configuration of PID Closed Loop System

The state-space realization of (6.15) can be foatedlas

X=W-Yy=E€ .16a)
K
u :?x+ Ke-y, (6.16b)
where,
Y, (s = SKT; Y(9 18)

l1+s—4
N
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Figure 6.3 shows the architecture of conditionirechhique scheme. To apply
conditioning technique approach, we use the s@dadlalizable reference Wnstead of

w. The realizable reference refers to the referemmet such that if it were applied to the
controller instead of the referenaethe controller output would be the same as the real
plant inputu’ resulted from using referenee If W is applied to the controller instead of

W, we can obtain

X =W -y (6.18a)

u’ :$xc+ KW —y) -y, (6.18b)

wherex. is the new controller state when using

As W is not available in advance,is used to update Thenw' can be obtained by

—u (6.19)

Substituting (6.19) to the state-space realizatibthe PID controller, the conditioning

technique controller can be obtained as

r

u-u

X, =W— Y+ (6.20a)

u:$>§:+K(W— Y) -V, (6.20b)
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Figure 6.3 Configuration of Conditioning Techniduesed Bumpless Transfer
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Figure 6.4 Equivalent Scheme of Realizable Referenc

Plant

Introduce the realizable referenag as shown in Figure 6.4, defined as when applied

to the controller at the switching moment, the colfgr outputu would be equal to the

offline controller uosine. After offline controller is activey’ = Upfiine, OUtpUty track

realizable reference/. After controller is switchedy” = u andy will track w with the

same dynamics as closed-loop step responsg # w. The equivalent scheme of

realizable reference’ is shown in Fig 6.3b. From this assumptiohcan be given as
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ST

u' = K(1+ijw -K 1+i_'_+ STy (6.21)

When the compensatb(s) is defined as

F(s)= (6.22)

1
Ka
with K is a prescribed constant, this configuration carrdferred to as linear feedback

anti-windup methodology. From Fig 6.3a¢can be obtained as

1 sT, K u'-u

1
u=K|1l+— |w- K| 1+ — 6.23
[Kj s Vet O
Subtracting (6.23) from (6.21) has the expression as
K+skK T
= +¢(u - u) (6.24)
KK, (1+ s'Ii')
WhenK, =K, the above equation can be written as
w = W+i(ur - ) (6.25)
K

The offline controller is connected to the onlinentoller's output based on the
conditioning technique, in order to make plant otitptrack the reference inpwut with
the same dynamics as the closed loop response. sWitshing method is called

conditioned transfer (CT)[77].

Notice that, if the controller output is made as close as possible to the controller

output before switching, without explicitly considey the tracking performance, the
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mode switching is calledumpless transfefBT). A special case of linear feedback anti-
windup algorithm wherK, approaches to zero in Equ.6.22, also called Inergah
algorithm[77], is a solution for BT. BT method camnimize the bump produced by the
controller switching, however, the tracking perfamse cannot be guaranteed at the

same time. According to [77], the settling timecttfsed-loop system is longer than CT.

Compared to BT, the CT method is designed to habetir tracking performance
with a small but not minimized bump during the shkihg. Based on above analysis, the

configuration of CT and BT scheme can be obtairseBig. 6.3.

Thus after controller is switched| = u, realized reference’ will be equal to actual
referencew. Therefore, the best tracking performance is aghidoy CT method. From
the standpoint of minimizing the bump to zero dgrthe switch (BT), th&, should be

chosen aK, — 0[70, 77, 104].

6.4 Bumpless Transfer based Switching of Inter-Regn Controllers

For the variable speed generator, the load torgnebe regulated via generator control
directly, thus the rotor speed can vary betweetateranges. The advantage of variable
speed turbine is that, in Region 2 operation, therrspeed can be adjusted in proportion
to the wind speed in order to operate at the tgedpratio (TSR) of maximum power
coefficient, i.e.Cpmax(Fig.6.5).The turbine can thus capture maximumgné&om wind.
Notice that, under the variable speed operatioa,aptimal pitch corresponding to the
maximum power yield would not change that much.réfae, in this study, the pitch
tuning is omitted, assuming that the optimum pitshknown a priori through other

procedure.
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Figure 6.5 Relationships between Power Coeffici€BR and Pitch Angle

Once the rated torque is reached, turbine willt dtaraccelerate, as the load torque
will not increase any more. The pitch control isrttused to regulate the rotor speed, with
the load torque held constant. Thus, the turbinetrob is switched from Region 2
generator control to Region 3 pitch control.

To bridge the Region 2 to Region 3 control, thecalbed Region 2.50peration has
been developed[105]. Observation of Region-2 angidRe3 controllers tells that a jump
occurs for the generator toque reference. The Re®i® control law is generally
designed to increase the generator torque in dodezgulate the rotor speed instead of
maintaining the torque at the optimal power poipemtion. Regarding the switching
between the Region-2, Region-3 and Region-2.5 obhats, there are transition jumps
for the generator torque reference. The switchioigtpbetween the Region 2 to Region
2.5 can be determined by the rotor speed. The aters provide optimal TSR control

under the rated rotor speed and regulate the sp@ed with generator torque to maintain
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the rated rotor speed. The switching point betwRegion 2.5 and Region 3 is set where
the generator torque reaches the rated value thieusontroller will be switched from the
torque control to the pitch control. The schematit$he different region controllers are

shown in Fig. 6.6.

5

K :% —» | Generator

QJ.

(a) Region 2 Control

T.”
Q. +*;?_ > Pl —"3?_—) Generator
Q Tﬂerﬂ
(b) Region 2.5 Control
LAV S _+)@Lhmr Pitch
Q ot "‘f— T_ Accurator

Q Pitch

(c) Region 3 Control
Figure 6.6 Control Schemes for Three Regions ofdMiarbine Operation

Plots (a) and (b) in Fig. 6.6 show that switchirgween Region 2 and Region 2.5 is
merely switching between two torque controllershwiit change of the system dynamics.
Therefore, the condition transfer method is adogtedthis case. For the switch from
Region 2.5 to Region 3, the torque controller beewff-line and the pitch controller
becomes online. Whereas, from Region 3 back to dRe@i.5, the pitch controller
becomes off-line, and the torque controller is shed back on. The LQ bumpless

transfer is chosen to handle this switching.
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Following the LQ bumpless transfer and conditiomeshsfer methods described in
Sections6.2 and 6.3, the inter-region control dwitg schemes are developed as shown
in the following figures. Figure 6.7 shows the [Madiagram for the torque controller
switching between Region 2 and Region 2.5. Theuwutpn this case is the rotor speed
feedback. After the rotor speed reaches the Regibrset-point, operation will switch
from the Region-2 torque controller (the optimaigiee-gain control) to the Region-2.5
torque controller to limit the rotor speed. In negttion, both the BT and CT techniques
are applied to evaluate their respective performaktgure 6.8 shows the torque-pitch
controller switching from Region 2.5 to Region B.this case, the online controller is the
fine pitch, whileQ,s refers to the speed reference, outpist the turbine rotor speed, and
u refers to the pitch angle command. When the spekgoint of Region 3 is reached, the

pitch control will switch from fine pitch to pitctontroller to regulate the rotor speed.
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Figure 6.7 Bumpless Transfer Torque Control Switghfrom Region 2 to Region 2.5
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Figure 6.8 Torque-Pitch Controller Switching froreg®on 2.5 to Region 3

6.5 Simulation Study

The proposed bumpless transfer control strateg@yasuated via simulation study (more
details is given in Appendix A.6, A.7). The turbineodel studied for simulation the
CART (Control advanced Research Turbine) facildgdted at the National Renewable
Energy Laboratory in Golden, Colorado. The CARTiIliigcis a two-blade, active-yaw
600kW variable speed variable pitch turbine [27[] &xtensively modified for a test bed
to study wind turbine controls. The generator magsld in this study is a 600kW, 4-pole
Doubly Fed Induction Generator (DFIG) as listed able 6.1.

Table 6.1 Parameters of the Simulated DFIG

Rated power 600 kW
Stator voltage 220V
Frequency 60 Hz

Stator resistancés 5Q
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Rotor resistancdy 1.01Q
Stator cyclic inductance.,s 0.341H
Rotor cyclic inductancd,, 0.060H

Mutual cyclic inductanceay! 0.135H

The simulation platforms includes FAST v7.0[78],rB8im V1.50[80], AeroDyn
v13[79] developed by NREL for wind turbine simutatj interfaced with Matl&t2009a,
Simulink® 7.5 and SimPowerSysteftis5.2.1 developed by Mathworks. TurbSim creates
wind files while AeroDyn takes the wind files daft@m TurbSim and calculate the
aerodynamic loads of the turbine. FAST takes tliedy@mamic loads and applies it to the
nonlinear wind turbine model to calculate the egumabf motion. AeroDyn in turn takes
information about the turbine and recalculates akeodynamic loads. The controller
takes measurements from FAST produce the congobts send to generator model and
connect to the grid in SimPowerSystems. The geoetatque and pitch actuator output
is then sent back to FAST.

First, a scenario of switching from Region 2 to Red.5 is simulated to evaluate the
effectiveness of the conditioned transfer and besgplransfer described in the previous
section. In this simulation, the PID controller aaueters in Fig. 6.4 are set as folloWs:
= 200,N = 10, T; = 10 andTy4 = 0.1. Figure 6.7 shows the ramp change of wirekdp
from 10 m/s to 12m/s in 50 seconds starting=atL00second. The control switches from
Region 2 to Region 2.5 when the rotor speed excéleelsrated value (41.7 rpm).
Transient of the rotor speed in Fig. 6.9is quiteosth due to the large inertia of the

turbine rotor. In comparison, as shown in Fig. 6.t rotor torque and rotor power
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demonstrate significant chattering, and thus lapgever flicker emission can be

expected.
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Figure 6.9 Ramp Wind Input and Rotor Speed for $atmg Controller Switching
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Figure 6.10 Rotor Torque and Power FluctuationrduRamp Wind

Then the conditioned transfer and bumpless transééieme are applied to the
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controller switch, with the compensator (in equat®23) is set t&, = 200 for CT
method andK, = 0.1 for BT method. Significant improvement issebved for the
switching transient in the rotor torque and rotowpr, as shown in Fig. 6.11. Also, the
differences between CT and BT are revealed. Them@thod will track the reference
input with the same dynamics as the off-line cdigraclosed loop response. In this case,
the rotor speed setpoint (41 rpm) for switchingaidittle bit smaller than Region-2.5
control setpoint (41.7 rpm). The dip observed fothbrotor torque and power is due to
the rotor speed at the switching is less than ¢fygoint. This descent also helped turbine
to pass the switching point and avoid frequent aviig between the two regions. In
contrast, the BT method shows a better transietit wiuch less overshoot. This is
because the BT controller directly drives the terqo the corresponding torque for 12

m/s wind without the interregional dynamics.
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Figure 6.11 Simulation Results for Switching FroegRn 2 to Region 2.5

Then, a scenario of switching from Region 2.5 ie 8imulated. The illustrative wind
ramps up from 10m /s up to 14 m/s in 1 secondtistpatt = 100 second, as shown in
Fig. 6.10. Following the LQ bumpless transfer degigscribed in the previous section,
the compensator matrix solved by Eq. (6.21) is

F =[-0.027 0.0058 0.0229 0.1321- 0.132% 0.3} (6.21)

W, andW, are chosen to be 5 and 0.5, respectively.

A unity gain first-order low-pass filter is adoptddr the LQ bumpless transfer
design. The effect of the low-pass filter bandwidtlevaluated as shown in Fig.6.12. Plot
(@) shows the Bode plots of the low-pass filterhwdifferent time constants. The
corresponding profiles of pitch angle and pitcherate shown in plot (b). The time

constant of the first-order low-pass filter shohklcarefully chosen. As can be seen from



102

Fig. 6.12(b), relatively smaller time constant wisult in oscillating transient after the
switch. When the LQBT compensator is switched afftep change will be introduced in
the reference of the controller, if the low-padsefi were not applied, or if the time
constant of the low-pass filter is too small, sfgaint transient would appear in the
controller output. On the other hand, a too latigee constant of low-pass filter will

introduce delay in response, as shown in Fig. 6)10(
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Figure 6.12 Low-Pass Filter Design in LQ BumplesanBfer

After considering the results in Fig. 6.10, ts 8 8econd is chosen as the time constant of
the low-pass filter, which leads to the simulatiesults in Fig. 6.11. The overshoot of the
pitch angle is reduced byl14.77%, from 616 5.54. Meanwhile, the system has a
quicker response to the wind variation. Comparedh® simulation without bumpless
transfer, the pitch control is triggered from 1196 ond, the LQBT pitch angle start to
increase from 102.5 second on, which will resultaihower structure load during the

region switching operation.
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The flicker emission of the turbine during the cofter switching was then evaluated
based on voltage fluctuation. The flicker level swas the annoyance level a human eye
perceives when the reference lamp is powered ptudting voltage source [9, 10]. A
high flicker level will affect the lighting systerand cause a flicker that affects eye
perception. The flicker level is computed by feedime voltage time series into the
flickermeter calculation from the IEC 61000-4-15heT flicker level is evaluated by
calculating the short-term flicker sever®y. For this case study, the short-term flicker

severity for smooth and turbulent wind is showirig. 6.13.
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Figure 6.14 Short-term Flicker SeverRy with Smooth Ramp Wind Simulation

From Fig. 6.14(a), with BT method, the short-terinker severity can be reduced by
49.73% compared to the standard control methodo,Alse short-term flicker severity

can also be reduced by 47.13% using the CT mefhlod.BT method shows a better
performance although not much in short-term flickeverity test than the CT method.
This is due to BT method designed to passing timéralber output as close as possible to
the controller output before switching thus deligbumpless controller switching. The
simulation is then evaluated for the same ramp wind with2% turbulence intensity

added. The simulation result shows both methodsdmaimatically reduce the short-term
flicker severity. Similar to smooth wind case, B@ncreduce the short-term flicker
severity by 51.70%, a little bit higher than CT hwd which reduces the flicker by

51.23%.

With proposed switching control method the tranisiean be minimized during the

switching operation base on the above power flunaanalysis. As fatigue loading is
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critical for the reliability of wind turbines, itsiimportant to inspect the load variation
comparison of standard control method and the kimgccontrol method. In this study,
NREL’'s MCrunch [102] was used to analyze the fatigaad change associated with
switching control method of wind turbine. The S-ldpe was set at 10 for blades with
composite material. The damage equivalent loadd_j¢ere calculated for the blade-
root flap-wise and edge-wise bending moments, dad @wer-base side-to-side and
fore-after bending moments. The DELs using the dsteth control method and the
proposed switching control methods are comparddgn6.15. Compared to the standard
control method, the CT and BT methods can redueebthde-root flap-wise bending
moment by 52.99%, while for the edge-wise momeddrd is only slight improvement.
For the tower-base load analysis, the CT and BThatetan reduce the fore-aft moment

by 53.03% while the reduction of the side-to-sidenment is small.
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Figure 6.15Damage Equivalent Loads (DEL) with and without Buesp Transfe

6.6 Summary

In this chapter, an inteegion controller switchingscheme is developefor variable
speed wind turbinbased on two types of bumpless transfer techn. The conditioning
technique is applied to drive a bumpless transiaing the switch from Region
maximum power capture control to Region 2.5 gewertdrque contro The LQBT
technique is used to reduce the transient at titetswetween torque controller in Regi
2.5 and the pitch controller in Region

The simulation resulthave validated the effectiveness of thepgased controller
switching schemeThe power fluctuation isignificantly reduced by the proposed ir-
region switching approach. The flicker level is lexaded and the results indicate

proposed method can minimize the flic emission during the switching operation
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wind turbine. The damage equivalent load analyssns the CT and BT method can

largely reduce the flap-wise blade root moment thiedfore-after tower base moment.
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7. Conclusions and Future Work

This chapter concludes the contribution of thistheesearch and points out the possible

future work.

7.1 Summary of Research Contribution

Wind power draw a great attention in recent decades become the most promising
renewable energy source in the U.S and worldwidedéling and simulation of wind
energy conversion system is an important topic betladvanced control system design
and validation. The multi-physical nature of thimavenergy system, the uncertainties in
the model and unpredictable wind fluctuation reguihe development of advanced
control methods to deal with. In this research wtuthe main contribution can be
concluded as the following three sub-topics. Thissis studied the synergy of a multi-
domain simulation platform for wind energy systeantrols. The simulation studies of
wind turbine control system have been based orptbgram codes provided by NREL.
The simulation modeling covers from wind turbineraagnamics, wind turbine
aeroelastics and drivetrain dynamics, to power ggioe of a doubly-fed induction
generator. The generator control simulation is tged with Simulink
SimPowerSystem¥ and Robust Control Toolbd%, developed by Mathworks The
wind data are field wind measurements provided BREN. Multi-physical simulation
capability from aerodynamics to power electrongweéry valuable for control oriented

study of wind energy conversion system.
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7.1.1 Self-optimizing Robust Control of Power Captte for DFIG Wind Turbines

The second contribution of this study is to apple#-optimizing robust control scheme
for maximizing the power generation for a variabpeed wind turbine with DFIG. The
control system consists of two control loops. Tha&teo loop is generator torque
regulation for maximum wind power capture via tbor power feedback based on ESC
method. Compared with previous torque control mashd&SC based torque control is
less dependent on the accuracy of the wind turmodel and wind speed measurement.
The benefit of the ESC algorithm is that it seascfa the optimal generator torque to
maximize the rotor power considering the variatofrihe power map. The inner loop is
vector control schemes of generator control via P\&tMverters. An#, controller is
synthesized with performance weight defined witle gpectrum of the rotor power
obtained by the ESC. Therefore, tb#, controller maximizes the energy conversion
from the rotor power to grid power. At same timastcontroller is robust against the
variations of associated uncertainties in the geoersystem. Simulation results have
initially sustained the proposed scheme. The sittumabased on the synergy of
multiphysical simulation convinces the proposed huodt performs better energy

conversion efficiency under various wind condition.

7.1.2BumplessTransfer based Inter-Region ControlleBwitching

The third contribution of this study is to the dgsiof the inter-region switching control
for variable speed wind turbine. This method fosuge improving the power quality of
wind energy within Region 2 and 3 operation, whiktrongly affected by the fluctuated
wind. Two different bumpless transfer methods aresented to deal with different

switch scenarios during the region operation. Theddioning technique is posed to



113

drive a bumpless transfer during the switch frongiBe 2 maximum power capture
control to Region 2.5 generator torque control. T/ bumpless transfer technique is
used to reduce the transient at the switch betweue controller in Region 2.5 and
pitch controller in Region 3.The simulation resultalidate the effectiveness of the
presented switching control method. The power tlatbn is greatly reduced by the
proposed inter-region switching approach compar#dterocontrol methods without

switching control procedure.

7.2 Suggested Future Work

In this thesis research, ESC based self-optimistigeme is developed for maximizing
power capture for DFIG based wind turbine. DFIGdabawind energy conversion system
are popular for its highly controllable characticisand allowing large range power
capture operation as well as decoupled controlctive and reactive power. Beyond
doubly-fed induction generator, permanent-magnetisygonous generator (PMSG) has
also drawn a lot of attention in wind energy pregtias a promising solution to direct
drive wind energy systems [1]. A major advantagd’®MSG based wind turbine is the
gearbox can be removed, due to the salient poRMBG operating at low speeds. Thus
not only can the cost be reduced, but also the evkgktem becomes more reliable.
Although its operation is similar to that of DFIGd®d wind turbine, the AC-DC-AC

power inverter of PMSG is rated to the generatawgrp compared to the case of DFIG
where the inverter is rated to only a fractionh# tated power [106].

In this study, Extremum seeking control method isspnted for torque control to

maximize the rotor power output of a variable speeidd turbine. In our ESC

application, sinusoidal perturbations are injectatb the system to drive it to an
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extremum operating point. Other than sinusoidaltyskations, there are other
perturbation methods can be considered for ESCcesdlyefor wind energy conversion

system. Ripple correlation control (RCC) [107] isreml-time optimization technique

utilized high-frequency ripple in the power eleciics system to searching for
optimization of the dynamic system. Compared tausindal perturbations injection of

classic ESC approach, the RCC technique makesfuskavent high-frequency ripple in

the converter system of wind turbine. Also, there several other self-optimizing control
strategies that deserve further investigation thpplication into the wind turbine energy
capture control, e.g. switching ESC, sliding modeCEk adaptive ESC, simultaneous
perturbation stochastic approximation, among others

This thesis study has been simulation based. Ssiatfethe proposed control schemes
indicated that it is worthwhile to pursue experitanstudy to further evaluate and

improve the control algorithms so as to push thevent technology towards practice.
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APPENDICES

Appendix A: FAST Input File

------- FAST INPUT FILE
FAST certification test #1 for AWT-27CR2 with many
Compatible with FAST v4.3 1JASON:v3.6.
SIMULATION CONTROL ---------

False Echo - Echo input data to "echo.
1 ADAMSPrep - ADAMS preprocessor mode
1 AnalMode - Analysis mode (switch)

2 NumBI - Number of blades (-)
300.0 TMax - Total run time (s)
0.006 DT - Integration time step (s)

TURBINE CONTROL ------------

2 YCMode - Yaw control mode (switch

0 TYCOn - Time to enable active yaw cont
2 PCMode - Pitch control mode (swit
0. TPCOn - Time to enable active pitc

3 VSContrl - Variable-speed control mo
1781.98 VS RtGnSp - Rated generator speed f
speed generator control (HSS side) (rpm) [used only
3524.36 VS_RtTq - Rated generator torque/
torque in Region 3 for simple variable-speed genera
side) (N-m) [used only when VSContrl=1]
.0008992 VS Rgn2K - Torque constant for simp
generator control in Region 2 (HSS side) (N-m/rpm”2
VSContrl=1]
23.05 VS_SIPc - Rated generator slip per
1/2 for simple variable-speed generator control (%)
VSContrl=1]

1 GenModel - Generator model (-)
True GenTiStr - Method to start the gener
True GenTiStp - Method to stop the genera
900.0 SpdGenOn - Generator speed to turn o
a startup (HSS speed) (rpm)

0.0 TimGenOn - Time to turn on the gener
(s)
99999.9 TimGenOf - Time to turn off the gen

1 HSSBrMode - HSS brake model (switch)

99999.9 THSSBrDp - Time to initiate deploym
(s)
99999.9 TiDynBrk - Time to initiate deploym

generator brake [CURRENTLY IGNORED] (s)

99999.9 TTpBrDp(1) - Time to initiate deploym
(s)
99999.9  TTpBrDp(2) - Time to initiate deploym

(s)

out" (switch)
(switch)

rol (s)
ch)
h control (s)
de (switch)
or simple variable-
when VSContrl=1]
constant generator
tor control (HSS

le variable-speed
) [used only when

centage in Region 2
[used only when

ator (switch)

tor (switch)

n the generator for
ator for a startup
erator (s)

ent of the HSS brake
ent of the dynamic

ent of tip brake 1

ent of tip brake 2
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99999.9  TTpBrDp(3) - Time to initiate deploym
(s) [unused for 2 blades]

99999.9  TBDeplSp(1l) - Deployment-initiation sp
brake on blade 1 (rpm)

99999.9  TBDeplISp(2) - Deployment-initiation sp
brake on blade 2 (rpm)

99999.9  TBDeplISp(3) - Deployment-initiation sp
brake on blade 3 (rpm) [unused for 2 blades]
99999.9 TYawManS - Time to start override y
standard yaw control (s)

99999.9 TYawManE - Time at which override y
final yaw angle (s)

0.0 NacYawF - Final yaw angle for yaw m
99999.9  TPitManS(1) - Time to start override p
blade 1 and end standard pitch control (s)

99999.9  TPitManS(2) - Time to start override p
blade 2 and end standard pitch control (s)

99999.9  TPitManS(3) - Time to start override p
blade 3 and end standard pitch control (s) [unused
99999.9  TPitManE(1) - Time at which override p
blade 1 reaches final pitch (s)

99999.9  TPitManE(2) - Time at which override p
blade 2 reaches final pitch (s)

99999.9  TPitManE(3) - Time at which override p
blade 3 reaches final pitch (s) [unused for 2 blade
1. B1Pitch(1) - Blade 1 initial pitch (degr

1. B1Pitch(2) - Blade 2 initial pitch (deg

1. B1Pitch(3) - Blade 3 initial pitch (deg
blades]

5.3 B1PitchF(1) - Blade 1 final pitch for p
(degrees)

5.3 B1PitchF(2) - Blade 2 final pitch for p
(degrees)

5.3 B1PitchF(3) - Blade 3 final pitch for p
(degrees) [unused for 2 blades]
ENVIRONMENTAL CONDITIONS ---

9.80665 IJASON: 9.80665 Gravity - Gravitation
(m/s"2)
FEATURE SWITCHES -----------

False FlapDOF1 - First flapwise blade mode DOF
False FlapDOF2 - Second flapwise blade mode DO
False EdgeDOF - First edgewise blade mode DOF
False TeetDOF - Rotor-teeter DOF (switch) [unu
False DrTrDOF - Drivetrain rotational-flexibil

True GenDOF - Generator DOF (switch)

False YawDOF - Yaw DOF (switch)

False TwFADOF1 - First fore-aft tower bending
False TwFADOF2 - Second fore-aft tower bendin
False TwSSDOF1 - First side-to-side tower bendi
False TwSSDOF2 - Second side-to-side tower be
(switch)

True CompAero - Compute aerodynamic forces (s
False CompNoise - Compute aerodynamic noise (sw
INITIAL CONDITIONS ---------

125

ent of tip brake 3

eed for the tip

eed for the tip

eed for the tip

aw maneuver and end
aw maneuver reaches

aneuvers (degrees)
itch maneuver for

itch maneuver for

itch maneuver for
for 2 blades]
itch maneuver for

itch maneuver for

itch maneuver for
s]

ees)

rees)

rees) [unused for 2

itch maneuvers
itch maneuvers

itch maneuvers

(switch)

F (switch)
(switch)

sed for 3 blades]
ity DOF (switch)

-mode DOF (switch)
g-mode DOF (switch)
ng-mode DOF (switch)
nding-mode DOF

witch)
itch)



0.0 OoPDefl - Initial out-of-plane blad
(meters)

0.0 IPDefl - Initial in-plane blade-ti
(meters)

0.0 TeetDefl - Initial or fixed teeter a
[unused for 3 blades]

0.0 Azimuth - Initial azimuth angle for
41.0 RotSpeed - Initial or fixed rotor sp
-0.0 NacYaw - Initial or fixed nacelle-

0. TTDspFA - Initial fore-aft tower-top
(meters)

0.0 TTDspSS - Initial side-to-side towe
(meters)

TURBINE CONFIGURATION ------

21.336 TipRad - The distance from the rot
tip (meters)

1.381 HubRad - The distance from the rot
root (meters)

1 PSpnEIN - Number of the innermost b
is still part of the pitchable portion of the blade
pitch control [1 to BldNodes] [CURRENTLY IGNORED] (

0.000 Undsling - Undersling length [distan
to the rotor apex] (meters) [unused for 3 blades]

0.210 HubCM - Distance from rotor apex
[positive downwind] (meters)

-3.858 OverHang - Distance from yaw axis to
blades] or teeter pin [2 blades] (meters)

-1.1  NacCMxn - Downwind distance from th
nacelle CM (meters)

0.0 NacCMyn - Lateral distance from th
nacelle CM (meters)

1.734 NacCMzn - Vertical distance from th
nacelle CM (meters)

34.862 TowerHt - Height of tower above gro
1.734  Twr2Shft - Vertical distance from th
yaw/shaft intersection (meters)

0.0 TwrRBHt - Tower rigid base height (

-3.77  ShftTilt - Rotor shaft tilt angle (

0.0 Delta3 - Delta-3 angle for teeteri
[unused for 3 blades]

0.0 PreCone(1) - Blade 1 cone angle (degre

0.0 PreCone(2) - Blade 2 cone angle (degre

0.0 PreCone(3) - Blade 3 cone angle (degre
blades]

270.0 AzimB1Up - Azimuth value to use for
points up (degrees)
MASS AND INERTIA -----------

0.0 YawBrMass - Yaw bearing mass (kg)
29113. NacMass - Nacelle mass (kg)
5852. HubMass - Hub mass (kg)

0. TipMass(1) - Tip-brake mass, blade 1 (

0. TipMass(2) - Tip-brake mass, blade 2 (

0. TipMass(3) - Tip-brake mass, blade 3 (

blades]

71750. NacYlner - Nacelle inertia about ya
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e-tip displacement,
p deflection,

ngle (degrees)
blade 1 (degrees)
eed (rpm)

yaw angle (degrees)
displacement

r-top displacement
or apex to the blade
or apex to the blade
lade element which
for partial-span

;:)e from teeter pin
to hub mass

rotor apex [3

e tower-top to the

e tower-top to the

e tower-top to the

und level (meters)
e tower top to the

meters)
degrees)
ng rotors (degrees)

es)
es)
es) [unused for 2

I/0 when blade 1

kg)
kg)
kg) [unused for 2

w axis (kg m"2)



34.4 164100. Genlner - Generator inertia
15000. Hublner - Hub inertia about teeter

[unused for 3 blades]

DRIVETRAIN ---emmmemeeeeeee

100.0 GBoxEff - Gearbox efficiency (%)

100.0 GenEff - Generator efficiency [ign

and user-defined generator models] (%)

43.165 143.165 GBRatio - Gearbox rat

False GBRevers - Gearbox reversal (switch

6000.0 HSSBrTqF - Fully deployed HSS-brake
0.5 HSSBrDt - Time for HSS-brake to rea

once initiated (sec)

"DynBrk.dat"DynBrkFi - File containing a mech-ge

speed curve for a dynamic brake [CURRENTLY IGNORED]

2.691e7 DTTorSpr - Drivetrain torsional spri
0.e0 DTTorDmp - Drivetrain torsional damper

0.001 SIG_SIPc - Rated generator slip perce
Now HSS side!
1799.98 SIG_SySp - Synchronous (zero-torque
[>0] (rpm) Now HSS side!
1799.98 SIG_RtTq - Rated torque [>0] (N-m)
Now HSS side!

2 SIG_PORt - Pull-out ratio (Tpullout/Tr

60.0 TEC_Freq - Line frequency [50 or 60]
6 TEC_NPol - Number of poles [even int
0.0185 TEC_SRes - Stator resistance [>0] (o
0.017 TEC_RRes - Rotor resistance [>0] (oh

480.0 TEC_VLL - Line-to-line RMS voltage
0.0340 TEC_SLR - Stator leakage reactance
0.0050 TEC_RLR - Rotor leakage reactance (
0.7750 TEC_MR - Magnetizing reactance (oh

PLATFORM MODEL -------------

0 PtfmModel - Platform model {O: none,
bottom offshore, 3: floating offshore} (switch)
PtfmFile - Name of file containing platform prop
string) [unused when PtfmModel=0]

TOWER

15 TwrNodes - Number of tower nodes use
"CART _towersoft.dat" TwrFile - Name of file contain
(quoted string)

NACELLE-YAW --------enmmee-

0.0 YawSpr - Nacelle-yaw spring consta
0.0 YawDamp - Nacelle-yaw constant (N-m
0.0 YawNeut - Neutral yaw position--yaw
zero at this yaw (degrees)
FURLING --------mmmmmmmeae

False Furling - Read in additional model
furling turbine (flag)

SIMPLE INDUCTION GENERATOR -

THEVENIN-EQUIVALENT INDUCTIO

about HSS (kg m"2)
axis (kg m"2)

ored by the Thevenin

io (-)

)

torque (N-m)

ch full deployment

n-torque vs HSS-
(quoted string)
ng (N-m/rad)
(N-m/s)

ntage [>0] (%)

) generator speed

ated) [>1] (-)

N GENERATOR --------

(Hz)

eger > 0] (-)
hms)

ms)

(volts)
(ohms)
ohms)

ms)

1: onshore, 2: fixed

erties (quoted

d for analysis (-)
ing tower properties

nt (N-m/rad)
/rad/s)
spring force is

properties for
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FurlFile - Name of file containing furling prope
ROTOR-TEETER ---------------

1 TeetDMod - Rotor-teeter damper model
2: user-defined) (switch) [unused for 3 blades]

0.0 TeetDmpP - Rotor-teeter damper posit
[unused for 3 blades]

0.0e4 TeetDmp - Rotor-teeter damping const
[unused for 3 blades]

0.0 TeetCDmp - Rotor-teeter rate-indepen
moment (N-m) [unused for 3 blades]

0.0 TeetSStP - Rotor-teeter soft-stop po
[unused for 3 blades]

180.0 TeetHStP - Rotor-teeter hard-stop po
[unused for 3 blades]

0.0e4  TeetSSSp - Rotor-teeter soft-stop |
constant (N-m/rad) [unused for 3 blades]

5.0e6 TeetHSSp - Rotor-teeter hard-stop li
(N-m/rad) [unused for 3 blades]
TIP-BRAKE ----------mmmmeme

0.0 TBDrConN - Tip-brake drag constant d
operation, Cd*Area (m”2)

0.0 TBDrConD - Tip-brake drag constant d
operation, Cd*Area (m”2)

0.5 TpBrDT - Time for tip-brake to rea
once released (sec)
BLADE

"CART_blades.dat" "CART _bladesl_extramass.dat" BldF
file containing properties for blade 1 (quoted stri
"CART_blades.dat" BldFile(2) - Name of file contain
blade 2 (quoted string)

"CART_blades.dat" BldFile(3) - Name of file contain
blade 3 (quoted string) [unused for 2 blades]

AERODYN ------m-memememeeeee

"AeroDyn01sim.ipt" ADFile - Name of file containin
parameters (quoted string)
NOISE

"Noise.dat" NoiseFile - Name of file containing a
input parameters (quoted string)
ADAMS

"ADAMS.dat" ADAMSFile - Name of file containing A
parameters (quoted string)
LINEARIZATION CONTROL ------

"CART_Linear.dat" LinFile - Name of file cont
linearazation parameters (quoted string)
OUTPUT ------mmmmmmmmmem-

True SumPrint - Print summary data to "<R
(switch)

True TabDelim - Generate a tab-delimited
(switch)
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rties (quoted string)

(O: none, 1: linear,
ion (degrees)
ant (N-m/rad/s)
dent Coulomb-damping
sition (degrees)
sition (degrees)
inear-spring
near-spring constant
uring normal
uring fully-deployed
ch full deployment

ile(1) - Name of

ng)
ing properties for

ing properties for

ootName>.fsm"

tabular output file.



"ES10.3E2" OutFmt - Format used for tabular o
Resulting field should be 10 characters. (quoted st

for validity!]
0 TStart - Time to begin tabular outp
10 DecFact - Decimation factor for ta

output every time step] (-)

1.0 SttsTime - Amount of time between sc
(sec)

0.0 NcIMUxn - Downwind distance from th
nacelle IMU (meters)

0.0 NcIMUyn - Lateral distance from th
nacelle IMU (meters)

0.0 NcIMUzn - Vertical distance from th
nacelle IMU (meters)

0.99 ShftGagL - Distance from rotor apex
pin [2 blades] to shaft strain gages [positive for
(meters)

2 NTwGages - Number of tower nodes tha
for output [0 to 5] (-)

4,7 TwrGagNd - List of tower nodes that
to TwrNodes] (-) [unused if NTwGages=0]

3 NBIGages - Number of blade nodes tha
for output [0 to 5] (-)

7,12,15 BldGagNd - List of blade nodes that
to BldNodes] (-)

OutList - The next line(s) contains a list of o

See OutList.txt for a listing of available output ¢
"Azimuth,LSSGagP" - Rotor and Gen Azimuth Ang
"Windvxi" - Hub height windspeed
"LSSGagV,HSShftV,LSSTipvxa"
"LSSGagAxa,HSShftA" - Low-speed shaft vel. an
"blpitchl,BldPitch2" - Blade 1 and 2 pitch angles
"YawBrTDxt,YawBrTDyt" - Tower-top fore-aft and si
"TwHtIMLxt, TwHt1MLyt"

"TipDxb1,TipDxb2"

"TeetPya"

"rotcq"

"rotpwr"

"rotspeed"

"horwnddir"

"TipDxcl, TipDycl" - Blade 1 tip out-plane and i
"TipDxc2, TipDyc2" - Blade 2 tip out-plane and i
"RotTorq,LSShftTq,HSShftTg" - Rotor and shaft
"GenTq,RotThrust" - Generator torque and roto
"RotPwr,GenPwr,HSShftPwr" - rotor po
"TipSpdRat,RotCp"

"YawBrTAyp"

"YawBrTAxp"

"YawBrTDyp"

"yawpzn"

"LSSTipPxa"

"YawBrMzn"

"NcIMUTVys"

"RootMyb1"

"RootMyb2"

"RootMxb1"

"RootMxb2"

129
utput except time.
ring) [not checked

ut (s)
bular output [1:

reen status messages
e tower-top to the
e tower-top to the
e tower-top to the

[3 blades] or teeter
upwind rotors]

t have strain gages
have strain gages [1
t have strain gages
have strain gages [1
utput parameters.
hannels, (-)

les

d generator vel.

de-side displ

n-plane defl
n-plane defl
torque

r thrust
wer



130

"RootFxb1"
"RootFxc1"
"LSSTipAxa"
"HSShftA"
"TwrBsMxt"
"YawBrFyp"
"YawBrMxp"
"LSShftFys"
"LSShftFxa"

"RotCt"

END of FAST input file (the word "END" must appear in the first 3
columns of this last line).

Appendix A.1: Steps for Running FAST based Simulatin

In Matlab:

1. Open Simulink model

2.

3.

Direct to FAST installation folder
Clear work space

Run 'simsetup’, in command window a message wibvglas follows

Enter ‘cart.fst’
Start Simulation from Simulink model

After simulation finished, make sure record all tfata



Appendix B: CART Aerodynamic Parameters for FAST

CART aerodynam c paraneters for FAST.

Sl SysUnits - System of units

and output [must be Sl for FAST] (unquoted string)
STEADY StallMod - Dynamic stall in
STEADY] (unquoted string)

NO_CM UseCm - Use aerodynamic
model? [USE_CM or NO_CM] (unquoted string)
EQUIL 1IJASON:DYNIN InfModel - Inflow mod
(unquoted string)

WAKE IndModel - Induction-factor

or SWIRL] (unquoted string)

0.001 IJASON: 0.001  AToler - Induction-
(convergence criteria) (-)

PRANDTL TLModel - Tip-loss model (
GTECH, or NONE] (unquoted string)
NONE HLModel - Hub-loss model (

or NONE] (unquoted string)
"wind2/SmoothSteppedWind4.wnd" Name of file contain
(quoted string)

36.850 HH - Wind reference (
[TowerHt+Twr2Shft+OverHang*SIN(NacTilt)] (m)

0.05 !JASON: 0.3 TwrShad - Tower-shadow vel

3.0 ShadHWid - Tower-shadow hal
4.0 T_Shad_Refpt - Tower-shadow
1.03 Rho - Air density (kg/
1.4639e-5 KinVisc - Kinematic air vi
IGNORED] (m"2/sec)

0.002 DTAero - Time interval fo
calculations (sec)

11 NumFoil - Number of airfoi

"AeroData\artl5.air" FoilNm - Names of the air

lines] (quoted strings)

"AeroData\art25.air"

"AeroData\art35.air"

"AeroData\art45.air"

"AeroData\art55.air"

"AeroData\art65.air"

"AeroData\art75.air"

"AeroData\art75-5.air"

"AeroData\art85.air"

"AeroData\art85-5.air"

"AeroData\art95.air"

20 BldNodes - Number of blade

analysis (-)

RNodesAeroTwstDRNodes Chord NFoilPrnEIm
1.8799 3.3740 0.998 1.1929
2.8777 3.1895 0.998 1.3286
3.8754 3.0569 0.998 1.4276
4.8731 2.8685 0.998 1.5637
5.8709 2.7371 0.998 1.6633

N e

for used for input
cluded [BEDDOES or
pitching moment
el [DYNIN or EQUIL]
model [NONE or WAKE
factor tolerance

EQUIL only) [PRANDtI,
EQUIL only) [PRANdtI
ing wind data
hub) height
ocity deficit (-)
f width (m)

reference point (m)
m~"3)
scosity [CURRENTLY

r aerodynamic

| files (-)
foil files [NumFoil

nodes used for

PRINT
PRINT
PRINT
PRINT
PRINT
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6.8686 2.5294 0.998 1.6575 2 PRINT
7.8663 2.3700 0.998 1.6163 3 PRINT
8.8641 2.1379 0.998 1.5555 3 PRINT
9.8618 1.9386 0.998 1.5017 4 PRINT
10.8595 1.6665 0.998 1.4274 4 PRINT
11.8573 1.4339 0.998 13735 5 PRINT
12.8550 1.0945 0.998 1.3000 5 PRINT
13.8528 0.8374 0.998 1.2461 6 PRINT
14.8506 0.4020 0.998 1.1718 6 PRINT
15.8483 0.0770 0.998 1.1179 7 PRINT
16.8460 -0.4568 0.998 1.0444 7 PRINT
17.8438 -0.8951 0.998 0.9906 8 PRINT
18.8416 -1.5209 0.998 0.9171 9 PRINT
19.8393 -2.1452 0.998 0.8626 10 PRINT
20.8371 -2.9979 0.998 0.7889 11 PRINT



Appendix C: TurbSim Input File

TurbSim Input File. Valid for TurbSim v1.50, 25-Sep

--------- Runtime Options

2318573 RandSeed1 - First random
to 2147483647)
RANLUX RandSeed?2 - Second random

to 2147483647) for intrinsic pPRNG, or an alternativ
"RNSNLW"

False WrBHHTP - Output hub-he
parameters in binary form? (Generates RootName.bin
False WrFHHTP - Output hub-he
parameters in formatted form? (Generates RootName.
False WrADHH - Output hub-he

data in AeroDyn form? (Generates RootName.hh)

False WrADFF - Output full-f

data in TurbSim/AeroDyn form? (Generates Roothame.b
True WrBLFF - Output full-f

data in BLADED/AeroDyn form? (Generates RootName.w
False WrADTWR - Output tower
(Generates RootName.twr)

False WrFMTFF - Output full-f

data in formatted (readable) form? (Generates Root
RootName.w)

True WrACT - Output cohere

steps in AeroDyn form? (Generates RootName.cts)
True Clockwise - Clockwise rot
downwind? (used only for full-field binary files -
AeroDyn)

0 ScalelEC - Scale IEC tur

exact target standard deviation? [0=no additional s
scale uniformly; 2=use individual scales]

13 NumGrid_Z - Vertical grid
dimension

13 NumGrid_Y - Horizontal gr
dimension

0.05 TimeStep - Time step [se

600 AnalysisTime - Length of ana

[seconds] (program will add time if necessary: Anal
MAX(AnalysisTime, UsableTime+GridWidth/MeanHHWS) )
40 UsableTime - Usable length

series [seconds] (program will add Gridwidth/MeanHH
84.2876 HubHt - Hub height [m
0.5*GridHeight)

80.00 GridHeight - Grid height [
80.00 Gridwidth - Grid width [m
2*(RotorRadius+ShaftLength))

0 VFlowAng - Vertical mean
[degrees]

0 HFlowAnNng - Horizontal me

[degrees]
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seed (-2147483648

seed (-2147483648
e pPRNG: "RanLux" or

ight turbulence

ight turbulence
dat)
ight time-series

ield time-series
ts)

ield time-series
nd)

time-series data?

ield time-series
Name.u, RootName.v,

nt turbulence time

ation looking
not necessary for

bulence models to
caling; 1=use hub

-point matrix
id-point matrix
conds]

lysis time series
ysisTime =

of output time
WS seconds)

] (should be >

m]
] (should be >=

flow (uptilt) angle

an flow (skew) angle



———————— Meteorological Boundary Conditions---------
"SMOOTH" TurbModel - Turbulence mo

"IECVKM"=von Karman, "GP_LLJ", "NWTCUP", "SMOOTH",

"WF_14D", or "NONE")

"1-ED3" IECstandard - Number of IEC
(x=1,2, or 3 with optional 61400-1 edition number (
"A" IECturbc - |IEC turbulenc

("A", "B", "C" or the turbulence intensity in perce
with NWTCUP model, not used for other models)
"NTM" IEC_WindType - IEC turbulenc

"XETM"=extreme turbulence, "XEWM1"=extreme 1-year w
"XEWM50"=extreme 50-year wind, where x=wind turbine

default ETMc - IEC Extreme T
parameter [m/s]
default WindProfileType - Wind profile

("JET","LOG"=logarithmic,"PL"=power law,"IEC"=PL on
elsewhere, or "default")

84.2876 RefHt - Height of the
speed [m]

18.2 URef - Mean (total)
reference height [m/s] (or "default" for JET wind p
default ZJetMax - Jet height [m

wind profile, valid 70-490 m)

default PLExp - Power law exp
"default")

default Z0 - Surface rough
"default")

———————— Non-1EC Meteorological Boundary Conditions-

default Latitude - Site latitude
"default")

0.05 RICH_NO - Gradient Rich
default UsStar - Friction or s

(or "default™)

default Zl - Mixing layer
"default")

default PC _UW - Hub mean u'w'
"default")

default PC_UuVv - Hub mean u'v'
"default")

default PC VvWwW - Hub mean v'w'
"default")

default IncDecl - u-component ¢
(e.g. "10.0 0.3e-3"in quotes) (or "default")
default IncDec2 - v-component ¢
(e.g. "10.0 0.3e-3"in quotes) (or "default")
default IncDec3 - w-component ¢
(e.g. "10.0 0.3e-3"in quotes) (or "default")
default CohExp - Coherence exp

———————— Coherent Turbulence Scaling Parameters-----
"M:\coh_events\eventdata" CTEventPath - Name o
event data files are located

"Random" CTEventFile - Type of event

or "RANDOM")
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del ("IECKAI"=Kaimal,
"WF_UPW", "WF_07D",

61400-x standard
i.e. "1-Ed2"))
e characteristic
nt) ("KHTEST" option
e type ("NTM"=normal,
ind,
class 1, 2, or 3)
urbulence Model "c"

type
rotor disk,LOG

reference wind
wind speed at the
rofile)

] (used only for JET

onent [-] (or

ness length [m] (or

[degrees] (or

ardson number
hear velocity [m/s]

depth [m] (or
Reynolds stress (or
Reynolds stress (or
Reynolds stress (or
oherence parameters
oherence parameters
oherence parameters

onent (or "default")

f the path where

files ("LES", "DNS",



true Randomize - Randomize the

and locations? (true/false)

1.0 DistScl - Disturbance s

height to rotor disk). (Ignored when Randomize = tr
0.5 CTLy - Fractional lo

centerline from right (looking downwind) to left si
(Ignored when Randomize = true.)

0.5 CTLz - Fractional lo
from the bottom of the dataset. (Ignored when Rando
30.0 CTStartTime - Minimum start

structures in RootName.cts [seconds]

NOTE: Do not add or remove any lines in this file!
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disturbance scale

cale (ratio of wave
ue.)

cation of tower

de of the dataset.

cation of hub height
mize = true.)
time for coherent



Appendix D: MCrunch Input File

Test #01 (-Names, -Chans, +CC, -TSp, +Stats, -SwT,

Bins, -Bp, -PDF, -PDFp, -PSD, -PSDp, -PSDtxt, -PSDx
+DEL, -CF, +FWDELt, -FWDELX, +FWRFt, -FWRFX, -FpBC,
+TbDEL, -Multi).

————— Job Options

true Echolnp Echo input to <rootna
file is being read.

false StrNames Use channel nam

instead of numbers when specifying channels in this
false OutData Output modified

scaling and calculated channels. (currently unavalil
"%11.3e" RealFmt Format for outp

point values.
"Cart_Agg" AggRoot
————— Input-Data Layout

Root name for agg

0 TitleLine The row with th
(zero if no title is available).
7 NamesLine The row with th

it (zero if no names are available or are specified

0 UnitsLine The row with th

it (zero if no units are available or are specified

9 FirstDataLine  The first row o

0 TotLines The total numbe

all files. Set to a non-zero value to improve spee
usage. Setto zero to let MatLab determine it.

0 NumChans: The number of ¢

input file.

ChanTitleChanUnits Scale Offset NumCols row
Title and units strings must be 10 characters or le
----- Filtering

0 NumCChan
generate.

1234567890 Seed The integer see
number generator (-2,147,483,648 to 2,147,483,647).
Col_Title Units Equation Put each field

and units are limited to 10 characters. NumCChan r
----- Generic Plot Information ------------------

The number calc

15 LineWidth The width of cu
210 FigLeftPos The number of p
side of the screen to the left side of the figures.
100 FigBottomPos  The number of p

bottom of the screen to the bottom of the figures.
776 Figwidth The horizontal

in pixels.

600 FigHeight
in pixels.

The vertical he
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-SwX, +SF, -EE, -
ls, +F, -FBR, -FBM,
-FpPE, -FpCC, -FpRM,

me>.echo as this

es following a "$"
input file.

data array after
able)

utting floating-

regate output files.

e file title on it

e channel names on
below).

e channel units on
below).

f data.

r of data lines in

d and reduce memory

hannels in each

s of data follow.
Ss.

ulated channels to
d for the random

in quotes. Titles
ows of data follow.

rves on the plots.
ixels from the left

ixels from the
width of the figures

ight of the figures



true FigTitles Add titles to e
true SaveFigs Save the genera
----- Time-Series Plots

0 NumTimeFigs Number of time-
Each figure will have one or more subplots.
FigureName #Rows  #Cols Channel

#Rows*#Cols) (NumTimeFigs rows of data follow)
----- Moving Averages

1 TimeChan The channel con

2 WSChan The primary win

(used for mean wind speed and turbulence intensity,
————— Load Roses

true DoStats Generate statis

channels.

false WrStatsTxt Write the stats

false WrStatsXLS Write the stats

2 NumSFChans Number of chann
summary statistics generated for them.

44 45 SFChans List of channel
summary statistics generated for them. Must number
0 NumEETables Number of table
TableName #ChansChanList
#InfoChansinfoChanList (NumEETables rows of data
————— Binning

false DoBins Bin selected ch

2 NumDepChans Number of depen
false UseBinAv When reporting

bins, use the average values instead of the bin cen
true PItBins Plot the binned

true PltRawData Plot the raw da
binned data if there is only one independent channe
false WrBIinsTxt Write binning r

text file?

false WrBIinsXLS Write binning r
workbook?

DepChanNumDims IndChanl BinWidl IndChan2 BinWid

12 1 2 0.5
80 2 2 0.5 19 0.
----- Peak and Valley Listing -------------------

false DoPDFs Generate PDFs o
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ach figure?
ted figures in files?

series figures.

list (must number

taining time.
d-speed channel
0 for none).

tics of all the

to a text file?
to an Excel file?
els that will have

s that will have
NumSFChans.
s of extreme events.

follow)

annels?
dent channels to bin.
the location of 1-D
ters.
data?
ta on top of the
[?
esults to a plain-

esults to an Excel

f all channels.



0 NumPDFChans Number of PDF ¢
80 PDFChans List of PDF channels
100 NumPDFBins Number of bins
false WrPDFsTxt Write PDFs to a
false WrPDFsXLS Write PDFs to a

0 NumPDFFigs Number of figur
Each figure will have one or more subplots.
FigureName #rows #columns Channel

#rows*#columns) (NumPDFFigs rows of data follow)
————— Power Spectral Density --------------------

false DoPSDs Generate power

1 NumPSDChans Number of PSD ¢
80 PSDChans List of PSD cha
false RmvMean Remove the mean
true Detrend Remove linear t
signal(s)?

true CosTaper Add a cosine ta

the time series?

"hamming" WindowType Type of data wi
false INtPSDs Integrate the P

or writing them to a file?

false BinPSDs Bin the PSDs be
writing them to a file?

0.1 BinWidth Width of the PS

false WrXLS Write the PSDs

true WrTxt Write the PSDs

0 NumPSDFigs Number of figur

Each figure will have one or more subplots.
FigureName #rows #columns Channel list
#rows*#columns) (NumPSDFigs rows of data follow)
————— Fatigue
true DoFatigue Do fatigue anal

2 NumFatChans The number of r
Next six lines ignored if zero.

0.0 FiltRatio The fraction of

of each channel used as a cutoff range for the race
zero for no filter.

1 RF_Per Number of secon
counting period.

false BinCycles Bin the rainflo
false BinMeans Bin by cycle me
ranges?

0.5 UCMult Multiplier for
cycles. (0 discards, 1 counts as a full cycle)
true DoSimpDELs Compute damage-
false DolLife Do lifetime-rel

10 RayAverWs Rayleigh-averag
3 WSmin Starting value

bins for the Rayleigh distribution.

2 WSdel Delta value for

for the Rayleigh distribution.

false CumFatigue Generate cycle
cycles?

true WrRFTxt Write rainflow

files?

138

hannels.

for the PDFs.
plain-text file?

n Excel workbook?
es for the PDFs.

list (must number

spectral densities?
hannels.

nnels.

of the signal(s)?
rend of the

per to the ends of

ndow.
SDs before plotting

fore plotting or
D bins.

to an Excel file?
to a text file?

es for the PSDs.
(must number

ysis.
ainflow channels.

the maximum range
track filter. Use

ds in the rainflow

w cycles?
ans in addition to

binning unclosed
equivalent loads?
ated calculations?

e wind speed.

for the wind-speed
the wind-speed bins

data as cumulative

data to plain-text



false WrRFXLS Write rainflow
workbook?

true WrDELSsTxt Write DELs to p
false WrDELsXLS Write DELs to a
true WrLifeTxt Write lifetime

text files?

true WrLifeXLS Write lifetime
workbook?

false PItBinCyc Plot binned rai
false PltProbExc Plot probabilit
false PItCumCyc Plot cumulative
false PItRngMean Plot 3-D range
rainflow cycles?

true TbIDELs Generate an HTM

equivalent loads?

Channel# NSlopesSNslopeLstBinWidthTypeLMFLUItBinWi
BinCycles is false. NumChans rows of data follow.

44 1 10 100.0 5000 50

46 1 10 100.0 5000 50

0 NumFatFigs Number of figur

analysis. Each figure will have one or more subplo
FigureName #rows #columns Channe
#rows*#columns) (NumRFFigs rows of data follow)

----- Statistical Extrapolation -----------------

1 NumFiles
"cart_SFunc.out"
==EOF== DO NOT REMOVE O
JUST AFTER LAST LINE OF VALID INPUT.
"DLC2.1_1.out"

"DLC2.3_2.out"

"DLC2.3_3.out"

"Wiki_RF_Examp.dat"

The number of i

139

data to an Excel

lain-text files?
n Excel workbook?
results to plain-

results to an Excel

nflow cycles?

y of exceedance?
rainflow cycles?
and mean binned

L table of damage-

dth not used when
LUIt>> LMF

000

000

es for the rainflow
ts.

[ list (must number

nput files to read.

R CHANGE. MUST COME
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Appendix E: Self-Optimizing Robust Control for Wind Turbine

> /¢|
>0
Torque ESC Switch

|
!

DFIG

—‘qm TorqueCMD
Switchl
FAST Nonlinear Wind Turbine *

ENNTS

Initial Pitch
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Appendix E.1: Simulation Configuration Parameters

3_[SC 1inf_12092012_b/Configuration (Active)

u simulation time
Start time: 0.0
Solver options

Type: _ Variable-step

Max step size:  auto
Min step size:  auto
Initial step size: auto

Number of consecutive min steps:

Tesking and sample time options

Zero-crossing options

Tasking mods for periodic sample times:
[ Automatically handle rate transition for data transfer
[] Higher priority value indicates higher task pricrity

Stop lime: Sim_Time

~ | Solver: ode45 (Dormand-Prin

Relative tolerance: le-3
Absolute tolerance: autn

Shape preservation: | Disable all

Auto

Zero-crossing control: _Cmm local settings

~ | Algorithm: |Nonadaptive

Time tolerance: 10*128%eps

Number of consecutive zero crossings:

Signal threshold: auto
1000

2
ol
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Appendix E.2: Torque ESC Subsystem

-
L

19010
<
<
<

—
L
I
TYIMS
Tmuss = p

T

T(s)ydid
(s)usp
Tvidid

<

VILVIN
w3
I
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Appendix E.3: Torque Calculation Subsystem

——Pp Tcmd
RotorSpeed >_E: Tcemd
x — A >
TorqueGain

1
C) Torque Gain >
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Appendix E.4: DFIG Model Subsystem

Wind Turbine
'-Fed Induction Generator

vde (V)>

< (pu)>

<Pitch_angle (deg)>

<P (pu)>

<Te (pu)>

<Tm (pu)> P (Tm_pu
<Id_stator (pu)> »> Id_stator
<Iq_stator (pu)> | 1g_stator
<Vd_stator (pu)> Vd_stator
Vq_stator (pu)> P Vq_stator
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Control with CBT

ing

Switchi

Appendix F

Scope

Temd

AST_OutPut

FAST Nonlinear Wind Turbine

Congtant

From

[Torque]

RotorTorque
Scopel
Embedded
Switch3 MATLAB Function
Embedded fon !
MATLAB Function1
<4—1J fon _
Initial TorqueGgin
! 110
R i .
_ BEN
=
Switch2
41 »
L
ted Speed1 Switchl
Switch4 200
10s Rated Speed2
Transfer Fenl
40
30:20000,1)*0.6€6; Suwitchs o
_voltage(Rotor_Power, 100,575 , 60);
30)
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Switching Control with LQBT

Appendix G

FAST Nonlinear Wind Turbine
Scope3

=)

Scope2

To Worlspace8

Trangfer Fen

652

Saturationl

denfy)

(4]

Switchl

Initial PitchT

Nﬁ Saturation

_ ﬁv Ref
Pitch
4/l
koff
coped
X' = Ax+Bu
I y = Cx+Du @4

LPF observer

Switch2 F Gainl
LPF Switchs
ﬁ > X = Ax+Bu —¢ Fu
y=Cx+Du
_| > ) X' = AxtBu
1 > Swihe y =Cx+Du | xoff
koff observer

B

Clockl

Initial Torgu
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