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ABSTRACT

ATWO-ECHELON LOCATION-INVENTORY MODEL FOR A MULTI-
PRODUCT DONATION-DEMAND DRIVEN INDUSTRY

by
Milad Khajehnezhad

The University of Wisconsin-Milwaukee, 2013
Under the Supervision of Professor Wilkistar Otieno

This study involves a joint bi-echelon location éméory model for a donation-demand
driven industry in which Distribution Centers (D&)d retailers (R) exist. In this model,
we confine the variables of interest to includeyerage radius, service level, and
multiple products. Each retailer has two classgzoduct flowing to and from its
assigned DC i.e. surpluses and deliveries. Thegzepmodel determines the number of
DCs, DC locations, and assignments of retailetedase DCs so that the total annual cost
including: facility location costs, transportatioosts, and inventory costs are minimized.
Due to the complexity of problem, the proposed nhettecture allows for the relaxation
of complicating terms in the objective function ahd use of robust branch-and-bound
heuristics to solve the non-linear, integer probléMe solve several numerical example

problems and evaluate solution performance.
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CHAPTER 1: INTRODUCTION

According to the Council of Supply Chain Managenterdfessionals (CSCMP),
“Supply chain management encompasses the plannthghranagement of all activities
involved in sourcing and procurement, conversionl all logistics management
activities. It also includes coordination and codeation between suppliers,
intermediaries, third party service providers, andtomers. Generally, supply chain
management (SCM) integrates supply and demand reareag within and across
companies. SCM is therefore an integrating fumctidth the primary responsibility of
connecting major business functions and businesspses within and across companies
into a comprehensive and effective business mdtdaktludes all of the logistical
activities as noted above, as well as manufactwpegations, marketing, sales, product
design, finance, and information technology. Thengry focus of logistical activities is
the planning, implementation, and control of thiecesnt, effective forward and reverse
flow and storage of goods, services and relatemrimdtion between the point of origin
and the point of consumption in order to meet aqusts' requirements. It also
encompasses sourcing and procurement, producomiplg and scheduling, assembly,

and customer service”. [http://cscmp.org/]

Today’s manager increasingly understands thattiobgtimization of the logistic

system leads to increased cost savings and custatisiaction. Estimates show that the
aggregate cost of any supply chain network typyaaltiudes: (i) inventory cost, (ii) cost
associated with the establishment of distributienters, and (iii) freight costs, all of
which are interdependent. For example, transpont@conomics shows there are

tradeoffs between the number of fixed service iocaind the resulting transportation



costs since opening many distribution centers reaylt in lower unit transportation
costs, and high customer service, at the expenisigloér fixed location costs. Similarly,
there are tradeoffs between fixed location costsiaventory costs. Opening fewer
distribution centers will result low inventory cestue to ‘risk-pooling’ effects (Eppen,

1979).

Overall, the cost of an integrated supply chainesyss said to represent 10-15 percent
of the total sales in many companies (Marra, Hd, Bdwards, 2012).Therefore, the
ability to optimally integrate these supply chaostelements is a major challenge. Yet
this ability also represents tremendous advantagecbmpany in the current increasingly
competitive market. Strategic decisions such aitfalocation are long-term and tactical
decisions such as inventory management are shrart-téence, the relationship between
the strategic and tactical elements of a supplyncisaconsidered in most supply chain

optimization models.

1.1. Components of Supply Chain Management

Supply chain management consists of three compsnglainning, implementation, and
control (Ozsen, 2004). The planning occurs at theeels: strategic, tactical, and

operational planning. Figure 1 details the comp&nehplanning in the supply chain.
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1.2 Inventory Management Model with Risk Poolini

This section provides farief reviewof some inventory management mocthat are
related to the problem addressed in this work. iRetaliscussion about inventc

management modelppear ina paper by Graves, Rinnoy Kan, atigkin (1993).

Figure 2 illustrateshe inventory profile in a distribution center @my stockin facility)
for a given productit can be seen that with timthe inventory level decreasbecause of
thecustomer demand and increases winventory is replenished’he reorder poii (r)

is aspecific inventory leviand it means that each time whenithentory level
decreases to thea replenishment ordis placed. The timehich is neede from

placing an order until thinventory replenishment arrives at the BQlefined a the

order fulfillmentlead time Generally, the total inventory includestwo portions;



working inventory and the safety stock. The workimgentory represents product that
has been ordered from the supplier or plant duketoand requirements, but not yet
shipped from the distribution center to satisfytouser demand. Safety stock is the
inventory level allocated for buffering the systagainst stock-out given uncertainty in

demand during the ordering lead time.

lReplenislnnenr

\ N
™

|

Lead \
Time
Reorder Point

Order \,
placed \ \

Inventory Level

Safety Stock \

Time

Figure 2- Inventory profile changing with time
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Figure 3- Inventory profile for deterministic demand with (Q, r) policy



A common inventory control policy broadly usedhse brder quantity/reorder point (Q, r)
inventory policy. When using this policy, each tithe inventory level decreases to
reorder point r, a fixed order quantity Q will baged for replenishment. When the
demand is deterministic with a consistent demate] the inventory profile is a series of
identical triangles shown in Figure 3. Each of éhegangles has the same height (the
order quantityQ), and the same width denoted as the replenishtime@tinterval. In this
case, the optimal order quantity and replenishred interval can be determined by
using an economic order quantity (EOQ) model, whaktes into account the trade-off
between fixed ordering costs, transportation castsworking inventory holding costs.
Although the EOQ model uses the deterministic delsaim has proved to provide very
good approximations for working inventory costsgétems usingd, r) policy under

demand uncertainty (Axsater, 1996).

A typical approach for the (Q, r) inventory polisyaddressed by Axsater (1996). First,
the stochastic demand is replaced with its meamevahd then the optimal order
guantity, Q is determined using the determinist@@Emodel. Finally, the optimal
reorder point under uncertain demand is calculagegd on the order quantity Q.

7

4

/ '
Service h‘\-‘:}. d '

Safety Stock

Figure 4- Safety stock and service level under normally distributed demand



A distribution center facing demand uncertainty mayalways have enough stock to
cushion the volatile demand. If the reorder paiptr( terms of inventory level is less
than the demand during the order lead time, statky@my occur. Type | service level is
defined as the probability that the total inventonghand exceeds demand (as shown in

Figure 4). It requires that if demand is normalistdbuted with meary; and standard
deviationo and the ordering lead time is L , the optimal sagtock level to guarantee a
service levelx is z,.A/La® (1),

wherez, is a standard normal score suchthRgz <z )=« 2

Eppen (1979) proposes the “risk pooling effect’duhen the total safety stock in an
inventory system. This effect shows that the sadttgk cost can be significantly reduced
by aggregating retailers to be fed by a singleradined (or fewer) warehouse(s).
Particularly, Eppen considers a single period goblvithN retailers and one supplier.

Each retailer has normally distributed demand with mearand standard deviatio,
and the correlation coefficient of demand for fletaii andj is p; . The order lead time

from the supplier to all these retailers is the s@nd is given as L. Eppen compares two
operational orientations of a retailer supply chaenmtralized and decentralized mode. In

the decentralized mode, each retailer orders irmbbgrely to minimize its own expected

cost. In this mode the optimal safety stock foaiteti is ZaG\/E i 3,

N
the total safety stock in the system is calculdnyeszZai\/f (@)
i=1

In the centralized mode, all the retailers are egated and a single quantity is ordered

for replenishment, so as to minimize the total exge cost of the entire system. In this



case the demand at each retailer follows a norisaillitionN (¢, ,O'iz), the total

uncertain demand of the entire system during tderdead time will also follow a

N
normal distribution with meahzui ®) ,

i=1

N N-1 N
and standard deViatiOV{E\/ZGZi +2> > o0, p; 6),
i-1 i1 j-i+l

therefore, the total safety stock of the distribntcenters in the centralized mode is,

Za\/t\/ioli +2§ZN:O]O'J-,0” @),
i1 i1 -+l
thus, if the demands of all the N retailers areepehdent, the optimal safety stock can be
expressed by Za\/t ZN:(;% ©) (Eppen, 1979)
=
which is less thanz,, \/fi o i ©

i=1

This model illustrates the significant saving ifieta stock costs due to risk pooling. As a
result, for an inventory system that has multipiribution centers operating with (Q, r)
policy and Type | service level under demand uraety, the total inventory cost
consists of working inventory costs and safetylstmusts. In addition, the optimal
working inventory costs can be estimated with @gheinistic EOQ model, and the safety
stock costs can be reduced by risk pooling. Gihendevelopments above, we now turn

attention to the notion of risk pooling in the Itioa modeling literature.

Shen (2000), Shen, Coullard, and Daskin (2003),askin, Coullard, and Shen (2002),

developed a location model with risk pooling (LMRRat considers the impact of



working inventory and safety stock costs on fagilitcation decisions. The system in the
LMRP context consists of a single facility and nplé retailers some of which are
chosen to act as distribution centers (DCs). The BX@intain safety stock to serve their
assigned retailers. The work of these authorsnsrss in the sense that order
frequencies at the distribution centers are modexgdicitly as decision variables.
Integrated location-inventory models prior to tHdRP did not model inventory policies
explicitly. Instead the earlier work approximatée inventory-related costs and included

these costs in the objective function.

The LMRP succeeds in determining the optimal lacatf the DCs and the order
frequency from the DCs to the customers simultagigotiowever, the LMRP assumes
infinite capacity at the DCs, which is usually tioé case in practice. Having constrained
capacity may affect not only the number and locatibthe DCs, but also the inventory
that can be stored at the DCs and consequentlyrtiez frequency as well as the
assignment of customers to the DCs. Ozsen et.@Bjafeveloped a LMRP model with
capacity constraints in DCs that would be moreisgal They called this model the
capacitated facility location model with risk powi (CLMRP) and are the focus of this

thesis.

In the thesis, a joint location-inventory probleon & donation-demand driven service
industry setting is proposed. The strategic densinclude facility location decisions,
while the tactical issues include assignment dilets to facilities, amount of inventory
to be held in DCs (Warehouses) for repositioningtteer retail locations, (deliveries and
surplus), and transportation decisions. The ohjedtinction of the model involves 3

main components: total facility location costs whis the annual cost for leasing or



acquiring DCs in selected nodes (location probléatyl transportation costs which
includes the annually total product-types movemednotsto deliveries and surpluses
between DCs and their assigned retailers, anditotahtory costs, including the average
inventory costs and safety stock costs. The mauehars these questions such that the
total system cost is minimized: How many DCs aredeel in the system? Where are the

locations of the DCs? And what are the assignmantstailers to these DCs?

In the numerical example section we develop a lagjef representative problems based
on actual operational data. Three sets of prolsiess are presented: 30, 45, and 60 node
problems. Product arrives to the system as damafrom consumers who deliver their
reusable goods to a donation center. These atetdlenumber of nodes in the company
system of donation centers. The donation centarde an existing retailer center
(Sales\Donation centers), Attended Donation cemeADCs (donation-only centers),
and existing Distribution centers or DCs. The madahts to locate a number DCs
among all these nodes in a way that minimizesdts system cost. The total system
cost includes fixed location costs, transportatiosts, and inventory costs. Each node
(retailer center, ADC, or existing DC) can be agmbial point to locate a new DC. Also
each retailer center has two flows to and fronagtsigned DC for product repositioning

(surpluses and deliveries). Both kinds of flows @ameertain.

Product level surpluses materialize when custoropations received at a retail center
are higher than retail demand at a specific stweation. This often occurs because of the
wide variance in retail store size (which limitsémtory space), or the need to reposition
excess volume of the product by shipping back ¢onthrehouse (DC) for repositioning

to other retail locations. As a result, annuaphuges of all product types are measured
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by the number of Gaylord for the product type ikathipped back to the warehouse in a
year. Deliveries are made based upon the demafitien there is a retailer shortage for
any product type, the required replenishment volisypgcked up on demand from the
warehouse and delivered to the retail center; hanoeal deliveries of any product type
are defined by the number of Gaylord loads forpghaluct that is shipped from the
warehouse to the retailer in a year. Also, in spitdifferent kinds of products in the
system, just two of them have the most demandslandtions. In this thesis, these

product types are referred toldard lines and Soft lines

There is no production plant in the proposed suppbin network, so this problem is
defined as a two-echelon supply chain design wittettainties in deliveries and surplus.
As far as we know, this study could be the firsthiea literature that considers both
demand and donation (product reuse) in retailetecerior a multi-product system.
Another issue of importance is to consider coverageus, especially from the
perspective of a network spanning large geograggions. Coverage radius is the
maximum distance between any retailer and its asdigvarehouse. Perishable products
such as blood or consumer packaged products fecartportant attribute of supply
chain network design. Additionally, soaring fuektoand environmental awareness
pressure from various governmental and non-goventaethentities necessitate the need
to include coverage radius in network models, whiaim of decreasing in
transportation costs. The broader impact will lnleerease in corporate carbon

footprints.

The focal issue which is considered in the propasedel is the minimum number of

retailers that can be assigned to a DC. In mamyahstpply chain contexts, it is not
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economical to purchase or lease a DC for only tnihi@e retailers, Thus in the spirit of

the work by Eppen (1979), the “Risk Pooling” efféattors prominently in stochastic

location-inventory problems. Figure 5 illustrateskipooling effect in details/ and o*

stand for average and variance of demand respbgtive

K‘ p4,07 ® »o
Har . Ho,0%

A— " o

K04 Has Oy
(1) 2

Figure 5- Risk pooling effect
The amounts of Safety stock in 1 and 2 are propuate with
\/ 2 2 \/ 2 2

O, +0,5 +405 +0, @0
and\Jo? + 0?2 +02+0? a1
respectively.

FundamentaIIyA/Jf +ol+ \/0'32 +ol > \/012 +ol+ol+ol a2

so it follows that the safety stock in (2) is Iéisan safety stock in (1), because of risk
pooling effect and centralization of a single wame$e instead of two. This leads to a

decrease in total system inventory costs.
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CHAPTER 2: LITERATURE REVIEW

Severe contest in today’s universal market foroespanies to be better in designing and
managing their supply chain networks. There areethevels of decision making namely,
strategic, tactical, and operational decisionsasighing a supply chain network. These
decisions are made objectively to decrease opearatists and an increase service level
to customers, especially when all the three leasdsntegrated. Strategic decisions are
long-term while tactical and operational decisians considered mid-term and short-
term respectively. In reality these decision angethelent to each other. For example,
strategic location decisions have a major effectlipment and inventory costs, which
subsequently affect the operational decisions. Bathese decisions has been

considered separately in literature.

Hopp and Spearman (1996), Nahmias (1997), and ReceZipkin (1997), focus on
inventory control and discuss inventory policiesfflling retailer orders. These policies
are evaluated based on the service levels, inwentsts, shipping costs and shortage
costs. Alternatively, location models tend to fooasdetermining the number and
location of facilities, as well as retailer assigamts to each facility. For a review on
location modeling, we propose papers by Daskin@wen (1998, 1999) who are leaders
in this area of research. In addition, in theirgraphey provide a review for dynamic and
stochastic facility location models. Drezner (19883 extensively worked on location
modeling problems as well.

One of the first works in incorporating location dets and inventory costs is an article

by Baumol and Wolf (1958).They state that inventoogts should add a square root term
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to the objective function of the uncapacitateddixxmarge location problem (UFLP).This

condition leads to an NP-Hard problem.

Nozick and Turnquist (1998, 2001a, 2001b) incorfnaventory costs assuming the
demands arrive in a Poisson manner and a baseistaitory policy (one-for-one
ordering system). In 1998, they use an approximaifdnventory costs (a linear function
of the number of DCs) into the objective functidrtte fixed charge location problem
(FLP). In 2001, they minimize inventory costs amdulfilled demands, incorporating
them repetitively into the fixed installation cadi#ozick (2001) considers a fixed charge
location problem with coverage restriction. Anotpaper which solves a location model
with a fixed inventory cost through Dantzig-Wolfeabmposition is presented by
Barahona and Jenson (1998). Erlebacher and Me&0) formulate an analytical model

for a location-inventory model in which the demauaints are continuously placed.

Shen (2000), Shen et al. (2003), and Daskin €2@02) present a joint location-
inventory model in which location, shipment and Inear safety stock inventory costs
are included in the same model. In these workspttlering decisions are based on the
EOQ model. Daskin et al. and Shen et al. utilizgraagian relaxation and Column
Generation respectively to solve this problem alet fthey present the location model
with risk pooling (LMRP). Teo and Shu (2004) irduze a joint location-inventory
model that considers a multilevel inventory cosidiion and solve this problem with

column generation.

Miranda and Garrido (2004a, 2004b) present twalagj in the first one, each retailer

represents a cluster of final demands. In additioey present an exciting comparison
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between traditional approach in which location angntory decisions are made
independently and simultaneous (inventory locatieaisions). In the second one they
consider capacity constraints in the FLP modetsiting the average demand to be

allocated to each distribution center.

Eskigun et al. (2005) introduce a location-inveptorodel that considers pipeline
inventory costs based on the expected lead tirme flants to the DCs. The lead time is
formulated as the function of the amount of demasglgned to that distribution center.
For locating cross docking, this model is too é#iit. Eppen (1979) investigates the
effects of risk pooling and shows that when fagmdppendent demands, the total
expected safety stock costs are remarkably legeioentralized state than in the
decentralized mode. The inventory costs add a e@nitanction to the objective function

of LMRP. In his paper, the inventory policy is bdsm an estimation of EOQ.

Shen and Qi (2007) develop a model in supply chgstem with uncertainty in demands.
They determine the number and location of the D@@ksadso the assignment of retailers’
demands to the DCs. They apply routing costs idstéairect shipments which is much
more realistic and use Lagrangian relaxation irsthlation algorithm. Sourirajan et al.
(2007, 2009) develop an integrated network desigdehthat simultaneously considers
the operational aspects of lead time (based oniggemalysis) and safety stock. In the
first paper, they use Lagrangian relaxation anthénsecond one, they utilize Genetic

algorithm. They then present a comparative anabfsisese two algorithms.

Ozsen et al. (2008) develop a capacitated locatiotel with risk pooling in which they

consider capacity constraints based on maximurmmbovg accumulation. They use
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Lagrangian relaxation as a solution algorithm. @zsteal. (2009) also present a multi-
sourcing capacitated location model with risk pogliShen (2005) and Balcik (2003)

study a multiproduct extension of LMRP.

Most distribution network design models have cotreéed on minimizing fixed facility
location costs and transportation costs. In litegtsome issues related to customer
satisfaction, such as lead time, have rarely baetexl. Eskigun et al. (2005) propose a
supply chain network design considering facilitgdtion, lead time, and transportation
mode. They use Lagrangian relaxation method toesthig problem and to find efficient

solutions in a reasonable amount of time

Uster et al. (2008) present a three level suppirrchetwork in which the decisions
variables are the location of a warehouse and bovemeplenishment. The objective
function is to minimize transportation and inventoosts. In this problem they only
consider the location of one warehouse and thenbove replenishment policy is based
on power-of-two policy. They utilize the proposezliistic methods to solve the problem
and they show the efficiency of the algorithms. yrfied solutions within a 6% gap of

the lower bound for different experiments.

Ozsen, Daskin, and Coullard (2009) consider a akréd logistics system in which a
single company owns the production facility anddkeof retailers and establishes
warehouses that will replenish the retailers’ ineeies. They analyze the potential
savings that the company will achieve by allowitsgyretailers to be sourced by more
than one warehouse probabilistically, through tbe af information technology. They

investigate the effect of multi-sourcing in a capated location-inventory model that
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minimizes the sum of the warehouse location cdlséstransportation costs, and the
inventory costs. The model is formulated as a meali integer-programming problem
(INLP) with an objective function that is neithercave nor convex. They solve the
model with a Lagrangian relaxation algorithm arst thfferent experiments with various
numbers of nodes and finally get the reasonabldteeis terms of the time and quality of
solutions. Ultimately, they conclude that multi-scng becomes a more valuable option
as transportation costs increase, i.e., consttlaeger portion of the total logistics cost.
Additionally, they show that in practice only a dhportion of the retailers need to be

multi-sourced to achieve significant cost savings.

Ghezavati et al. (2009) present a new model fdridigion networks considering service
level constraint and coverage radius. To solverthidinear integer programming (INLP)
model they use a new and robust solution baseceoetig algorithm. Another paper was
introduced by Sukun Park et al. (2010). They carsadsingle-sourcing network design
problem for a three-tier supply chain consistingappliers, distribution centers and
retailers, where risk-pooling strategy and leace8rare considered. The objective is to
determine the number and locations of suppliersi@sd, the assignment of each DC to a
supplier and each retailer to a DC, which minimitteslocation, transportation, and
inventory costs. The problem is formulated as dinear integer programming model,
and a two-phase heuristic algorithm embedded iagrdngian relaxation method is
proposed as a solution procedure. After sensitnadyais, it is shown that the proposed

solution algorithm is efficient.

Chen et al. (2011) study a reliable joint inventtmgation problem that optimizes facility

locations, customer assignments, and inventory genant decisions when facilities are
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under disruption risks (e.g., natural disasters)avoid high penalty costs due to losing
customer service, the customers who were assignadatiled facility, could be
reassigned to an operational facility. The modébimulated as an integer programming
model. Objective function, including the facilitpmstruction costs, expected inventory
holding costs and expected customer costs undaerat@nd failure scenarios, should be
minimized. A polynomial-time exact algorithm foretihelaxed nonlinear sub-problems
embedded in a Lagrangian relaxation procedureojggsed to solve the problem.
Numerical examples show the efficiency of the psgabalgorithm in computational time

and finding near-optimal solutions.

O Berman, D Krass, and MM Tajbakhsh (2012) preadatation-inventory model with
a periodic-reviewR, S inventory policy that is taken by selecting theervals from an
authorized choices menu. Two types of coordinagi@introduced: partial and full
coordination where each DC may select its own wewnterval or the DCs have same
review intervals respectively. The problem is tted@ine the location of the DCs to be
opened, the assignment of retailers to DCs, andhtlentory policy parameters at the
DCs such that the total system cost is minimizdgk Model is a kind of INLP (integer
nonlinear programming) problem and Lagrangian aiax procedure is performed to
solve the problem. Computational results show lthetion and inventory costs increase
due to full coordination. On the other hand, thepmsed algorithm seems to be efficient
and reliable. As a result, they show that full cdoation, while enhancing the

practicality of the model, is economically justifia.

Atamturk et al. (2012) study several stochastiotjtmcation-inventory problems. In

particular, they investigate different issues sashuincapacitated and capacitated
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facilities, correlated retailer demand, stochdsia times, and multiple products. This
problem is formulated as a conic quadratic mixadgar problem and they add valid
inequalities including extended polymatroid anderosuts to boost the formulations and
also develop computational results. Finally thegvglthat this kind of formulation and
solution methods would lead to more general moddliamework and faster solution

times.

Hyun-Woong Jin (2012) studies some important issumethe distribution network design
such as incorporating inventory management costtire facility location model. This
paper deals with a network model in which decisiomshe facility location such as the
number of DCs, their locations, and inventory decis are made. Inventory decisions in
their case include order quantity and the levedadéty stock at each DC. The difference
between this work and previous works is the classibn of costs into operational costs

and investment costs. A Lagrangian relaxation neeth@roposed to solve this problem.

Amir Ahmadi Javid and Nader Azad (2012) proposewehmodel to simultaneously
optimize location, assignment, capacity, inventaryd routing decisions in a stochastic
supply chain system. Each customer’s demand is©iastic and follows a normal
distribution, and each distribution center keepsrain amount of safety stock in terms
of its assigned customers. They use a two-staggi@olalgorithm. In the first stage, they
reformulate the model as a mixed-integer conveklpra and solve it with an exact
solution method. Then in the second stage, thelydbpis solution as an initial point for a
heuristic method including “Tabu Search” and “Siatatl Annealing” to find the

optimum or near optimum solution for the originablplem. Different numerical



19

examples show that the proposed solution algorittorks highly effectively and

efficiently.

Jae-Hun Kang and Yeong-Dae Kim (2012) present plguhain network consisting of
a single supplier, with a central distribution aen{CDC), multiple regional warehouses,
and multiple retailers. The decision variablestheelocation and number of warehouses
among a set of candidates, assignments of retailéhe selected warehouses, and
inventory replenishment plans for both warehousekratailers to minimize the
objective function. The objective function that qunses of warehouse operation costs,
inventory holding costs at the warehouses anddtagiers, and transportation costs from
the CDC to warehouses as well as from warehousesditers. They formulate the
problem as a non-linear mixed integer programmMtNLP) model and propose an
integrated solution method using Lagrangian relaradnd sub-gradient optimization
methods. In the results section, they state tleasdiution algorithm is relatively efficient

because the randomly numerical examples give golti@ns in reasonable time.

Hossein Badri, Mahdi Bashiri ,Taha Hossein Hejafil@) define a new mathematical
model for multiple echelon, multiple commodity Stp@hain Network Design (SCND)
and consider different time resolutions for tadterad strategic decisions. Expansions of
the supply chain in the proposed model are plamcedrding to cumulative net profits
and fund supplied by external sources. Furthernsmee features, such as the minimum
and maximum utilization rates of facilities, publ@rehouses and potential sites for the
establishment of private warehouses, are considécedolve the model, an approach
based on a Lagrangian relaxation (LR) method has Heveloped, and some numerical

analyses have been conducted to evaluate the penfice of the designed approach.
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In another paper, Sri Krishna Kumara, and M.K. Tiwa013) consider the location,
production—distribution and inventory system desigydel for a supply chain in order to
determine facility locations and their capacitynimimize total network cost. Because
the demands are stochastic, the model considé&rpaing effect for both safety stock
and RI (Running Inventory). Two cases, due to bienef risk pooling, are studied in the
model; first, when retailers act independently aadond, when DCs and retailers are
dependent to each other and work jointly. The madfdrmulated as a mixed integer
nonlinear problem and divided into two stageshinfirst stage the optimal locations for
plants and flow relation between plants-DCs andD&failers are determined. At this
stage the problem has been linearized using a-piesselinear function. In the second
stage the required capacity of opened plants argli®€alculated. The first stage
problem is further divided in two sub-problems améach of them, the model
determines the flow between plants-DCs and DCsleetaespectively using Lagrangian
relaxation. Computational results show that maegioblem’s solution is within the
8.25% of the lower bound and significant amountast saving can be achieved for

safety stock and RI costs when DCs and retailerk yointly.

Jiaming Qiu and Thomas C. Sharkey (2013) considtass of dynamic single-article
facility location problems in which the facility mudetermine order and inventory levels
to meet the dynamic demands of the customers ofieit@horizon. The motivating
application of this class of problems is in militdogistics and the decision makers in
this area are not only concerned with the logistioats of the facility but also with
centering the facility among the customers in éaubk period, in order to provide other

services as well. Both the location plan and inggnplan of the facility in the problem
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must be determined while considering these diffenegirics associated with efficiency
of these plans. Effective dynamic programming atpaors for this class of problem are
provided for both of these metrics. These dynamagramming algorithms are utilized
in order to construct the efficient frontier assed with these two metrics in polynomial
time. Computational testing indicates that thegerdthms can be used in planning

activities for military logistics.

In the current competitive business world, leadiagie companies respond to a dynamic
environment promptly with various and flexible ségies. These strategies are used to
make optimum decision regarding allocation of conypacome to the major sources

including activities or services.

Gharegozloo et al. (2013) present a location-irmgnproblem in a three level supply
chain network under risk uncertainty. The (r,Q)antory control policy is used for this
problem. Additionally, stochastic parameters suspracurement, transportation costs,
demand, supply, capacity are presented in this mBikk uncertainty in this case is due
to disasters as well as man-made events. Theistaobodel determines the locations of
distribution centers to be opened, inventory cdrgamameters (r,Q), and allocation of
supply chain components simultaneously. This madgrmulated as a multi-objective
mixed-integer nonlinear programming in order to imize the expected total cost of
such a supply chain network comprising locatioomcprement, transportation, holding,
ordering, and shortage costs. They apply an effi@elution algorithm on the basis of
multi-objective particle swarm optimization for gwilg the proposed model and the final
numerical examples and sensitive analysis showffi@ency and performance of the

algorithm.
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2.1 Research Contribution

As was presented in literature review section, mb#te location- inventory models do
not consider “coverage radius” constraint as aromamt parameter in determining
service level to end customers. Coverage raditieisnaximum distance between any
retailer and its assigned warehouse. Increasingtst, supply of perishable products
and environmental impact due to transportationtlaemost important factors that drive
the consideration of coverage radius. In The @osttribution in our study is the addition
of coverage radius as a constraint. This not ordikes the problem and solutions more

realistic but also it is specific to the companyhe case study.

Secondly, our model is related to a demand-donatimen supply network and we
consider the case of an industry in the Southeaa$tésconsin region. In this model, each
retailer has two flows, to and from its assignedi2Csurpluses (S) and deliveries (D)
both with uncertainty. In most previous work, dewch@the only flow in all retailer
points. Having two flows in the model leads to eliint inventory levels in warehouses
due to the average and standard deviation of diffeg between surpluses and deliveries
for any assigned retailer. The real data from tramany in the case study shows that all
demands are larger than donations in any retadliext fior any product type. We
specifically make the proposed model robust endagttcept scenarios in which

donations could be larger than demands in anyleefar any product type.

In most literature, multiple products have not bken into account in a joint location-
inventory model. The third contribution is that fh@posed model considers multiple

commodities in a donation-demand driven networkgckaealistic. In addition, our
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model considers a set of constraints related tortinenum number of retailers that can
be assigned to an opened DC for any product typealse of high annual leasing or
purchasing costs for a typical warehouse, thisrapion is important. As a result, the

research contributions in this study are summarazefbliows:

We propose aGeneralized location-inventory modefor a donation-demand driven
industrial supply chain network. In this model, iwgegrate the minimum number of
retailers that are assigned to an opened DC ancbtlerage radius as constraints in a
multi-commodity supply chain system. Specific te tompany modeled in this study,
each retailer point referred to as a donation/dehtamter is a potential location for

opening a DC (distribution center).
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CHAPTER 3: PROBLEM DEFINITION, ASSUMPTIONS, AND
MODEL FORMULATION

3.1 Problem Definition

As was discussed in the introductory section, shusly involves a joint location

inventory model using data from a donation-demanmged industry in the Southeastern
Wisconsin region. This bi-echelon model involvesetmuses (herein also referred to as
Distribution Centers (DC)) and retailers (R) (haralso referred to as Donation/Demand
Centers). In this model, we restrict our varialiesclude; coverage radius, service
level, and multiple products. Each retailer has thoas to and from its assigned DC i.e.
surpluses (S) and deliveries (D). Surpluses regudin product-type donations are higher
than the demand therefore the excess volume girtiduct is shipped back to the
warehouse (DC) due to limited inventory space tailer point (herein referred to as a
node).Conversely, deliveries result when the prodamand is higher than the

donations, hence more products should be shippedtlie warehouse to the retailer.

Among the retailer nodes, there are specified ntdusare strictly donation only points,
as such they do not have any product demand apdodoicts are delivered into them
from any warehouse. Such a node is referred tai@nded Donation Centers (ADC).
Figure6 is a schematic representation of the cogipaupply chain network. Here, only

three DCs and seven retailers are used for exjbanatirposes.
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Warehouses Donation/Demand Centers

0I010/000/0

Figure 6- schematic representation of the company’supply chain network

The two flows between each retailer and its assigh@ are completely dependent. This
means that in this model, deliveries and surpleaesot occur simultaneously. Annual
deliveries are stochastic, independent and norndalyibuted (i.n.d). So we can suppose

that the deliveries (D) to each retailer (i) fraimassigned DC (j) for a given product type
(k) is a random variable with average mf and variance cﬂ*ék . Similarly, annual
surpluses are also i.n.d. and the surpluses frogtader (i) to its assigned DC (j) for a
given product type (k) are also stochastic wittaaerage and variance of and agk

respectively. Generally, an actual supply chainvoet for this problem can be

represented in Figure 7.
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Figure 7- An actual supply chain network for the canpany

3.1.1 Parameters Description

f. - Annual fixed location cost for a DC in location j

dji . Transportation cost for each unit of product t{ipeGaylord) per unit

distance (miles) between nodes i and j based oerdufuel and labor cost

|ji . Distance traveled between node i and j in direiggrslant (in miles)
h: Annual holding cost per unit of each product typ®C |
Z,. Normal standardized score with a risk factor phal

op, - Annual variance of deliveries for product typeok¢tailer i
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o: . Annual variance of surpluses of product k fronaitet i to the assigned DC

o,- Annual total variance of deliveries and surplusiea product type k of retailer i

Hp, - Annual average deliveries of product type k taitet i

Hs, - Annual average surpluses of a product type k fretaler i
N : Maximum number of possible DCs in system
M Minimum number of retailers (R) to be assignedryg DC

1 If candidat®C jcancoverretailer determinetly thecoverageadius

0 Else
£ Weighted factor assigned to the transportatioh cos

0. Weighted factor assigned to the inventory cost

3.2 Assumptions

1. Although the real problem includes various produitismodeling purposes, we
only consider two product types with the higheshded and donations i.e. Hard

Lines (HL) and Soft Lines (SL).

2. d; (The transportation cost) includes fuel cost ahwiaost. By assuming that

each truck has a capacity of 25Gaylord, and tramafpon cost per unit distance
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for each truck is $2.12 (this includes both fual &bor costs) [company data],

so d; is $2.12/25 = $ 0.0854.

3. The holding costl) is fixed for both product types.

4. The average demand for a given product type i®faitan the average donation
of the same product type for any retailer. Thsuagption stems from two
sources: real data from the company and anecdbéglfor any retailer to exist
despite seasonal effects, the annual average demaand exceed the donation.
Otherwise the node will become an ADC. However,pgtaposed model is
generalized whereby donation could be larger treanashd for a product type or

vice versa.
5. For calculating the safety stock cost in the oldyectunction, we neeg;? to be

calculated as follows:

Let:
a=Total surplus(Pulls) of a product toa DC fromaretailerin year
b = Total deliveries of mentioned product fromthe DCtothat retailer in year

o: =var@-b) = var(@) + var@) - 2cov(, b) , (var@=op , varb)=og )
Also  p,, = cov(a,b) . Pap =—1=cov@b)=-0,.0,

0,0y
= o =var(@-b) = var@) + var@) + 2,/var@). var() a3

6. We only consider direct shipments i.e. multi-looatrouting is not allowed.

7. ltis assumed that DCs will be located in any @f éxisting nodes. This
assumption follows from discussions with the conypaxperts.

8. The “big circle distance” calculator is used toatatine the distance between

node i and j. This formula uses the latitudeslanditudes to calculate the
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distance between any two locations. For a moresteaéstimation of the

distances, 14% of the estimated distance is adqeid.calculated based on the

estimated distance multiplying two. The reasorthat is because of direct
shipment which in a truck leaves node i, reachgddnd then returns to i again.

9. M is the minimum number of retailers that can bageed to any DC. In this
model, we assume that M is five. This value wagigiby experts within the
company. In brief, factors such leasing or purtigasosts of DC facilities were
used to determine the realistic value of M.

10. Another factor that is considered in this modehis coverage radius. Normally,
coverage radius is prominent in modeling perishahkk essential goods. Due to
recently soaring fuel prices in recent years, ih&vitable to include coverage
radius as one of the main factors in regional itgdibcation models. Besides
increasing transportation costs, environmental tmms$ have an important role
in determine the coverage radius, especially gitiahthe model depicts s supply
network in U.S.A.’s mid-western region that expedes harsh winters. In
addition, environmental pollution policies and piiea also force distributors to
ensure minimal transportation in their networks.this model, 50, 75 and 100

miles are used as case scenarios.

3.3 Model Formulation

Based on the problem definition, parameter desonnd assumptions, this problem is
formulated as a joint location-inventory problem &obi-level supply chain to determine

number of DCs, DC locations, and assignments aflegtto those DCs. The proposed
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model is minimization problem that seeks to optertize total annual cost including:
fixed facility location costs, transportation costad inventory costs. As was discussed
before, it is re-emphasized that there are twodlbetween each retailer and each DC i.e.
deliveries from any DC to any retailer and surptusem any retailer to any DC. On the
other hand, there is only surplus flow betweenAD{Z and its assigned DC. Based on
the objective function, decision variables in tmedel are defined as:

1 If acandidatdCislocatedn |
j :{ 14

0 Else

1 If theDCin location jservegetaileri for product typek
ink : (15)

0 else

So the formulation of model is expressed as follows

Min W= X, +82. 3 > 1 dji (o, + 45+ 0N D 3> (o, = 115, Wi
i ik ik

+02,0 2 /ZZaziijik e

ST:
Yie £Z; X, Viel , keK,jel @7
DY =1 Viel , keK 8
JZ:inkZP Vied, keK a9
)I(j:O,l Vjeld 20

Y. =01 Viel , keK,jeld (2))

J
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The objective function consists of four terms. Tin& term is the total system location
costs whereg; fis the fixed location cost for any candidate DGeBecond term is the total
system transportation costs between DCs and netddeall products types. The third
term is the system average inventory costs (fob@l$). The fourth term is the total
system safety stock cost i.e. for all and all paiduypes. If the number of DCs increases,
total system location and safety stock costs irsgreehile the system transportation cost
decreases. However, if the number if DCs decre&std system location and safety
stock costs decrease while the system transpartetist increases. In addition, the
average system inventory cost does not changeandttange in the number of open DCs.
As such, the model is a trade-off between theseteass in objective function with

respect to the model constraints.

The model constraints include: Constraint 17 dernnates that a retailer can be assigned
to any open DC within the coverage radius. ConstE8 ensures single-sourcing,
meaning that only one DC should serve a retaileafty specified of product type.
Constraint 19 ensures that the minimum numbertaflegs that can be assigned to a DC
for a given product is met. Lastly, constraintsa®@ 21 restrict the decision variables to a

binary range.

The model is an INLP (Integer Nonlinear Programnthwi the family MINLP (Mixed
Integer Nonlinear Programs).It is a combinatoratimization model because it has a
finite solution set. However, finding the best $mno among all feasible solutions is
difficult; hence this problem is an NP-hard becatseomplexity and the time needed to
solve the problem increases exponentially as tineben of nodes increases. The solution

algorithm is discussed in the next chapter.
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3.3.1 Research Contribution: Generalized locationAventory model

The proposed inventory-location model in sectidhi8.specific to the company in our
case study. This model assumes that demand iyalager than donation for any

retailer and product type. As a result, total daii@s are assumed to always be larger than
total surpluses between any DC and its retaileéngs assumption could be reasonable,
however due to seasonality or other special cirtantes, this can be violated. So next,
we present a robust generalized model that camawocalate both instances

simultaneously.

Min W= £,X;+ 82 3 > 1 dy (uo, + 25, Wi + 0N D0 1D (o, = 115, )Y jic)
+602,he 21 /ZZozikY“k 0 N 2 A=) (X0 D (s, = 0, )Y i)

jel’

+0z,hg z (1_tj X Iz Z Gziijik _Z Z (/Us‘k — Hp, )ink)

+0 hcom Z (l_tj )(z Z (ILISM _;uDik )ink) (22)
jej” ik
ST

Y £Z; X, Viel , keK ,jeld @)
DY =1 Viel , keK (18)

i
D Y 2P Vield, keK (L9)
Bt; > Zz (/JDW ~Hs, )Y jic Vjield (23

i k
- (1-t;).B< Zz (o, —Hs, )Yk Vjiel (24
i k

X, =01 Vjield (20)
inkzO,l Viel , keK ,jeld 21
t, =01 Vjeld (25)

i G{ZZ(IUQK —Hp, i) 2 /ZZGZikYJik} (26)
j" E{Z:Z‘,(ﬂs‘k = Htp, M) < /ZZUZikYnk} @7)
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In this formulation, B is a large number. For ex#&mpl0000, which must be larger than the

highest difference g, — s, ) andt;is a binary decision variable that is 1 for a;@he

function (& Zk‘, (1o, —#s,)Y3)20and is 0 if the functiof. ; (#0, =15, )Yu) <0, These two

conditions have been added as constraints (23(2)dAlso, we restate the cost terms in the

objective function to include the added model patars.
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CHAPTER 4: SOLUTION ALGORITHM AND PARAMETERS
SETTING

4.1 Solution Algorithm

The proposed joint location-inventory model is alimeear integer programming where
all the decision variables are binary. Besidesatsbinatorial nature, the nonlinear term
is non-convex which makes the optimization modey fficult to solve. First, the
original INLP model PO0) is reformulated as a mixed-integer nonlinear paogning
(MINLP) problem with fewer zero-one variables (PR). has concavity in the objective
function and linear constraints hence also diffitalsolve. P1 is then relaxed of the
concavity in the objective function and it is refarlated as a new model with nonlinear
constraints and a linear objective function (P@aining the properties of problem P1,
but simpler to solve. P2can be solved using thelP36olve in GAMS to get optimal or
near optimal solutions. The original model (POjearitten as below:

(PO)
Min W= 21X, + 8>3 15 d (o, + 45, )i+ 0N D DD (11, =5, )Y
i 77K 71K

+02,hem /ZZozikY“k i)

ST:
Yie <Z; X, Viel , keK,jel a?
DY =1 Viel , keK 9
j
Zvﬁkzp Vield, keK 19
X, =01 Vjeld 20
Y =01 Viel , keK,jel 2D

The original INLP modelRO) is very difficult to solve especially for largetworks due
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to the potentially large number of binary variablés shown in proposition 1 below, the
assignment variables((, ) in the model can be relaxed as continuous vagabithout
changing the optimal integer. This allows us tonefulate P0) as a MINLP problem
with fewer binary variables, most of them appearmtnear form.

Proposition1. The continuous variables Y, take 0-1 binary values when (P1) is globally

optimized or locally optimized for fixed O-1 valuesfor X ;. (You and Grossmann, 2008)

Proposition 1 means that the following probldpi)( yields integer values on the

assignment variable¥;, when it is globally optimized or locally optimizéar fixed

binary integer values of ;, so PO is reformulated as P1 as below:

(P)
Min W = Z fi X, +ﬁzzzl ji-dji (up, + g, )Yy + ehcomZZZ(;uD,k — s, )i

+ezahcomz /ZZGZiijik L6

ST:
Yie £Z; X, Viel , keK,jeld @7
DY =1 Viel, kekK 19
j
Zinkzp Vied, keK @9
X, =01 Vjeld (20
Y 201 Viel ,keK,jeld 29

Another problem that exists in model P1 is thatdhgctive function has concavity

which is complicated to solve. P1 is thereforaxel into another model (P2) that does



36
not have concavity in objective function; hencetaeonon-negative continuous variable
“U ; “is defined to replace the square root term in ctye function. This variable is
described as follow:
sz = ZZO‘Ziijik jed 29

ik
U,=0 30
Because the non-negative varialtJg has a positive coefficienn the objective function,

and this problem is a minimization problem, (29 ba& further relaxed using the

following inequality:

—U2+> > oY, <0 jed @)
ik

The reformulated model is expressed as P2 below:

(P2)
MinW =% f X, +> > > 1,d,; (o, + #s,)Yji +9hcom222(/uDik = Hs, )Y
i i 1K ok
+9Qmmzph 32)
]
ST:
Yiu <z;X; Viel keK,jel @a7)
> Y, =1 Vviel,keK (18)
i
DYy =P VjelkekK 19)
—UZ+> > oY, <0 Vjel (31
i k
X; =01 Vjield (20)
Y 201 Viel , keK ,jel (28)

U,>0 Yjed (30)
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P2 and P1 can be trivially shown to be equal btit inear objective function and
guadratic terms in the constraints. As shown by &od Grossmann (2008), the
following proposition can be established for problEe2.

Proposition2. In the global optimal solution of problem P2 or a local optimal solution

with fixed binary values for X ; , all the continuous variables Y;, take on integer values (0

or 1).
Now we just need to solve P2 to get the globalmakior near optimal solutions for P1
and PO. This is accomplished using “SCIP” solveBHWMS. In the next section, the

SCIP solver, used to solve P2 is briefly presented.

4.1.1 SCIP Solver in GAMS

SCIP (Solving Constraint Integer Programs) was kel at the Konrad-Zuse-Zentrum
fuerr Informationstechnik in Berlin (ZIB). SCIP agly available for users with a GAMS
academic license. SCIP is a framework for solviog€irained Integer Programming,
especially to address the needs of MathematicgrBnoming experts who want to have
total control of the solution process and accdsstairnal information of the solver.
SCIP can also be used as a pure MIP solver ofrasn@work for branch-cut-and-price.
Within GAMS, the MIP and MIQCP solving facilities 8CIP are available. SCIP has
different features and plugins to handle constingger programming. In the
following discussion, we briefly present these jphsgand their roles in solving

constraints integer programming through SCIP sdl&ehterberg, 2007).

Constraint handlers

Each constraint handler provides algorithms to laodnstraints with the same class.
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The initial task is to check a given solution feasibility with respect to all constraints of
its type existing in the problem instance. So #multing procedure would be a complete
enumeration of all potential solutions becausedhtenal information is available. Also
to improve the efficiency in finding a solutiongtieonstraint handlers may use pre-

solving methods, propagation methods, linear rélamaand branching decisions.

Presolvers
In addition to constraint based pre-solving aldorns, SCIP perform dual pre-solving

reductions with respect to the objective function.

Cut Separators

In SCIP, there are two different types of cuttingnes. The first type involve constraint-
based cutting planes, that are valid inequalitresven facets of the polyhedron described
by a single constraint or a subset of the condsaha single constraint class. The
second type of cutting planes is general purpote winich use the current LP relaxation
and the integrality conditions to generate valielgnalities. Generating those cuts is the

task of cut separators.

Domain Propagators

As same as “Cut Separators”, there are two diftdbemain Propagations: Constraint
based (primal) algorithms, and objective functidag]) based algorithms. An example is
the simple objective function propagator that tggtst the variables’ domains with respect
to the objective bouncl x < ¢ with € being the objective value of the current best ptima

solution.
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Variable Pricers

Several optimization problems are modeled with gehnumber of variables. In this case,
the full set of variables cannot be generated wraade. Instead, the variables are added
dynamically to the problem whenever they may imprthe current solution. In mixed
integer programming, this technique is called calugeneration. SCIP supports dynamic
variable creation by variable pricers. They aréechlipon during sub-problem processing
and have to generate additional variables thatoethe lower bound of the sub-problem.
If they operate on the LP relaxation, they wouldally calculate the reduced costs of the
not yet existing variables with a problem speddigorithm and add some or all of the
variables with negative reduced costs. Note thmtesvariable pricers are part of the
model, they are always problem class specific. &loee, SCIP does not contain any

“default” variable pricers.

Branching Rules
If the LP solution of the current subproblem isctranal, the integrality constraint
handler calls the branching rules to split the pois into subproblems. Usually, a

branching rule creates two subproblems by splitirsingle variable’s domain.

Node Selectors

Node selectors decide which of the leaves in tlieeotibranching tree is selected as next
sub-problem to be processed. This choice can htarg@impact on the solver’s
performance, because it influences the search dpeduk feasible solutions and the

development of the global dual bound.
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Primal Heuristics

SCIP provides specific infrastructure for divingdgmobing heuristics. Diving heuristics
iteratively resolves the LP after making a few ajemto the current sub-problem, usually
aiming at driving the fractional values of integariables to integrality. Probing
heuristics are even more sophisticated. BesidesgolLP relaxations, they may call the
domain propagation algorithms of the constraintdtens after applying changes to the
variables’ domains, and they can undo these chamgbacktracking. Other heuristics
such as rounding heuristics, objective diving h&iaj and improvement heuristics are

also used in SCIP solver.

Relaxation Handlers

SCIP provides specific support for LP relaxaticzmnstraint handlers implement
callback methods for generating the LP, additianiseparators may be included to
further tighten the LP relaxation, and there al@at af interface methods available to

access the LP information at the current subproblem

SCIP also contains other plugins such as “Eventdléas’, “Conflict Handlers”, “Dialog
Handlers”, and “Message Handlers”. For example ‘fGcrHandlers” can be applied to
learn from infeasible sub-problems. SCIP uses emtdit relaxations (e.g., semidefinite
relaxations or Lagrangian relaxations) working angllel or interleaved. Another
important feature of SCIP is the dynamic memory ag@ment which reduces the
number of operation system calls with automatic immgnheakage detection in debug

mode.
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4.2 Parameters setting

As mentioned earlier, solving P2 is sufficient &t g global or local optimum for the
original problem PO. Before using SCIP in GAMS tive P2, parameters settings are
needed to test different scenarios in our prob®ome of these parameter settings are

shown in Table 1.

Parameters Values
fj Uniformly distributed random numbers between [80]18see Table 4
d. 0.0854

[ 2(1.14)Great circle distance between i & j

h 12
Z, 1.64, 1.96
M 5
z. 50,75,100

Table 2- Parameters setting values

The annual average and variance of surpluses dneries for all candidate nodes (60
nodes) for any product-type are taken from compaig. Also some missing data and
coefficient of variations of all nodes are randoménerated because of lack of data.
There is no average and variance for existing D€sr{o demand/donations in the
current DCs) and no demand in existing ADCs. Thedges are derived from the annual
number of trips from Oct 2011 to Sep 2012. Alsadgised by the company sources,
deliveries and surplus percentage for any prodye are different in various months.

During Sep-May, deliveries and surpluses are aBo%t and 20% respectively, but
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during June-Aug, these percentages change to 4A%Q# respectively. Also the
product-types ratios are different from one mowotkhe other. During Sep-May, HL and
SL ratios are 66% and 34% respectively and in Jlulg, and August, these ratios
change to 35% and 65% respectively. These ratid@ssumptions are used to calculate
the annual average of deliveries and surplusesrimg of the number of Gaylord for any
product type (herein HL and SL) in all nodes. Faa $tores without information about
the number of trips, the annual number of trips imiformly distributed random number
generated with mean 125 and standard deviatio®.0Ad mentioned in assumptions
section, 25 Gaylord of any product type is shippegach trip, equal to the capacity of a

truck.

The coefficients of variation (CV) are used to a#dte the annual standard deviation of
deliveries and surpluses in terms of the numb&aflord for any product type in all
nodes. CV is generated as a uniformly distribuggdiom number between 0.1-0.4. This
range is reasonable based on the literature reiewording to equation (1) in the
problem definition section, the total variance dfetence between surpluses and
deliveries for all product types is calculated. Hoistrative purposes, Table 2 shows a
summary of only 10 nodes in the system includinguah average # of trips, annual

average # of deliveries and surplus, and mean Qdélferies and surplus.
Fixed location costsfq ), of 10 nodes are also presented in Table 3ltmtiation

purposes only. Similarly to the fixed costs in TaB| values for all 60 nodes are
randomly generated as uniformly distribution in [8@,120] interval. These interval

limits are representative of the range of warehdixeel costs. As was mentioned in



parameter description sectidn,is the total distance travelled, which is double th

estimated distance between any two nodes.
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# of TRIPS According to Retail and Coefficient of Variation (CV)

ANNUALIZED ADC Ratios Assumption: CV ~ U(0.1 - 0.4)
STORE cV -
CODE SEP'12 - SEP'11 MU - Delivery MU - Surplus CV - Delivery Surplus
GWO03 119 83 36 0.24 0.25
GWO05 79 55 24 0.18 0.26
GWO07 136 0 136 0.25 0.24
GWO09 99 69 30 0.32 0.27
GW11 99 69 30 0.21 0.24
GW13 99 69 30 0.36 0.30
GW15 263 184 79 0.25 0.39
GW17 117 82 35 0.28 0.19
GW19 108 76 32 0.37 0.22
GW21 102 71 30 0.32 0.35

Table 3- Annual average # of trips, Deliveries, Surplus

14%



Store Code f j
GWo1 115
GW02 88
GWO03 86
GWo04 111
GWO05 94
GWO06 106
GWo07 115
GWO08 101
GWO09 90
GW10 89

Table 3- Fixed location costs for 10 nodes

Sv
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CHAPTER 5: NUMERICAL EXAMPLES, RESULTS,
CONCLUSION, AND FUTURE RESEARCH

5.1 Numerical Examples

Three set of nodes are tested for numerical exanple 45, and 60 nodes. The 30-node
set includes the odd-numbered nodes (GW01, GW030%;\atc) only. The 45-node set
includes the first 30 nodes, in addition to 15 otmades in multiples of four (i.e. GWO04,

GWO08, etc). The 60-node set includes all nodebkerstipply chain system. For any
problem set, different settings 8f 6 , coverage radius, angj, are used as experimental
scenarios to test the problem. These scenariosdncahexamples) were run using the
relaxation model P2, written in GAM$ andd take the values 0.1, 0.01, and 0.001, so

the total number of combinationg (@ ) is nine. Coverage radius is chosen from {50,
75,100} in miles andz, is chosen from {1.64, 1.96}. So the total numbeexperiments

for any set of nodes is 9*3*2 (i.e. 54).

Model outputs include: solution gap, solution tirmenual facility location cost, total
annual transportation cost, annual average invemiost, total annual safety stock cost,
total system cost (objective function value), ogeBEs, retailer assignments. We note
that in SCIP solver the solution gap is the diffee between upper bound (feasible
solution) and lower bound (the infeasible heurisbtution). Tables 4 a-d, 5 a-d, and 6a-

d present all numerical examples in the model @r4%, and 60- node sets respectively.



EXP # Nodes Beta Theta CR Zalpha |Beta/Theta | Gap % | Time (sec) | DC_Cost | Trans_Cost Mean inv. Cost Service_Cost| Obj. Value
1 30 0.001 0.001 50 1.96 1 0 10 244 265 361 139 1,010
2 30 0.001 0.001 50 1.64 1 0 12 244 265 361 117 987
3 30 0.001 0.001 75 1.96 1 0 0.18 166 266 361 116 909
4 30 0.001 0.001 75 1.64 1 0 0.14 166 266 361 97 890
5 30 0.001 0.001 100 1.96 1 0 0.47 166 266 361 116 909
6 30 0.001 0.001 100 1.64 1 0 0.65 166 266 361 97 890
EXP # Nodes Beta Theta CR Zalpha |Beta/Theta |Gap % | Time (sec) | DC_Cost | Trans_Cost Mean inv. Cost Service_Cost| Obj. Value
7 30 0.001 0.01 50 1.96 0.1 0 131 244 303 3,613 1,311 5,471
8 30 0.001 0.01 50 1.64 0.1 0 85 244 288 3,613 1,111 5,256
9 30 0.001 0.01 75 1.96 0.1 0 49 166 266 3,613 1,160 5,204
10 30 0.001 0.01 75 1.64 0.1 0 34 166 266 3,613 970 5,015
11 30 0.001 0.01 100 1.96 0.1 0 52 166 266 3,613 1,160 5,204
12 30 0.001 0.01 100 1.64 0.1 0 43 166 266 3,613 970 5,015
EXP # Nodes Beta Theta CR Zalpha |Beta/Theta |Gap % | Time (sec) | DC_Cost | Trans_Cost Mean inv. Cost Service_Cost| Obj. Value
13 30 0.001 0.1 50 1.96 0.01 0 995 244 303 36,126 13,112 49,784
14 30 0.001 0.1 50 1.64 0.01 0 896 244 303 36,126 10,971 47,644
15 30 0.001 0.1 75 1.96 0.01 0 175 195 631 36,126 10,212 47,163
16 30 0.001 0.1 75 1.64 0.01 0 181 195 631 36,126 8,545 45,496
17 30 0.001 0.1 100 1.96 0.01 0 6 111 829 36,126 8,201 45,266
18 30 0.001 0.1 100 1.64 0.01 0 5 111 829 36,126 6,862 43,928
EXP # Nodes Beta Theta CR Zalpha |Beta/Theta |Gap % | Time (sec) | DC_Cost | Trans_Cost Mean inv. Cost Service_Cost| Obj. Value
19 30 0.01 0.001 50 1.96 10 0 14 480 1,886 361 176 2,903
20 30 0.01 0.001 50 1.64 10 0 12 480 1,886 361 147 2,874
21 30 0.01 0.001 75 1.96 10 0 21 476 1,884 361 176 2,897
22 30 0.01 0.001 75 1.64 10 0 23 476 1,884 361 147 2,869
23 30 0.01 0.001 100 1.96 10 0 31 476 1,884 361 176 2,897
24 30 0.01 0.001 100 1.64 10 0 28 476 1,884 361 147 2,869
EXP # Nodes Beta Theta CR Zalpha |Beta/Theta |Gap % | Time (sec) | DC_Cost | Trans_Cost Mean inv. Cost Service_Cost| Obj. Value
25 30 0.01 0.01 50 1.96 1 0 133 316 2,401 3,613 1,350 7,680
26 30 0.01 0.01 50 1.64 1 0 133 389 2,130 3,613 1,308 7,439
27 30 0.01 0.01 75 1.96 1 0 616 166 2,661 3,613 1,160 7,600
28 30 0.01 0.01 75 1.64 1 0 547 299 2,339 3,613 1,130 7,380
29 30 0.01 0.01 100 1.96 1 0 776 166 2,661 3,613 1,160 7,600
30 30 0.01 0.01 100 1.64 1 0 748 299 2,339 3,613 1,130 7,380

Table 4a- Gap/Time/Costs in 30 nodes
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EXP# | Nodes Beta Theta CR Zalpha |Beta/Theta | Gap % | Time (sec) | DC_Cost | Trans_Cost Mean inv. Cost | Service_Cost| Obj. Value
3 30 0.01 0.1 50 1.96 0.1 0 415 316 2,481 36,126 13,352 52,276
32 30 0.01 0.1 50 1.64 0.1 0 370 316 2,481 36,126 11,172 50,096
33 30 0.01 01 75 1.96 0.1 0 1146 166 2,661 36,126 11,595 50,549
34 30 0.01 01 75 1.64 0.1 0 1177 166 2,661 36,126 9,702 48,656
35 30 0.01 01 100 1.96 0.1 0 1836 166 2,661 36,126 11,595 50,549
36 30 0.01 01 100 1.64 0.1 0 1778 166 2,661 36,126 9,702 48,656

EXP# | Nodes Beta Theta CR Zalpha |Beta/Theta | Gap % | Time (sec) | DC_Cost | Trans_Cost Mean inv. Cost | Service_Cost| Obj. Value
37 30 0.1 0.001 50 1.96 100 0 480 18,859 361 176 19,877
38 30 0.1 0.001 50 1.64 100 0 480 18,859 361 147 19,848
39 30 0.1 0.001 75 1.96 100 0 9 481 18,807 361 176 19,826
40 30 0.1 0.001 75 1.64 100 0 12 481 18,807 361 147 19,797
11 30 0.1 0.001 100 1.96 100 0 20 481 18,807 361 176 19,826
42 30 0.1 0.001 100 1.64 100 0 23 481 18,807 361 147 19,797

EXP# | Nodes Beta Theta CR Zalpha |Beta/Theta | Gap % | Time (sec) | DC_Cost | Trans_Cost Mean inv. Cost | Service_Cost| Obj. Value
43 30 0.1 0.01 50 1.96 10 0 17 480 18,859 3,613 1,760 24,712
44 30 0.1 0.01 50 1.64 10 0 13 480 18,859 3,613 1,473 24,425
45 30 0.1 0.01 75 1.96 10 0 28 481 18,807 3,613 1,761 24,662
16 30 0.1 0.01 75 1.64 10 0 19 481 18,807 3,613 1,474 24,375
a7 30 0.1 0.01 100 1.96 10 0 4 481 18,807 3,613 1,761 24,662
48 30 0.1 0.01 100 1.64 10 0 43 481 18,807 3,613 1,474 24,375

EXP# | Nodes Beta Theta CR Zalpha |Beta/Theta | Gap % | Time (sec) | DC_Cost | Trans_Cost Mean inv. Cost | Service_Cost| Obj. Value
49 30 0.1 01 50 1.96 1 0 182 480 18,859 36,126 17,605 73,070
50 30 0.1 0.1 50 1.64 1 0 129 480 18,859 36,126 14,731 70,196
51 30 0.1 0.1 75 1.96 1 0 1227 429 20,485 36,126 15,719 72,759
52 30 0.1 0.1 75 1.64 1 0 1140 481 18,807 36,126 14,737 70,152
53 30 0.1 0.1 100 1.96 1 0 1278 429 20,485 36,126 15,719 72,759
54 30 0.1 01 100 1.64 1 0 1284 481 18,807 36,126 14,737 70,152

Table 4b- Gap/Time/Costs in 30 nodes
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EXP# | Nodes | Beta | Theta (R | Zalpha |Beta/Theta DCs Assignments

1 30 | 0001|0001 50 196 1 {19,27,45} {19:19,31,47,49,55} {27: 1,39,13,17,21,25,27,33,35,37,39,41,51,57}  {45:5,7,11,15,29,43,45,53}

2 30 |0001|0001| 50 | 164 1 {19,27,45} {19:19,31,47,49,55} {27: 1,3,9,13,17,21,25,27,33,35,37,39,41,51,57}  {45:5,7,11,15,29,43,45,53}

3 30 | 0001|0001 75 | 196 1 127,53} {27: 1,3,9,13,17,21,25,27,33,35,37,39,41,51,57}  {53: 5,7,11,15,19,29,31,43,45,47,49,53,55}

4 30 | 0001|0001 75 164 1 {27,53} {27: 1,39,13,17,21,25,27,33,35,37,39,41,51,57}  {53: 5,7,11,15,19,29,31,43,45,47,49,53,55}

5 30 | 0.001|0.001| 100 | 1.96 1 {27,53} {27: 1,39,13,17,21,25,27,33,35,37,39,41,51,57}  {53: 5,7,11,15,19,29,31,43,45,47,49,53,55}

6 30 |0.001|0.001| 100 | 164 1 {27,53} {27: 1,3,9,13,17,21,25,27,33,35,37,39,41,51,57}  {53: 5,7,11,15,19,29,31,43,45,47,49,53,55}
EXP# | Nodes | Beta | Theta | CR |Zalpha |Beta/Thet DCs Assignments

7 30 | 0001 001 50 196 0.1 {19,27,45} {19:7,15,19,29HL,31,45,47HL,49,535L,55S5L} {27: 1,3,9,13,17,21,25,27,33,35,37,39,41,51,57}  {45:5,11,295L,43,475L,53HL,55HL}
8 30 |0001| 001 | 50 | 164 | 0.1 {19,27,45} {19:7,15,19,29HL,31,47,49,535L,55} {27: 1,3,9,13,17,21,25,27,33,35,37,39,41,51,57}  {45:5,11,295L,43,45,53HL}
9 30 |0.001] 001 | 75 | 196 0.1 {2753} {27: 1,3,9,13,17,21,25,27,33,35,37,39,41,51,57}  {53: 5,7,11,15,19,29,31,43,45,47,49,53,55}

10 30 |0.001] 001 | 75 | 164 0.1 {27,53} {27: 1,3,9,13,17,21,25,27,33,35,37,39,41,51,57}  {53: 5,7,11,15,19,29,31,43,45,47,49,53,55}

11 30 |0001| 001 | 100 | 196 0.1 {27,53} {27: 1,39,13,17,21,25,27,33,35,37,39,41,51,57}  {53: 5,7,11,15,19,29,31,43,45,47,49,53,55}

12 | 30 |0001| 001 | 100 | 164 | 0.1 {27,53} {27: 1,3,9,13,17,21,25,27,33,35,37,39,41,51,57}  {53: 5,7,11,15,19,29,31,43 45 47,49,53,55}
EXP# | Nodes | Beta | Theta | CR |Zalpha |Beta/Thet DCs Assignments

13 30 |0001| 01 50 1.96 0.01 {19,27,45} {19: 7,15,19,29HL,31,45,47HL,49,535L,555L} {27: 1,3,9,13,17,21,25,27,33,35,37,39,41,51,57}  {45:5,11,295L,43,475L,53HL,55HL}
14 30 |0001| 01 50 164 0.01 {19,27,45} {19:7,15,19,29HL,31,45,47HL,49,535L,555L} {27: 1,3,9,13,17,21,25,27,33,35,37,39,41,51,57}  {45:5,11,295L,43,475L,53HL,55HL}
15 30 | 0.001| 0.1 75 1.96 0.01 {19,35} {19:5,19,4751,49,53HL,55} {35: All rest of retailers and products}

16 30 | 0001 01 75 1.64 0.01 {19,35} {19:5,19,475L,49,53HL,55} {35: All rest of retailers and products}

17 30 | 0001 01 100 | 196 0.01 {23} {23: ALL retailers and products}

18 30 | 0001 01 100 | 1.64 0.01 {23} {23: ALL retailers and products}
EXP# | Nodes | Beta | Theta | CR |Zalpha |Beta/Thet DCs Assignments

19 30 | 001 |0.001| 50 | 196 10 {9,27,37,47,55} {9:1,3,9,11,35} {27:13,17,27,41,57} {37:21,25,33,37,39,51} {47:7,15,29,31,45,47,53} {55: 5,19,43,49,55}
20 30 0.01 | 0.001 | 50 164 10 {9,27,37,47,55} {9:1,3,9,11,35} {27:13,17,27,41,57} {37:21,25,33,37,39,51} {47:7,15,29,31,45,47,53} {55:5,19,43,49,55}
21 | 30 | 001 |0001| 75 | 196 | 10 | {3,27,37,4755} {3:1,3,9,35,51} {27:13,17,27,41,57) {37:21,2533,37,39} {47:7,11,15,29,31,45,47,53} {55: 5,19,43 49,55}
22 30 | 001 |0001| 75 | 164 10 {3,27,37,47,55} {3:1,3,9,35,51} {27:13,17,27,41,57} {37:21,25,33,37,39} {47:7,11,15,29,31,45,47,53} {55:5,19,43,49,55}
23 30 | 001 |0.001| 100 | 196 10 {3,27,37,47,55} {3:1,3,9,35,51} {27:13,17,27,41,57} {37:21,25,33,37,39} {47:7,11,15,29,31,45,47,53} {55:5,19,43,49,55}
24 30 0.01 | 0001 | 100 | 164 10 {3,27,37,47,55} {3:1,3,9,35,51} {27:13,17,27,41,57} {37:21,25,33,37,39} {47:7,11,15,29,31,45,47,53} {55:5,19,43,49,55}
EXP# | Nodes | Beta | Theta | CR |7Zalpha |Beta/Thet DCs Assignments

25 30 | 001 | 001 | 50 | 196 1 {15,27,55} {15:7,11,15,29,31,4547,53}  {27:1,3,9,13,17,21,25,27,33,35,37,39,41,51,57} {55:5,19,43,49,55}

26 30 0.01 | 0.01 50 164 1 {9,27,47,55} {9: 1HL,35L,9,11,35,51} {27:1SL,3HL,13,17,21,25,27,33,37,39,41,57}  {47:7,15,29,31,45,47,53} {55:5,19,43,49,55}
27 30 0.01 | 0.01 75 196 1 {27,53} {27: 1,39,13,17,21,25,27,33,35,37,39,41,51,57}  {53: 5,7,11,15,19,29,31,43,45,47,49,53,55}

Table 4¢-DC locations and assignments in 30 nodes
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28 | 30 | 001|001 | 75 | 164 1 {27,47,55} {27:1,3,9,13,17,21,25,27,33,35,37,39,41,51,57)  {47:7,11,15,29,31,45,47,53) {55: 5,19,43,49,55)

29 | 30 | 001 | 001 | 100 | 196 1 {27,53) {27: 1,3,9,13,17,21,25,27,33,35,37,39,41,51,57}  {53: 5,7,11,15,19,29,31,43,45,47,49,53,55}

30 30 001 | 001 | 100 | 1.64 1 {27,47,55} {27:1,3,9,13,17,21,25,27,33,35,37,39,41,51,57}  {47:7,11,15,29,31,45,47,53} {55:5,19,43,49,55}
EXP# | Nodes | Beta | Theta | CR |Zalpha |Beta/Thet DCs Assignments

31 30 001 | 01 50 1.96 0.1 {15,27,55} {15:7,11,15,19HL,29,31,45,47,535L}  {27:1,3,9,13,17,21,25,27,33,35,37,39,41,51,57} {55:5,195L,43,49,53HL,55}
32 30 001 | 01 50 1.64 0.1 {15,27,55} {15:7,11,15,19HL,29,31,45,47,535L}  {27:1,3,9,13,17,21,25,27,33,35,37,39,41,51,57} {55:5,195L,43,49,53HL,55}
33 30 001 | 01 75 1.96 0.1 {27,53} {27: 1,3,9,13,17,21,25,27,33,35,37,39,41,51,57}  {53: 5,7,11,15,19,29,31,43,45,47,49,53,55}

34 30 001 01 75 1.64 0.1 {27,53} {27: 1,3,9,13,17,21,25,27,33,35,37,39,41,51,57}  {53: 5,7,11,15,19,29,31,43,45,47,49,53,55}

35 30 001 01 100 | 1.96 0.1 {27,53} {27: 1,3,9,13,17,21,25,27,33,35,37,39,41,51,57}  {53: 5,7,11,15,19,29,31,43,45,47,49,53,55}

36 30 001 01 100 | 164 0.1 {2753} {27: 1,3,9,13,17,21,25,27,33,35,37,39,41,51,57}  {53: 5,7,11,15,19,29,31,43,45,47,49,53,55}

EXP# | Nodes | Beta | Theta | CR |Zalpha |Beta/Thet DCs Assignments

37 30 | 01 |0001| 50 | 196 | 100 | {9,27,37,47,55} 19:1,3,9,11,35} {27:13,17,27,41,57} {37:21,25,33,37,39,51} {47:7,15,29,31,45,47,53} {55:5,19,43,49,55}
38 30 | 01 |0001| 50 | 164 | 100 | {9,27,37,47,55} 19:1,3,9,11,35} {27:13,17,27,41,57} {37:21,25,33,37,39,51} {47:7,15,29,31,45,47,53} {55:5,19,43,49,55}
39 30 | 01 |0001| 75 | 196 | 100 | {3,27,29,37,55} {3:1,3,9,35,51} {27:13,17,27,41,57} {37:21,25,33,37,39} {29:7,11,15,29,31,45,47,53} {55: 5,19,43,49,55}
40 30 | 01 |0001| 75 | 164 | 100 | {3,27,29,37,55} {3:1,3,9,35,51} {27:13,17,27,41,57} {37:21,25,33,37,39} {29:7,11,15,29,31,45,47,53} {55: 5,19,43,49,55}
41 | 30 | 01 |0001| 100 | 196 | 100 | {3,.27,29,37,55} {3:1,3,9,35,51} 127:13,17,27,41,57} {37:21,25,33,37,39} {29:7,11,15,29,31,45,47,53} {55: 5,19,43,49,55}
42 | 30 | 01 |0001| 100 | 164 | 100 | {3,.27,29,37,55) (3:1,3,9,35,51) {27:13,17,27,41,57) {37:21,25,33,37,39) {29:7,11,15,29,31,45,47,53} {55: 5,19,43,49,55)
EXP# | Nodes | Beta | Theta | CR |Zalpha |Beta/Thet DCs Assignments

43 | 30 | 01 | 001 | 50 | 196 | 10 | {9,27,37,47,55) {9:1,3,9,11,35) {27:13,17,27,41,57) {37:21,25,33,37,39,51) [47:7,15,29,31,45,47,53) {55: 5,19,43,49,55)
a4 30 01 | 001 50 164 10 {9,27,37,47,55} {9:1,3,9,11,35} {27:13,17,27,41,57} {37:21,25,33,37,39,51} {47:7,15,29,31,45,47,53} {55: 5,19,43,49,55}
45 30 01 | 001 75 1.96 10 {3,27,29,37,55} {3:1,39,35,51} {27:13,17,27,41,57} {37:21,25,33,37,39} {29:7,11,15,29,31,45,47,53} {55:5,19,43,49,55}
46 30 01 | 001 75 1.64 10 {3,27,29,37,55} {3:1,39,35,51} {27:13,17,27,41,57} {37:21,25,33,37,39} {29:7,11,15,29,31,45,47,53} {55:5,19,43,49,55}
a7 30 01 | 0.01 | 100 | 196 10 {3,27,29,37,55} {3:1,3,9,35,51} {27:13,17,27,41,57} {37:21,25,33,37,39} {29:7,11,15,29,31,45,47,53} {55:5,19,43,49,55}
48 30 01 | 0.01 | 100 | 164 10 {3,27,29,37,55} {3:1,3,9,35,51} {27:13,17,27,41,57} {37:21,25,33,37,39} {29:7,11,15,29,31,45,47,53} {55:5,19,43,49,55}
EXP# | Nodes | Beta | Theta | CR |Zalpha |Beta/Thet DCs Assignments

49 30 | 01 ] 01 50 | 1.96 1 19,27,37,47,55} 19:1,3,9,11,35} {27:13,17,27,41,57} {37:21,25,33,37,39,51} {47:7,15,29,31,45,47,53} {55:5,19,43,49,55}
50 30 | 01 ] 01 50 | 1.64 1 19,27,37,47,55} 19:1,3,9,11,35} {27:13,17,27,41,57} {37:21,25,33,37,39,51} {47:7,15,29,31,454753} {55:5,19,43,49,55}
50 | 30 | 01| 01 | 75 | 196 1 {17,25,29,55} {17:1,3,9,13,17,27,35,37,41,51} {25:21,25,33,39,57} {29:7,11,15,29,31,45,47,53} {55: 5,19,43,49,55}
5 030 | 01| 01| 75 | 164 1 (3,27,29,37,55} (3:1,3,9,35,51) {27:13,17,27,41,57) {37:21,25,33,37,39) {29:7,11,15,29,31,45,47,53} {55: 5,19,43,49,55)
55 | 30 | 01 | 01 | 100 | 196 1 {17,25,29,55) {17:1,3,9,13,17,27,35,37,41,51} {25:21,25,33,39,57) {29:7,11,15,29,31,45,47,53) {55:5,19,43,49,55}
54 | 30 | 01 | 01 | 100 | 164 1 (3,27,29,37,55} (3:1,3,9,35,51) {27:13,17,27,41,57) {37:21,25,33,37,39) {29:7,11,15,29,31,45,47,53} {55: 5,19,43,49,55)

Table 4d- DC locations and assignments in 30 nodes
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EXP # Nodes Beta Theta CR Zalpha ‘Betaﬁheﬂ Gap % | Time (sec) | DC_Cost | Trans_Cost Mean inv. Cost Service_Cost| Obj. Value
1 45 0.001 0.001 50 1.96 1 0 7 267 1,272 434 157 1,272
2 45 0.001 0.001 50 1.64 1 0 23 267 1,272 434 131 1,246
3 45 0.001 0.001 75 1.96 1 0 1 166 410 434 137 1,147
4 45 0.001 0.001 75 1.64 1 0 1 166 410 434 115 1,125
5 45 0.001 0.001 100 1.96 1 0 2 166 410 434 137 1,147
6 45 0.001 0.001 100 1.64 1 0 2 166 410 434 115 1,125
EXP # Nodes Beta Theta CR Zalpha ‘Betaﬁheﬂ Gap % | Time (sec) | DC_Cost | Trans_Cost Mean inv. Cost Service_Cost| Obj. Value
7 45 0.001 0.01 50 1.96 0.1 0 1,606 267 416 4,342 1,562 6,586
8 45 0.001 0.01 50 1.64 0.1 0 546 267 416 4,342 1,562 6,586
9 45 0.001 0.01 75 1.96 0.1 0 757 166 410 4,342 1,370 6,288
10 45 0.001 0.01 75 1.64 0.1 0 479 166 410 4,342 1,146 6,064
11 45 0.001 0.01 100 1.96 0.1 0 852 166 410 4,342 1,370 6,288
12 45 0.001 0.01 100 1.64 0.1 0 595 166 410 4,342 1,146 6,064
EXP # Nodes Beta Theta CR 7alpha ‘Betaﬁheﬂ Gap % | Time (sec) | DC_Cost | Trans_Cost Mean inv. Cost Service_Cost| Obj. Value
13 45 0.001 0.1 50 1.96 0.01 0 7,098 285 487 43,415 15,264 59,451
14 45 0.001 0.1 50 1.64 0.01 0 9,312 285 487 43,415 12,772 56,959
15 45 0.001 0.1 75 1.96 0.01 0 1,803 183 1,004 43,415 11,753 56,355
16 45 0.001 0.1 75 1.64 0.01 0 3,076 183 1,004 43,415 9,834 54,437
17 45 0.001 0.1 100 1.96 0.01 0 21 111 1,221 43,415 9,687 54,434
18 45 0.001 0.1 100 1.64 0.01 0 37 111 1,221 43,415 8,105 52,853
EXP # Nodes Beta Theta CR Zalpha ‘Betaﬁheﬂ Gap % | Time (sec) | DC_Cost | Trans_Cost Mean inv. Cost Service_Cost| Obj. Value
19 45 0.01 0.001 50 1.96 10 0 474 692 2,444 434 247 3,817
20 45 0.01 0.001 50 1.64 10 0 534 692 2,444 434 207 3,777
21 45 0.01 0.001 75 1.96 10 0 339 666 2,406 434 251 3,757
22 45 0.01 0.001 75 1.64 10 0 180 666 2,406 434 210 3,716
23 45 0.01 0.001 100 1.96 10 0 751 666 2,406 434 251 3,757
24 45 0.01 0.001 100 1.64 10 0 262 666 2,406 434 210 3,716
EXP # Nodes Beta Theta CR 7alpha ‘Betaﬁheﬂ Gap % | Time (sec) | DC_Cost | Trans_Cost Mean inv. Cost Service_Cost| Obj. Value
25 45 0.01 0.01 50 1.96 1 12.39 3,005 586 2,671 4,342 2,274 9,873
26 45 0.01 0.01 50 1.64 1 10.28 3,758 687 2,538 4,342 2,046 9,613
27 45 0.01 0.01 75 1.96 1 20.04 3,628 560 2,633 4,342 2,315 9,850
28 45 0.01 0.01 75 1.64 1 17.02 3,731 666 2,406 4,342 2,100 9,514
29 45 0.01 0.01 100 1.96 1 20.34 9,173 666 2,406 4,342 2,510 9,923
30 45 0.01 0.01 100 1.64 1 16.45 3,810 666 2,406 4,342 2,100 9,514

Table 5a- Gap/Time/Costs in 45 nodes
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EXP # | Nodes | Beta | Theta | CR | Zalpha |Beta/Theﬁ Gap % |Time (sec}| DC Cost | Trans_Cost| Meaninv. Cost | Service Cost| Obj. Value
31 45 0.01 0.1 50 1.96 0.1 12.4 3,713 285 4,216 43,415 15,471 63,388
32 45 001 0.1 50 1.64 0.1 10.12 4,232 285 4,216 43,415 12,945 60,862
33 45 0.01 0.1 75 1.96 0.1 18.92 8,963 302 4,647 43,415 15,563 63,927
34 45 001 0.1 75 1.64 0.1 17.39 3,670 279 4,307 43,415 12,854 60,855
35 45 0.01 0.1 100 1.96 0.1 13.8 7,008 184 4,313 43,415 13,699 61,612
36 45 0.01 0.1 100 1.64 0.1 9.52 6,664 184 4,313 43,415 11,463 59,375
EXP # | Nodes | Beta | Theta | CR | Zalpha |Betaﬁheﬂ Gap % |Time (sec}| DC Cost | Trans_Cost| Meaninv. Cost | Service Cost| Obj. Value
37 45 01 0.001 50 1.96 100 0 37 770 23,598 434 267 25,069
38 45 01 0.001 50 1.64 100 0 31 770 23,598 434 223 25,026
39 45 01 0.001 75 1.96 100 0 71 777 23,265 434 268 24,744
40 45 01 0.001 75 1.64 100 0 76 177 23,265 434 224 24,701
4 45 01 0.001 100 1.96 100 0 103 777 23,265 434 268 24,744
42 45 01 0.001 100 1.64 100 0 85 777 23,265 434 224 24,701
EXP # | Nodes Beta | Theta CR | Zalpha |Beta/‘The‘d Gap % |Time (sec}| DC_Cost | Trans_Cost Mean inv. Cost Service_Cost| Obj. Value
43 45 01 0.01 50 1.96 10 0 1,592 770 23,598 4,342 2,670 31,380
44 45 01 0.01 50 1.64 10 0 777 770 23,598 4,342 2,234 30,944
45 45 01 0.01 75 1.96 10 2.7 4,180 754 23,424 4,342 2,671 31,191
46 45 01 0.01 75 1.64 10 0 3,494 777 23,265 4,342 2,242 30,625
47 45 01 0.01 100 1.96 10 2.95 3,624 177 23,265 4,342 2,679 31,063
48 45 01 0.01 100 1.64 10 3.87 5,783 777 23,265 4,342 2,242 30,625
EXP # | Nodes | Beta | Theta | CR | Zalpha |Betaﬁheﬁ Gap % |Time (sec}| DC Cost | Trans_Cost| Meaninv. Cost | Service_Cost| Obj. Value
49 45 01 0.1 50 1.96 1 23/28 18963/383 702 25,667 43,415 24,576 94,361
50 45 01 0.1 50 1.64 1 17.5/22518323/325 692 24,441 43,415 20,658 89,207
51 45 01 0.1 75 1.96 1 30 955 711 24,853 43,415 24,740 93,720
52 45 01 01 75 1.64 1 24 4,090 711 24,853 43,415 20,701 89,681
53 45 01 0.1 100 1.96 1 29 2,842 692 24,441 43,415 24,689 93,238
54 45 0.1 0.1 100 1.64 1 22.82 3,195 675 24,310 43,415 21,062 89,462

Table 5b- Gap/Time/Costs in 45 nodes
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EXP# | Nodes | Beta | Theta CR | Zalpha Beta/Thet: DCs Assignments

1 45 0.001 | 0001 50 196 1 {11,16,27} {11:9HL,11,20,365,43,48} {16:5,7,15,16,28,29,31,32,36HL,45,47,49,52,53,55} {27:1,3,4,8,95L,12,13,17,19,21,24,25,27,33,35,37,39,40,41,44,51,56,57 59}

2 45 | 0001 | 0001 | 50 | 164 1 {11,16,27} {11: 9HL,11,20,365L,43,48} {16:5,7,15,16,28,29,31,32,36HL,45,47,49,52,53,55} {27:1,3,4,8,95L,12,13,17,19,21,24,25,27,33,35,37,39,40,41,44,51,56,57 59}

3 45 | 0001 | 0001 | 75 | 19 1 (27,53} {53:5,7,11,15,16,20,28,29,31,32,36,43,45,47,49,52,53,55} {27: Al rest of retailers and products}

4 45 | 000 | 0001 | 75 | 164 1 (27,53} 153:5,7,11,15,16,20,28,29,31,32,36,43,45,47,49,52,53,55) {27: All rest of retailers and products}

5 45 | 0001 | 0001 | 100 | 196 1 (27,53} {53:5,7,11,15,16,20,28,29,31,32,36,43,45,47,49,52,53,55} {27: All rest of retailers and products}

6 45 | 0001 | 0001 | 100 | 164 1 (27,53} {53:5,7,11,15,16,20,28,29,31,32,36,43,45,47,49,52,53,55} {27: All rest of retailers and products}
EXP# | Nodes | Beta | Theta (R | Zalpha Beta/Thet: DCs Assignments

7 45 | 0001 | 001 | 50 | 19 | 01 {11,16,27} (11: 9HL,11,20,2451,365L,43HL,48} {16: 5,7,15,16,28,29,31,32,36HL,435L,45,47,49,52,53,55} {27:1,3,4,895L,12,13,17,19,21,24HL,25,27,33,35,37,39,40,41,44,51,56,57,59}
8 45 | 0001 | 001 | 50 | 164 | 01 {11,16,27} (11: 9HL,11,20,2451,365L,43HL,48} {16: 5,7,15,16,28,29,31,32,36HL,435L,45,47,49,52,53,55} {27:1,3,4,8,95,12,13,17,19,21,24HL,25,27,33,35,37,39,40,41,44,51,56,57 59}
9 45 | 000l | 001 | 75 | 19 | 01 (27,53} 153:5,7,11,15,16,20,28,29,31,32,36,43,45,47,49,52,53,55) {27: All rest of retailers and products}

10 45 | o000t | 001 | 75 | 164 | 01 (27,53} {53:5,7,11,15,16,20,28,29,31,32,36,43,45,47,49,52,53,55} {27: All rest of retailers and products}

1 45 | 0001 | 001 | 100 | 19 | 01 (27,53} {53:5,7,11,15,16,20,28,29,31,32,36,43,45,47,49,52,53,55} {27: All rest of retailers and products}

12 45 0001 | 001 100 1.64 0.1 (27,53} {53:5,7,11,15,16,20,28,29,31,32,36,43,45,47,49,52,53,55) {27 All rest of retailers and products}
EXP# | Nodes | Beta | Theta (R | Zalpha Beta/Thet; DCs Assignments

13 45 | 0001 | 01 | 50 | 19 | 001 (16,27 43} {16: 5,285,295, 32HL,A7SL,49,53HL55HL}  {43: 7,11,15,16,20,28HL,29HL,31,325L,36,43,45,47HL,52,535L,555L} {27: ALLTHEREST}

14 45 | 000l | 01 | 50 | 164 | 001 (16,27 43} {16: 5,285,295, 32HLA75L,49,53HL55HL}  {43: 7,11,15,16,20,28HL,29HL,31,325L,36,43,45,47HL,52,535L,555L} {27 ALLTHEREST}

15 45 | 000t | o1 | 75 | 19 | 001 (19,48} {19: 5,19,285,49,53HD,55} {48: All the rest of retailers)

16 45 | o000t | 01 | 75 | 164 | 001 (19,48} {19: 5,19,285,49,53HD,55} {48: All the rest of retailers)

17 45 | 0001 | 01 | 100 | 19 | 001 (23} {23: all the retailers)

18 45 0.001 0.1 100 164 0.01 {23} {23: all the retailers}
EXP# | Nodes | Beta | Theta (R | Zalpha peta/Thet; DCs Assignments

19 45 | 001 | 0001 | 50 | 196 | 10 | {1624,2527374347} |  {16:7,16,28,49,55){24:1,9,24,35,48} {25: 21,25,39,44,57} {27:3,8,12,13,17,19,27,40,41,56} {37: 4,33,37,51,59) {43:5,11,20,43,45} {47:15,29,31,32,36,47,52,53}
20 45 | 001 | 0001 | 50 | 164 | 10 | {1624,2527,374347) |  {16:7,16,28,49,55){24:1,9,4,35,48} {25: 21,25,39,44,57} {27:3,8,12,13,17,19,27,40,41,56} {37: 4,33,37,51,59} {43:5,11,20,43,45} {47:15,29,31,32,36,47,52,53}
21 45 0.01 | 0001 75 196 10 {16,24,25,27,37,45,47) {16:5,16,28,49,55) {24:1,9,24,35,48} {25:21,25,39,44,57} {27:3,8,12,13,17,19,27,40,41,56} {37:4,33,37,51,59} {45:7,11,20,36,43,45,52} {47:15,29,31,32,47,53}

b) 45 | 001 | 0001 | 75 | 164 | 10 | {16,24,2527,37 45,47} {16:5,16,28,49,55}{24:1,9,24,35,48} {25:21,25,39,44,57} {27:3,8,12,13,17,19,27,40,41,56} {37:4,33,37 51,50} {45:7,11,20,36,43,45,52} {47:15,29,31,32,47,53}

3 45 | 001 | 0001 | 100 | 196 | 10 | {16,24,2527,37 4547} {16:5,16,28,49,551 {24:1,9,24,35,48} {25:21,25,39,44,57} {27:3,8,12,13,17,19,27,40,41,56} {37:4,33,37 51,50} {45:7,11,20,36,43,45,52} {47:15,29,31,32,47,53}

% 45 | 001 | 0001 | 100 | 164 | 10 | {16,24,2527,37 4547} {16:5,16,28,49,55}{24:1,9,24,35,48} {25:21,25,39,44,57} {27:3,8,12,13,17,19,27,40,41,56} {37:4,33,37 51,50} {45:7,11,20,36,43,45,52} {47:15,29,31,32,47,53}
EXP# | Nodes | Beta | Theta | CR | Zalpha Peta/Thet DCs Assignments

25 45 001 | 001 50 1.96 1 {16,24,27,37,43 47} {16: 7,16,28,49,55) {24:19,24,3548) {27: 38,12,13,17,19,27,40,41,44,56,57} {37: 4,21,25,33,37,39,51,59} {43: 5,11,20,43 45} {47: 15,29,31,32,36,47,52,53}
% 45 | 001 | 001 | 50 | 164 1| (3162425274347} |{3:3495159) {16: 7,1628,49,55) {24: 124354048} {25: 21,2533,39,44} {27: 812,13,17,19,7,3741,56,57} {43: 511,20,43,45} {47: 15,9,31,32,36,47,52,53}
7 45 | 001 | 001 | 75 | 196 1 (16,24,2737,45,47) {16: 5,16,28,49,55} {24:15,24,35,48} {27: 3,8,12,13,17,19,7,40,41,44,56,57} {37: 4,21,25,33,37,39,51,50} {45: 7,11,20,36,43,45,52} {47: 15,29,31,32,47 53}
b} 45 | 001 | 001 | 75 | 164 1| {16,242527,37,4547} {16:5,16,28,49,55}{24:1,9,24,35,48} {25:21,25,39,44,57} {27:3,8,12,13,17,19,27,40,41,56} {37:4,33,37 51,50} {45:7,11,20,36,43,45,52} {47:15,29,31,32,47,53}

29 45 | 001 | 001 | 100 | 19 1| {16,24.2527,37,45,47} {16:5,16,28,49,55}{24:1,9,24,35,48} {25:21,25,39,44,57} {27:3,8,12,13,17,19,27,40,41,56} {37:4,33,37 51,59} {45:7,11,20,36,43,45,52} {47:15,29,31,32,47,53}

30 45 001 | 001 | 100 | 164 1 {16,24,25,27,37,45,47) {16:5,16,28,49,55) {24:1,9,24,35,48} {25:21,25,39,44,57} {27:3,8,12,13,17,19,27,40,41,56} {37:4,33,37,51,59} {45:7,11,20,36,43,45,52} {47:15,29,31,32,47,53}

Table 5¢- DC locations and assignments in 45 nodes
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EXP# | Nodes | Beta | Theta | (R | Zalpha Peta/Thet DCs Assignments

£l 45 001 | 01 5 | 1% | 01 (16,2743} {16: 7,15,16,28,29,31,32,36HL,45,47,49,52,53,555L)  {43: 5,11,20,365L,43,55HL} {27 ALLTHEREST)

2 45 001 | 01 50 | 164 | 01 (16,2743} {16: 7,15,16,28,29,31,32,36HL,45,47,49,52,53,555L)  {43: 5,11,20,365L,43,55HL} {27 ALLTHEREST)

3 45 001 | 01 75 1% | 01 {1347} ,39SLAOHL,A15L A8HL56HL595L) {3: 1HL3,4,8,9,12,13,17,21,24HL,25,2751,33,35,37,39HL,A0SL A LHL 44 4851,51,565L,57,59HL} {47 5,7,1151,15,16,19,20,28,29,31,32,36
34 45 001 | 01 75 e |0l (16,2747 b: 551,7,15,16,20,28,31,325L 36HL,43 45, 4THL 49,5255} {27: 1,3,4,89,12,13,17,19,21,04,25,7,33,35,37,39,40,41,44 48 51.,56,57,59}  {47: 5HL,11,29,32HL,365L475L,5
35 45 | 001 ] 01 | 100 | 19 | 01 {2147} {47: 5,7,11,15,16,20,28,29,31,32,36,43,45,47,49,52,53,55} {27: All rest of retailers}

36 45 | 001 | 01 | 100 | 164 | 01 {2147} {47: 5,7,11,15,16,20,28,29,31,32,36,43,45,47,49,52,53,55} {27: All rest of retailers}

EXP# | Nodes | Beta | Theta | (R | Zalpha Peta/Thet DCs Assignments

37 45 01 | 0001 | 50 | 196 | 100 |{1,11,16,2527,3747,52} [1,12,24,3540} {11: 9,11,2043 48} {16:516,2849,55} {25:21,2539,44,57} {27: 3,8,13,17,19,27.41,56} {37: 4,33,37,50,59) {47: 15,931,324} {52: 7,364552,
38 45 01 | 0001 | 50 | 164 | 100 |{1,11,6,2527,3747,52} |1,12,24,3540} {11: 9,11,204348} {16:516,2849,55} {25:21,2539,44,57} {27: 3813,17,19,27.41,56} {37: 4,33,37,50,59) {47: 15,931,324} {52: 7,364552,
39 45 01 | 0001 | 75 | 19 | 100 |{1617,242527374752)}:5,16,28,49,55) {17: 38,12,17,40) {24: 19,0435,48} {25:21,0539,4457} {27 13,19,27,41,56} (37: 433375159} {47: 1529313247} {52: 7,11,20.36,43,45,52,!
40 45 01 | 0001 | 75 | 164 | 100 |{1617,242527374752)5,16,28,49,55) {17: 38,12,17,40) {24: 19,04,35,48} {25:21,0539,4457} {27: 13,19,27,41,56} (37: 433375159} {47: 1529,31,32,47} {52: 7,11,20.36,43,45,52,!
4 45 01 | 0001 | 100 | 196 | 100 |{167,242527374752)}5,16,28,49,55) {17: 38,12,17,40) {24: 19,0435,48} {25:21,0539,4457} {27: 13,19,27,41,56} (37: 433375159} {47: 1529,31,32,47} {52: 7,11,20.36,43,45,52,"
Y] 45 01 | 0001 | 100 | 164 | 100 |{1617,242527374752)}5,16,28,49,55) {17: 38,12,17,40) {24: 19,0435,48} {25:21,0539,4457} {27: 13,19,27,41,56} (37: 433375159} {47: 1529313247} {52: 7,11,20.36,43,45,52,!
EXP# | Nodes | Beta | Theta | (R | Zalpha Beta/Thet; DCs Assignments

43 ] 45 | 01 | 001 | S0 | 19 | 10 |{111,16252737,4752}|1,12,243540} {11: 9,11,2043,48} {16:5,162849,55) (252125394457} {27: 38,13,17,1927 41,56} {37: 433315150} {47: 15,29,31,3247} {52: 736,552,
4 | 45 | 01 | 001 | S0 | 164 | 10 |{111,162527374752}|1,12,243540} {11: 911,2043,48} {16:5162849,55) (252125394457} {27: 38,13,17,1927 41,56} {37: 433315150} {47: 15,29,31,3247} {52: 736,552,
45 |45 | 01 | 001 | 75 | 19 | 10 |{13,16242527,374547}{12,13,404156) {16: 516,28,49,55) {24: 19,24,3548} {25:2125394457} {27: 3,817,927} {37: 4333751,59) {45: 7,11,20,36,4345,52} {47: 15,9313
4 | 45 | 01 | 001 | 75 | 164 | 10 [[1617,42527374752) 516284955} {17: 38,1217 40} {24: 19,243548} (252125394457} {27: 13,1927 41,56} {37: 4,33,37,51,50) {47: 15,29,31,32,47} {52: 7,11,20.36,43,45,52,
47 | 45 | 01 | 001 | 100 | 196 | 10 [[1617,4.25273747,52:5,16,28,49,55) {17: 3,812,170} {24: 19,24,35,48} {25:21,25394457} {27: 1319274156} {37: 433375159} {47: 1529313247} {52: 7,11,20.36,43 45,52,
48 | 45 | 01 | 001 | 100 | 164 | 10 [[1617,4.2527374752:5,16,28,49,55) {17: 3,812,170} {24: 19,24,35,48} {25:21,25394457} {27: 1319274156} {37: 4,333751,59} {47: 1529313247} {52: 7,11,20.36,43,45,52,
EXP# | Nodes | Beta | Theta | (R | Zalpha Beta/Thet; DCs Assignments

49 | 45 | 01 | 01 | S0 | 18 | 1 | {1617,2437,4347,5} |6: 7,16,19,28.49,55} {L7: 3812,13,17,27} {24: 1,9243548)  {37: 4,21,2533,37,395159} {43: 511204345} {47: 1529,31,3236,47 52,53} {56: 40,41,44,56,5.
50 | 45 | 01 | 01 | S0 | 164 | 1 | {1624252737,4347) |  {16:7,16,2849,55}{24:1,9,24,35,48}{25: 21,25,39,44,57} {27:38,12,13,17 19,27,4041,56} {37: 4,33,37,51,59} {43:5,11,20,43,45} {47:15,29,31,32,36,47,52,53) |
51| 45 | 01 | 01 | 75 | 18 | | {1617,425374347) |6: 716,19,2849,55) {17: 38,12,13,17 27 404156} {24: 1,924,35,48} {25: 21,25394457) {37: 433375158} {43 511204345} {47: 1529,31,32,36,47 52,53}
50| 45 | 01 | 01 | 75 | 64 | | {1617,425374347) |6: 716,19,2849,55) {17: 38,12,13,17 27 404156} {24: 1,924,35,48} {25: 21,25394457) {37: 433375158} {43: 511204345} {47: 1529,31,32,36,47,52,53)
53 0 45 | 01 | 01 | 100 | 19 | 1 | {1624252737,4347) |  {16:7,16,2849,55}{24:1,9,24,35,48}{25: 21,25,39,44,57} {27:38,12,13,17 19,27,4041,56} {37: 4,33,37,51,59} {43:5,11,20,43,45} {47:15,29,31,32,36,47,52,53)

50 | 45 | 01 | 01 | 100 | 164 | 1 | {242527,8293752) I 1,9,243548) {25 2125394457} {27: 3,812,13,17,19.27 404156} {28: 5, 75,16,28,49,5355} {29: 15,29,31,32,47} {37: 43337,51,59) {52: THL,11,20,36,43,45 "

Table 5d- DC locations and assignments in 45 nodes

12



EXP# | Nodes | Beta | Theta | CR | Zalpha |Beta/Theta | Gap % | Time (sec) | DC_Cost | Trans_Cost | Mean inv. Cost| Service_Cost | Obj. Value

1 60 0.001 0.001 50 1.96 1 0 419 267 635 549 187 1,639
2 60 0.001 0.001 50 1.64 1 0 315 356 528 549 173 1,607
3 60 0.001 0.001 75 1.96 1 0 5 166 616 549 160 1,492
4 60 0.001 0.001 75 1.64 1 0 2 166 616 549 134 1,465
5 60 0.001 0.001 100 1.96 1 0 35 166 616 549 160 1,492
6 60 0.001 0.001 100 1.64 1 0 2 166 616 549 134 1,465
EXP # Nodes Beta Theta CR Zalpha |Beta/Theta | Gap % | Time (sec) | DC_Cost | Trans_Cost | Mean inv. Cost| Service_Cost | Obj. Value
7 60 0.001 0.01 50 1.96 0.1 5.99 9,357 267 642 5,494 1,837 8,241
8 60 0.001 0.01 50 1.64 0.1 35 10,270 267 642 5,494 1,537 7,941
9 60 0.001 0.01 75 1.96 0.1 0 3,887 166 616 5,494 1,605 7,881
10 60 0.001 0.01 75 1.64 0.1 3.09 4,697 166 616 5,494 1,343 7,619
11 60 0.001 0.01 100 1.96 0.1 1.59 3,853 166 616 5,494 1,605 7,881
12 60 0.001 0.01 100 1.64 0.1 0 2,051 166 616 5,494 1,343 7,619
EXP # Nodes Beta Theta CR Zalpha |Beta/Theta | Gap % | Time (sec) | DC_Cost | Trans_Cost | Mean inv. Cost| Service_Cost | Obj. Value
13 60 0.001 0.1 50 1.96 0.01 7.11 11,989 290 806 54,944 17,622 73,662
14 60 0.001 0.1 50 1.64 0.01 478 68,468 267 646 54,944 15,360 71,217
15 60 0.001 0.1 75 1.96 0.01 3.03 8,829 188 1,394 54,944 13,470 69,997
16 60 0.001 0.1 75 1.64 0.01 2.18 7,616 188 1,394 54,944 11,271 67,797
17 60 0.001 0.1 100 1.96 0.01 0 1,533 80 1,637 54,944 11,353 68,014
18 60 0.001 0.1 100 1.64 0.01 0 564 80 1,637 54,944 9,500 66,161
EXP & Nodes Beta Theta CR Zalpha |Beta/Theta | Gap % | Time (sec) | DC_Cost | Trans_Cost | Mean inv. Cost| Service_Cost | Obj. Value
19 60 0.01 0.001 50 1.96 10 3.92 4,567 944 3,117 549 346 4,957
20 60 0.01 0.001 50 1.64 10 2.8 4,807 944 3,117 549 290 4,900
21 60 0.01 0.001 75 1.96 10 476 1,422 915 3,100 549 351 4,915
22 60 0.01 0.001 75 1.64 10 3.22 8,185 915 3,100 549 294 4,858
23 60 0.01 0.001 100 1.96 10 4.87 1,207 915 3,100 549 351 4,915
24 60 0.01 0.001 100 1.64 10 427 2,004 915 3,100 549 294 4,858
EXP # Nodes Beta Theta CR Zalpha |Beta/Theta | Gap % | Time (sec) | DC_Cost | Trans_Cost | Mean inv. Cost| Service_Cost | Obj. Value
25 60 0.01 0.01 50 1.96 1 29 7,576 944 3,117 5,494 3,464 13,020
26 60 0.01 0.01 50 1.64 1 2422 7,234 838 3,357 5,494 2,741 12,431
27 60 0.01 0.01 75 1.96 1 29.98 6,613 819 3,307 5,494 3,349 12,970
28 60 0.01 0.01 75 1.64 1 25.63 3,497 835 3,343 5,494 2,753 12,426
29 60 0.01 0.01 100 1.96 1 30 3,608 829 3,436 5,494 3,186 12,945
30 60 0.01 0.01 100 1.64 1 25 5,053 814 3,301 5,494 2,791 12,401

Table 6a- Gap/Time/Costs in 60 nodes

SS



EXP # Nodes Beta Theta CR Zalpha |Beta/Theta| Gap % |Time {sec)| DC_Cost | Trans_Cost | Mean inv. Cost | Service_Cost | Obj. Value

31 60 0.01 0.1 50 1.96 0.1 39 6,065 833 5,098 54,944 27,440 88,316
32 60 0.01 0.1 50 1.64 01 32.88 4,939 746 4,456 54,944 23,301 83,448
33 60 0.01 0.1 75 1.96 0.1 24.22 17,100 421 6,066 54,944 18,968 80,399
34 60 0.01 0.1 75 1.64 01 20.42 6,929 197 8,845 54,944 13,427 77,414
35 60 0.01 0.1 100 1.96 0.1 28.82 9,304 105 16,569 54,944 11,353 82,972
36 60 0.01 0.1 100 1.64 0.1 28.56 10,541 105 16,569 54,944 9,500 81,119
EXP # Nodes Beta Theta CR Zalpha |Beta/Theta| Gap % |Time {sec]| DC_Cost | Trans_Cost | Mean inv. Cost | Service_Cost | Obj. Value
37 60 0.1 0.001 50 1.96 100 0 617 1,158 29,872 549 369 31,948
38 60 0.1 0.001 50 1.64 100 0 525 1,158 29,872 549 308 31,887
39 60 0.1 0.001 75 1.96 100 0 546 1,127 29,277 549 368 31,321
40 60 0.1 0.001 75 1.64 100 0 462 1,127 29,277 549 308 31,261
41 60 0.1 0.001 100 1.96 100 0 725 1,127 29,277 549 368 31,321
42 60 0.1 0.001 100 1.64 100 0 657 1,127 29,277 549 308 31,261
EXP # Nodes Beta Theta CR Zalpha |BetafTheta | Gap % |Time (sec) | DC_Cost | Trans_Cost | Mean inv. Cost | Service_Cost | Obj. Value
43 60 0.1 0.01 50 1.96 10 7.89 4,042 1,158 29,872 5,494 3,686 40,210
44 60 0.1 0.01 50 1.64 10 6.64 3,775 1,158 29,872 5,494 3,084 39,608
45 60 0.1 0.01 75 1.96 10 8.25 3,630 1,099 29,438 5,494 3,685 39,716
46 60 0.1 0.01 75 1.64 10 6.62 2957/39000 1,102 29,367 5,494 3,074 39,037
a7 60 0.1 0.01 100 1.96 10 6.37/8.1836899/3470 1,127 29,276 5,494 3,680 39,577
48 60 0.1 0.01 100 1.64 10 5.06/7.1 37273/3745 1,083 29,508 5,494 3,074 39,160
EXP # Nodes Beta Theta CR Zalpha |Beta/Theta| Gap % |Time {sec)| DC_Cost | Trans_Cost | Mean inv. Cost | Service_Cost | Obj. Value
49 60 0.1 0.1 50 1.96 1 35.47 2693/37000 1,026 31,276 54,944 34,170 121,416
50 60 0.1 0.1 50 1.64 1 30 4,112 1,026 31,276 54,944 28,592 115,838
51 60 0.1 0.1 75 1.96 1 37 6,127 953 31,196 54,944 35,046 122,139
52 60 0.1 0.1 75 1.64 1 31 5,683 1,073 29,589 54,944 30,709 116,315
53 60 0.1 0.1 100 1.96 1 37 8,804 1,102 29,388 54,944 36,700 122,134
54 60 0.1 0.1 100 1.64 1 31.45 3,210 1,102 29,388 54,944 30,709 116,142

Table 6b- Gap/Time/Costs in 60 nodes

99



EXP# | Nodes | Beta | Theta | (R Zalpha |Beta/Theta DGs Assignments

1 60 | 0001 | 0001 50 1% 1 {1L16,27} {11:11,20,22,34,48} {16:5,7,14,15,16,19,28,29,30,31,32,36,38,43,£5,47,49,52,53,54,55} {27:1,2,3,4,6,89,10,12,13,17,18,21,24,25,26,07,33 35,37 39,£0,41,42,44,46,50,51,56,57,58,55}

1 60 | 0001 | 0001 ] 50 164 1 [11,16,27,54} {11:9HL,11,20,2281,35-L,43.48) {16:5,14,16,19,28,305L,49,55) {27:1,2,3,4,6,8,95,10,12,13,17,18,21,24,25,26,27,33,35,37 39,40, 41,42,44,46,50,51,56,57,58,59)  {54:7,15,22H1,29,30H1,31,32,34,36,38,45,47,50,53,54

3 60 | 0001 | 0001 75 1% 1 {2753 {53:5,7,11,14,15,15,19,20,22,28,29,30,31,32,34,36,38,43,45,47,49,5,53,54,55} {27: Al rest of retailers and products}

4 60 | 0001 | 0001 | 75 164 1 {2153 {53:5,7,11,14,15,15,19,20,22,28,29,30,31,32,34,36,38,43,45,47,49,5,53,54,55} {27: Al rest of retailers and products}

5 60 | 0001 | 0001 | 1200 1% 1 {2153 {53:5,7,11,14,15,15,19,20,22,28,29,30,31,32,34,36,38,43,45,47,49,5,53,54,55} {27: Al rest of retailers and products}

6 60 | 0001 | 0001 | 1200 164 1 {2153 {53:5,7,11,14,15,15,19,20,22,28,29,30,31,32,34,36,38,43,45,47,49,5,53,54,55} {27: Al rest of retailers and products}
EXP# | Nodes | Beta | Theta | (R Zalpha |Beta/Theta DGs Assignments

1 60 | 0001 | 001 ] 50 1% 01 {1L16,27} {10:11,20,20,245L 434,48} {16:5,7,14,15,16,19,28,29,30,31,32,34,36,38 435,£5,47,49,52,53,54,55) {27:1,2,34,6,89,10,12,13 17,182, 24HL,25,26,17,33,35,37,33,40,41,42,£4,46,50,51,56,57,58, 59}

8 60 | 0001 | 001 | 50 164 01 {1L16,27} {10:11,20,20,245L 434,48} {16:5,7,14,15,16,19,28,29,30,31,32,34,36,38 435,£5,47,49,52,53,54,55) {27:1,2,34,6,89,10,12,13 17,182, 24HL,25,26,17,33,35,37,33,40,41,42,£4,46,50,51,56,57,58, 59}

9 60 | 0001 | 000 ) 5 1% 01 {2153 {53:5,7,11,14,15,16,19,20,22,28,29,30,31,32,34,36,38,43,45,47,49,52,53,54,55} {27: All rest of retailers and products}

10 60 | 0000 | 001 ) 75 164 01 {2153 {53:5,7,11,14,15,16,19,20,22,28,29,30,31,32,34,36,38,43,45,47,49,5,53,54,55} {27: All rest of retailers and products}

11 60 | 0001 | 001 | 200 1% 01 {2153 {53:5,7,11,14,15,16,19,20,22,28,29,30,31,32,34,36,38,43,45,47,49,5,53,54,55} {27: All rest of retailers and products}

12 60 | 0001 | 001 | 100 164 01 {2153 {53:5,7,11,14,15,16,19,20,22,28,29,30,31,32,34,36,38,43,45,47,49,5,53,54,55} {27: All rest of retailers and products}
EXP# | Nodes | Beta | Theta | (R Zalpha |Beta/Theta DGs Assignments

130 60 [ 0001 | 0L | S0 19 | 001 (21643} (:1,,3,4688,10,12,13,17,18,21,22,24.25,26,27,33,35,37,39,40,41,4,44,46,48,50,51,56,57,58,58)  {16: 5HL,14,285L,295L,475L,48,53HL,55HL} {43: 551,7,11,15,16,18,20,28HL,29H,30,31,32,34,36,38,43.45,A7HL 52,5361, 54,5551}
1| 60 [ 0001 | 01 | SO 164 | 001 {11,16,27} {11:11,20.22,2451,35HL43 48411} {16:5,7,14,15,16,19,28,29,30,31,32,34,35,38,45,47,49,52,53,54,55) {27 1,2,3,46,8,9,10,12,13,17,18,21,24HL,25,26,27,33,35,37,39,40,41,42 44 46,£8SL, 50,5156, 57 58,59}

15 60 | 0001 | 01 1% 001 {1448} (14: 514194955} {48: the rest of retailers and products}

16 60 | 0001 | 04 75 164 001 {1448} (14: 514194955} {48: the rest of retailers and products}

7| 60 oot | 01 | 100 19 | 001 34 (34: alletailers)

18 | 60 |00t | 01 | 100 164 | 001 34 (34: alletailers)

EXP# | Nodes | Beta | Theta | (R Zalpha |Beta/Theta DGs Assignments

19 60 001 | 0001 | 50 19 10 13,12,16,25,31,35,37,41,43,5¢} 13389175051} {12:1,2,12,18.40,42} {16: 14,16,19,28,49,55} {25: 21,25,39,44.46,57,58) {31:29,30,31,32,47) {35:22,24,26,35,48] {37: 4,6,33,37,59] {41 10,13,27,41,56} {43: 5,11,0,43.45} {54:7,15,34,36,38,52,53,54}
20 60 001 | 0001 | 50 164 10 13,12,16,25,31,35,37,41,43,5¢} 13389175051} {12:1,2,12,18.40,42} {16: 14,16,19,28,49,55} {25: 21,25,39,44.46,57,58) {31:29,30,31,32,47) {35:22,24,26,35,48] {37: 4,6,33,37,59] {41 10,13,27,41,56} {43: 5,11,0,43.45} {54:7,15,34,36,38,52,53,54}
il 60 001 | 0001 | 75 1% 10 13.22,25,08,31,37,41,42,54,55} {3 389175050 {22: 11,20,2,34,48) {25: 21,25,39,44,46,57,58)  128:7,16,843,45) {31:29.30313247: {37: 4,6,33,37,59) {41: 10,13,27,41,56} {42:1,2,12,18,24,26,35,40,42) {54:15,36,38,52,53,54] {55: 5,14,19,49,55}
n 60 001 | 0001 | 75 164 10 13.22,25,0831,37,41,42,54,55 {3 389075050 {22: 11,202,34.48) {25: 21,25,39,44,46,57,58)  {28:7,16843,45) {31:29.30313247; {37:4,633,37,59) {41: 10,13,27,41,56} {42:1,2,12,18,24,26,35,40,42) {54:15,36,38,52,53,54] {55: 5,14,19,49,55}
B 60 | 001 [ 0001] 100 19 | 10 (3,22,25,28,31,37 41,42,54 55 (3389175050 (12 11,2022,3448) (25 20,2530, 465758) (28:7,16843.43) BL29303L34T [T 45333759 [41: 10,3.27,4156) (42:12,12,1824.26,35,4042) (54: 15,36,38,52,53,54) {55: 5,14,19,49,55}
W[ 60 | 001 | 0001 | 100 164 10 (3,22,25,28,31,37 41,42,5455} (3:3,89,175051) {22: 11,20,22,3448) [25: 21,25,39,4446,57,58)  {26:7,16,2843.45) (31:2930313047, (37: 46333759} {41: 10,13,27,41,56) {42:1,2,12,18,24,26,35,40,42) {54:15,36,38,52,53,54] {55: 5,14,19,49,55}
EXP# | Nodes | Beta | Theta | (R Zalpha |Beta/Theta DGs Assignments

25 60 001 | 001 50 19 1 13,12,16,25,31,35,37 41,43,54} 13389175051} {12:1,2,12,18.40,42} {16: 14,16,19,28,49,55} {25: 21,25,39,44.46,57,58) {31:29,30,31,32,47) {35:22,24,26,35,48] {37: 4,6,33,37,59] {41 10,13,27,41,56} {43: 5,11,2043.45} {54:7,15,34,36,38,52,53 54}
26 60 001 | 001 50 164 { {3,12,16 3135, 374143 54} {3:389,07,5051} {12:1,2,12,18 40,42 {16:14,16,19,28,49 5] {25: 21,25,39,44,46,57,58} [3L:28,30,31,3247} {35:22,24,26,35,48} {37: 4,6,20,25,33,37,39,46,58,59) {4L: 10,13,27,41,44,56,57} 43: 5,11,20,43,45} {54:7,15,34,36,38,52,53,54}
7 60 001 | 00 75 1% 1 {3,20,25,831, 33414054} 13389175051} {22: 11,20,22,34,48} {25: 6,20,25,39,44,57,58)  {28:5,7,14,16,19,28,43 49,5 {31:29,30,31,3247} {33: 433,37,46,59} {AL: 10,13,27,41,56} {42:1,2,12,18,24,26,35,40,42] {54:15,36,38,45,52,53 54}
2 60 001 | 00 5 164 1 {20,22,31,37,384142,50,55) {21: 21,25,39,46.50) {22: 11,20,22,3448) {31: 2930303247} 137: 6,17,33,37,58) 38:7,15,16HL,28,36,38,43.45,52,53 4] {AL: 10,13,27,41,44,56,57) {42:1,12,18,24,26 35,4042} [5L: 34,89,50,51) {55: 5,14,1681,19,49,55}
9 | 60 | 001 | 001 | 100 1% 1 (22,2737.41,42,46,51,54,55) 122 11,2022,3048) 27: 2,1317,2757) {37: 6,833,37,58) {41: 10,40,41,44,56) (42:1,12,18,24,26,35,40,92) [46: 21,25,39.46,59) {51: 3,4.9,50,51] {54:7,15,16HL,28,29,30,31,32,36,38,43,45,47,52,53,54] {55: 5,14,1651,19,49,55)
0 | 60 | 001 | 001 | 100 164 1 {16,21,22,27,31,41,42,31,55] {16:5,14,16,19.28.43,4955) 21: 6,21,0533,39,4659) {22: 11,2022,34,48} (27:813,1727,58)  B31: 2930313247} [41: 10,41,44,56,57) 142:1,2,12,18,24,26,35.4042) {51 3,4,9,3750,51} {54: 7,15,36,38,45,52,53,54]

Table 6¢- DC locations and assignments in 60 nodes
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EXP# | Nodes | Bets | Theta | (R Zalpha |Beta/Theta 0Gs Assignments

W [0 00 1% 0 {8,15,15,33,35,43,52,56} {B:Restofrtalrs) {15: 15,16HL19,2HL28HL31,325L34 38 ATHLSISLS.58L) {16 14651288 JHL47SLA953HLSSHL) (33 35,6HL21SL 32HL 39 SOSL SGHLSS) (35 15LIHL I8HL2SL ML 26HL42.48] [45: S14.204345] 152 7253036 SIHLSA6L] (56: 25, HL7HL40.4¢ S6HLSTSL 5651}
Rojoe0 {00050 16| 01 {12,1931,35,37 43,5457} 112 602,24, IBHLAOA2SOSL) 13 14,1615 285L4 55HL] {3t 203034, 365L,47,53) {35 SHL228L,2426,3548) 37 Restof etalers) {032 5,112043,05 {5 7.45,226L,284,31, 225, 34 3HL 38 52545551 {57 35L.I7HL395L 41 SEHLS7SL 8 59HL)
B[00t | oty 1% 0 {721 51,55} 7: 7.46085,16.9 20,22 26HL23,3031,31,34356,38 43 45 4THLSLS3 4555, {27: 133HL4/68S,0,12,3,17.18,20,28HL2506,27,33.3,3739 405, 41,446,488 SOHL 5 5651,5758] {5 35L 451 A0HL 47,485,501 S6HL55} [55: 5 4HL 14,285 £75_ 49 S5HL)
oo jot o e o0l {12,5%} {55: 5,7,12,15,16,18,20,28,29,30,31,32,36,38,43,45,47.49,5,53,52,55} {12: restof retailrs}

Bo| 0 | o] 01 w0 1% | of {Roco} {ROCD: &l retalers}

¥ | 60 |00t 01| w0 16| 01 {Roco} {ROCD: alletailers}

EXP# | Nodes | Bets | Theta | (R Zalpha |Beta/Theta DGs Assignments

bl 60 [ 01 [0001] 50 1% 100 {15,252732,33,35,40,43,51,54,55 {15:15,22,20,34 36} {25:21,25,39,44.58) {17:8,13.07,27 456,57} 32:28,30,31,3247: 33: 6,3337 46,59} {35:24,26,35,£2,48} 40: 1210,12,18.40} {£3:5,11,20,43.45} {51: 34.9,50,51} {34: 7,38 52,5354 {55: 14, 16,19, 49,55

B 80 [ 01 [0001| 50 164 200 {15,2927,32,33,354093,51,54)55 {15:15,20,2,34 36} {25:21,25,39,44,58) {27:8,13.07 27 4156,57) 32:2830,313247: 33: 6,3337 46,59} {35:24,26,35,£2,48} 140: 12,10,12,18,40} {£3:5,11,20,4345} {51: 34.9,50,51} {34: 7,38,52,53,54} {55: 14,16,1949,55

39 | 60 | 0L |00 | 5 19 | 100 [7.220527313335,40515¢ 55) [T 718.84348,53) [0 11,20,34.08) {25:0539.44.58) (27:8.13,07,0748,56,57) (31:2930,31,30.47) (33 6,33,3746,59} 135:12.26,35,40 {40: 3, 10,1218.407 {51: 3435051] {54 15,36,38,52,54 {55:5,14, 13,955}

4| 60 | 0L |00 | TS 16 | 100 [7.22052733335,40515 55} [ A884348,53) 00 110,10,34 48} {25:02539 44 58 (27:8.13,07,0741 56 57) (31:2930,31,30.47) {33 6:33.3746,59} 135:1,2426,35,40 140: 10,1218 407 {51: 3435051 {5 15,36,38,52,54 {55:5,14, 13,4955}

i 60 [ 01 [0001| 100 1% 00 [722.250731,33,35,4051,54 55} [7:7,16,2843,4533) [22:11,20,22,3448} {25:21,25,39 44,58} {27:8,13,17,27,41,56,57) {31:29,30,31,3247} 3: 6,33,37,46,59} (35:1,24,26,35,42) {40: 2,10,12,18,40} {51; 349,50,51] {54: 15,36,38,52,54] {55:5,14,19,49,5}

) 6 | 0L | 000 | 100 16 | 100 [7.2205273133.35,40515¢ 55} [T 718.84348,53) [0 11,20,34.08) {25:0539.44.58) (27:8.13,07,0748,56,57) (31:2930,31,30.47) (33 6,33,3746,59} 135:12.26,35,40 {40: 3, 10,1218.407 {51: 3435051] {54 15,36,38,52,54 {55:5,14, 13,955}

EXP# | Nodes | Bets | Theta | (R Zalpha |Beta/Theta 0Gs Assignments

B 6 [ 01 [ 000 ] 50 1% 100 [15,25,27,32,33 35,4043 51,5455} {15: 15,20,20,34,36} {25:21,25,38,44,58) {27:8,13,07,27.4156,57) 32:28,30,31,3247: 33: 6,3337 46,59} {35:24,26,35,42,48 140: 12,10,12,18,40} {£3:5,11,20,43,45} {51: 34.9,50,51} {34: 7,38,52,53,54} {55: 14,16,19,49,55

i 60 [ 01 {000 ] 50 164 100 {15,25,27,32,33 35,4043 50,545} {15: 15,22,29,34 36} {25:21,25,38,44,58) {27:8,13,07,27.41,56,57) 32:28,30,31,3247: 33: 6,3337 46,59} {35:24,26,35,£2,48 140: 12,10,12,18.40} {£3:5,11,20,43,45} {51: 34.9,50,51} {34: 7,38,52,53,54) {55: 14,16,19,49,55

&5 |60 | 0L |00t | TS 19 | 10 {25272831,333435,405054 55} {05: 1.05.394458) {27 8131707415657 {28:7,16,28.43.45) 3¢: 29,3034 3247) [33: 633374659} 34 10,2022,34 36} {35: 24,263540481 {40: 1101238401 5% 3495052} [54: 15,3852,53,34 {55: 514 19,4955

i 60 [ 01 {000 | 75 164 10 [200527.283033,35,00,505455) | {22:1020,22,34.48} {25:21,25,3944,58} (27:8,13, 17,07 456,57} {28: 7,16,28,43456L 531} {31:29,30,31,3247) (33: 6,33,37,46,59) [35:1.24,26,35,42} (40: 2,1012,18.40} {5L: 349,50,51] {56: 15,36,38 A5HL52,535L, 54} {85:5,14,19,49,35}
] 6 | 01| 000|100 19% | 10 [722252731335,4051555) [T 718.84348,53) [0 11,20,34.08) {25:0539.44.58) (27:8.13,07,0748,56,57) (31:2930,31,30.47) (33 6,33,3746,59} 135:12.26,35,40 {40: 3, 10,1218.407 {51: 3435051] {54 15,36,38,52,54 {55:5,14, 13,955}

48 | 60 | 01 | 001 | 100 16 | 10 {22,2527.8313537405054,55) {20: 11,2020,34 48 {25: 20,15.39,44 58] {27: 813,17,27.4L5657) {28: 716,28.43,45) {31: 29,3031,30,47) {35: 1.2426,35,42) 37: 633374550} {40: 210,12, 18,40) 5t 3493051} {5 1536 385,53 54) 55: 5,14,19.4935}

EXP# | Nodes | Bets | Theta | (R Zalpha |Beta/Theta i3 Assignments

49 60 [ 01| 01| %0 1% 1 {6,17,31,3540.41,43,50,54.55} [6:6,20,2533,37,3946,5859) {17: 28,13,17,27) 31:28,30,31, 30,47} {35: 22,04,26,35,48} 140: 1,12,18,4042) (41 10,41,445657 {43: 5,10,2043,45) (51: 3,49,5051) {54: 7,15,28,34,36,38,32,53 54} {55: 14,161,495

50 6 | 01| 01| S0 6| L 16,17.31,3540,41,43,51,54 55} 6620253337, 39,46.5859) {17: 28.13.727) 134293033007} 55 2,24,26.35,8) [40: 12184042) {4 1044445657} 113: SAL,2043.45) [58: 34.9,5051) {5 7,15,28,34.36.38,32,33 54} (55 146,19 4955)
5006 |01 |0 1% L U227 83L 4046505455 | {1 L212:82426,35,4042) 12120223448, {27:813.07.2758) 128: 76,28 43 4551 53HL) {32:25.30303047) {41 10A14436,57) 146: 6,21.2533304659) 5% 34937 50,51 {5d: 15,36.38,45H.,52,535L54) {55:5,14, 134855}
5 0L |0 1 1 {12,2.05,27.2831,33,35,5054,55} | 112: 2,102,180} (22:11,2022, 3448} {25:20,2539, 4,38} (27:8 13,07, 17,41,56,57} {28: 7,06,8 43 45SL534L} {31:29,30,30 32,47, {33: 6,3337,46,59) [35:1,24.26,35,42) {51: 3,4950,51] {5¢: 15,36,38 45HL,52,536L,54) {55:5,14,19,49,55}
LB | 01| 04| 00 19 | L (2252728303335 05L5055) | (22:10,2020 3448} (05: 20,2530 4 58 (27:8,3,17, 7415657 (8 7,628,345 53H) [31:2930313047) 35 633.3746,59) 135 1.2426,3542) 10: 210121840} {51: 3485051} [54: 1536 38 45HL,52.536L 54} {5:5,14 19,4935}
g B0 | 01 | 01 | 100 164 1 [225,77.2831,33,3540, 50,5455} | {22:1020,20, 34,48} {25:21,2539,44 58} {27:8,13,17,07 415657} [28: 7,16,2843458L53L} {31:29,30303247) 33 033.37,46,29} [35:1.24,26,35,42} {40: 2,101,180} {51: 34.50,51) 54 15,36,38 45HL52,538L, 54} {55:5,14,19,49,35}

Table 6d- DC locations and assignments in 60 nodes

8§
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5.2 Results

5.2.1 Analysis of 30-Node Set Results

Based on the outputs of model, the model parameterbe studied in more details.
Considering the 30 nodes, in all experiments, tyig zero which means that the
optimal solution is found for all experiment perfeed using model P2. The maximum
time to solve the problem is about 1836 secondg;wib quite efficient using the SCIP
solver. The objective function consists of foumiernamely; total annual facility location
cost (DC_cost), total system annual transportatast (Trans_cost), average annual

inventory cost (Mean inv.cost), and total systemuah safety stock cost (Service_cost).

The first six experiments closely represent théofaenm in reality because the four cost
terms have a similar scaling, hence can be useatcfaal company costs assessments.
For example, in experiment 1, the total objectiwection is $1010, proportioned as 244,
265, 361, and 139 for DC_cost, Trans_cost, Meartast, and Service_cost

respectively. In this casgf andd are 0.001 and 0.001 respectively and their ratib i

Considering model parameter scaling, the totaksysinnual cost for the company with
coverage radius 50 and service level 1.96, is abbd10. In actual sense, this value is

$1,010,000 and the recommended number of DCs tpéeed in three.

A decrease in thgL ratio indicates that inventory costs are assignecerweight than

transportation costs. As shown from Table 4 a4d, dkcrease results in the centralization

of DCs, due to risk pooling effect. On the othendhehaving coverage radius as a
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constraint forces the model to increase the nurmbBICs. Such a paradox presents a

natural trade-off between the inventory, locatiod &ransportation costs.

Also, as presented in Table 4 a-d, mean inv. destges with changiry However this

change is not affected by centralizing or deceizirgd DCs. Despite having a similar
ratio ofg, system configurations change depending on tHe stf andf. For instance

when the and6 are 0.001, centralization takes place more thaervthey and6 are 0.1
while the ratio for both of them is one. This ogemce stems from the interconnection
among facility location, transportation, and invagtcosts. For example, in experiments
1-6, this ratio is the same with experiments 25k2@,the number of DCs and assignment
are not completely the same. In experiments 25336 ,to the scaling differences among
the costs, compared to the first six experimenimbver of DCs increases. We note that
in experiments 25-30, the scale of facility locatmpsts is about on tenth each of other

cost terms.

Overall, service level does not affect system gurhtion much. However, looking at

experiments 25-30 and 51-54, service level doesgshthe system configuration. In both

cases, ratiogis 1 and only the transportation and safety staskscseem to affect the

system because. In this case, slight changes infaimngse terms would lead to different
configuration, for instance service level changesif1.96 to 1.64. Although this change
seems insignificant, its effect on system confijorais highly felt due to the

comparatively low value of facility location cost.
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5.2.2 Analysis of 45-Node Set Results

In the 45-node set, as shown in table 5 a-d, thepears to be local optimums or near
optimum solutions in some experiments. This iskenthe 30-node set which exhibited

only global optima. This happens because of areas® in the number of nodes hence

making the problem large and complicated. Onceragaverage radius angr ratio are

the most important factors to determine systemigardtion and the objective function

solution.

The most experiments that consume more time afieudifto converge (wider gap), are

the ones with a ratio of 1 especially whgnand 6 are both either 0.1 or 0.01.

Experiments 31-36 also exhibit difficulty in findjra solution because the ratio is 0.1

with g and 6being 0.01 and 0.1 respectively. In both caseal syistem facility location

cost is much less than transportation and invertosys, so the only trade off is between
the two later terms. The model takes a longer tomslve because of not incorporating
facility location cost which has the opposite aitjonic direction of the transportation
cost. This is also exhibited in experiments 49 a@davhich indicate that with time, the
model solution shows no significant improvemenin@dering the solution gap and run

time).

5.2.3 Analysis of 60-Node Set Results

In the 60-nodeset experiments as presented in, st of the examples cannot reach a

global optimum with the SCIP solver. The most imiaot reason for this is the increase
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in the number of nodes which exponentially increabe model run time. Overall the
equivalent parameter changes seem to result iomabb/ similar solution trends to those
from the 30 and 45-node sets. Similar to 30 andattes, experiments 1-6 results in a
0% solution gap due to equivalence in the cosirsgalOnce more, these experiments

could be useful as actual industrial cost estinmagiod system configuration.

We note here that in experiments 35 and 36, the @pén DC in the system is the RDC.
This is a true exhibition of the current systemfaguration of the industry, where only
one DC exists—the RDC. Also in most experimentsh bl and SL deliveries and
surpluses for any retailer are assigned to the $2@hdn some cases, it happens that for
any retailer, HL and SL are assigned to differe@sDAlthough holding cost and
transportation cost are equal for both productsypiee average and variance of

deliveries and surpluses are different.

5.2.4 Overall System results Analyses (30, 45 & ®&ade Sets)

Figure 8 shows the relationship between the exparismand objective function values in
all three set of nodes simultaneously. The higbbgctive function is about $120,000
from the 60-node set problem whigrd, coverage radius and service level are 0.1, 0.1,75
miles and 1.96 respectively. Experiments 49-54381and 13-18 have the higher
objective function solution. In all these experingfiis 0.1.Figure 8 also shows that
coverage radius and service level do not changectag function value significantly for

any of the node set as seen in the experiments.
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Figure 9 presents the interrelationship betweeretperiments and solution time in all
three set of nodes. Experiment 14 in the 60-notlaasethe longest solution time.
However, the solution times especially for the @&0la set presented in this table are not a
complete representation of actual solution times, wulack of algorithmic convergence.

As a result, in some experiments, in spite of aigant increase in solution time, the

solution gap does not decrease significantly.

Figure 10 and 11 show the number of DCs and solgap for all experiments in all the
three set of nodes. The maximum number of openfDIC30, 45, and 60-node sets are 5,
8 andl11respectively. According to figure 11, alberiments in 30 nodes set are global
optima, so the solution gap is zero. The maximupmigabout 40% in one of the 60-
node set experiments, whgnd, coverage radius, and service level are 0.01,50.,1and
1.96 respectively. Once again, this is due tddhecoverage radius and the insignificant
effect of the facility location cost as already eelbed earlier in the 60-node set result

analysis.
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5.2.5 ANOVA Test

Analysis of Variance (ANOVA) for the objective fuimmn as a response value is

performed in MINITAB to analyze the effects of tthiéferent parameters and their
interactions. In the proposed model, ratéx, coverage radius, and service level are the

parameter considered in the ANOVA analysis. Thaltesre presented as follows:

11 Minitabs - MINITAR 11-14-2013VF) - Sezzon

File Edit Data Calc 5tat Graph Editor Tools Window Help Assistant

EH S e |E T s Sl CEBROE B

ANOVA: Obj. Value versus Beta/Theta, Coverage radius, Z alpha

Factor Tvpe Lewels Values

Beta/Theta random 5 0.01, o.10, 1.00, 10.00, 100.00
Cowverage radius random 3 50, 75, 2300

Z_alpha random 2 1.64, 1.96

Analysis of Variance for Obj. Valus

Source DF 55 MS E =4
Beta/Theta 4 19499583132 48374895783 1235.21 0.000 =
Cowverage radius 2 9022993 4511497 1.69 0.244 =
Z_alpha 1 20055850 2005850 1.55 0.280 =
Beta/Theta*Coverage radius a8 21329150 26686144 310.74 a.o000
Beta/Theta*Z_ alpha 4 5156204 1289051 150.24 0.000
Coverage radius*Z alpha 2 20187 10083 1. ER 0.357
Error ] a3640 2580

Total 29 19537186136

x Hot an exact F-test.

5 = 92.6282 R-Sqg = 100.00% R-Sgi{adj) = 100.00%

Figure 12-ANOVA test for objective function in 60 rodes

Based on the results from ANOVA test and P-valuesn be seen that coverage radius
and service level do not significantly affect thgextive function, but ratio significantly
affects the objective function. Also based on rssial Figure 12, the interaction between
ratio and both coverage radius and service legelfstantly affect the objective

function. As expected the interaction between cageradius and service level does not
affect the objective function significantly. Agesult, the ratio is the most important

factor among all factors as depicted in the intiéoaglot (Figure 13). The main effects
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plot and residual plots for objective function atso presented in Figures14 and 15
respectively. There is a high likelihood that thga has a quadratic relationship with the
objective function values in this study. This isd®nced by the concavity of the ratio

effects plot and the unusual residual plots.

Interaction Plot for Obj. Value
Data Means
50 75 100
80000 L L
.\.‘. o—o Beta/Theta
—— 0.01
—a— 0.10
S5 Beta/Theta 1.00
— - 10.00
_ _ 100.00
a4 ——a-—-—1 1
80000
[ ) Coverage
radius
—— 50
Y Coverage radius 40000 | m— 75
/ A——————— 100
//
S~
80000 re
Z_alpha
—— 1.64
—i— 1.96
40000 Z_alpha
r—— =9
0_
T T T T T T T
0.01 0.10 1.00 10.00 100.00 1.64 1.96

Figure 13-Interaction Plot for objective function in 60 nodes
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Main Effects Plot for Obj. Value
Data Means
Beta/Theta Coverage radius
60000 -
45000 A
30000 - P .
15000 - \\'—/'/
= 0 - T T T T T T T T
Q 0.01 0.10 1.00 10.00 100.00 50 75 100
= Z_alpha
60000
45000 ~
30000 1
15000 - -
0_ T T
1.64 1.96

Figure 14- Main effects plot for objective function in 60 nodes
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5.3 Conclusion

In this study,a joint location-inventory model for a donation-damd driven industry is
proposed. This bi-echelon model involves warehou$28) and retailers (R) also
referred to as Donation/Demand Centers. The moldel eonsiders coverage radius,
service level, and multiple products. Each retdilas two flows, to and from its related
DC i.e. surpluses (S) and deliveries (D). Surplusssiit when product-type donations
are higher than the demand therefore the exceasneobdf the product is shipped back to
the warehouse (DC) due to limited inventory spaceratailer point. Conversely,
deliveries result when the product demand is highan the donations, hence more
products are shipped from the warehouse to thdaetdmong all retailers, there are

some nodes that just serve as a donation centessate called ADCs.

The proposed cost minimization model output inclule recommended number of open
DCs, DC locations, assignments of retailer to dp&s and the objective function
solution (total annual system cost). The totatesyscost has three components, namely;
fixed facility location cost, transportation coahd inventory cost. As was discussed in
the research contribution section, we sugge§ientralized location-inventory model”
for a donation-demand driven industrial supply ohatwork. We integrate the

minimum number of retailers that are assigned tomened DC and the coverage radius
as constraints in a multi-commodity supply chaistegn. Specific to the company
modeled in this study, each retailer point refetaeds a donation/demand center is a

potential location for opening a DC (distributioenter).
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Because of complexity of original model here reddrto as PO, we use an efficient
algorithm proposed by You et al. (2008) to relax ¢higinal problem into two revised
models referred to as P1 and P2. As a resultglagations lead to model P2which has:
(1) fewer binary (0, 1) assignment variables; (2¢4r objective functional; and (3)
guadratic constraints. So model P2 is much sintpleolve compared to the original PO

model.

GAMS-SCIP solver, which uses branch, cut, and plgerithms, is used to solve the
proposed model. We present three case-study soena€, 45, and 60-node sets
problems with different parameter settings. The eh@parameters used in our problem
include: (1) transportation and inventory costsghiting factorg} and6 respectively, the
coverage radius, and service level. The resutizzghe efficiency of proposed solver to
our model especially for 30 and 45-node sets. és¢htwo cased, the solver spews good
solutions (small solution gaps) in reasonable ti(tiese within which there is significant

convergence).

5.4 Future Research

First, as discussed earlier in the ANOVA resultg, tatio-effects results using MINITAB
indicated that the ratio potentially has a quadretiect on the total system cost. This is
evidenced by the concavity of the ratio-effects,gloe variable interaction plot and the
unusual residual plots. In future, further reseavdhbe done to find a credible rational

to include this ratio quadratic term into the ohijee function.
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Second, a natural extension to our model wouldlmhsider “truck routing” instead of
direct shipments. However, in practice, the shipm&om a DC to the assigned retailers
often involve a “traveling-salesman-like” tour. @ better approximation of the
shipment costs (e.g., the approximations develdyyddaganzo (1991)) could be
incorporated in our model.

Third, another extension to the proposed model dbelto formulate the model as a
dynamic programming problem. This extension is intgoat because it will render the
model robust enough to consider seasonality iméte/ork. For instance, the average
donations and demands for each product-type maly @asy from one season to
another. In addition, considering tactical and atienal decision variables may be
allowed to change with time. These variables ineludtailer assignments, average
inventory level in DCs, safety stock level in D@snsportation modes and fuel cost,
vehicle routing. This list is by no means exhaussti

Fourth, we note that in the proposed research simpia only between DCs and retailers.
In future we propose that transshipments among $hGsld also be added. This will lead
to less safety stock due to pooling the assignedees of both DCs simultaneously. This
extension is very useful especially when the wedhhventory cost is much larger than
weighted transportation cost.

Fifth, multi-sourcing which allows retailers to soa and ship multiple product-types to
any of their assigned DCs should be included imtbeel.

Once the proposed changed are effected, a detaitagarative analysis should be
carried out to compare performance of the proposkeaations to others such as

Lagrangian relaxation. In addition, further compizeaanalyses should be done to
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compare the performance the proposed algorithnthier aneta-heuristics algorithms

such as Tabu Search and Simulated Annealing.
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