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The  Next Wave
Humans, Computers, and Redefining Reality

William Little

NASA Kennedy Space Center

Presenter
Presentation Notes
William Little
NASA KSC employee 33 years
Space Shuttle/LPS
Space Station/TCMS
Advanced Life Support
Modeling and Simulation
Most recent: lead of Augmented/Virtual Reality (AVR) Lab



Background

Presenter
Presentation Notes
Traditionally, KSC’s role since its creation has been that of a launch complex dedicated to one government manned space program (Mercury, Gemini, Apollo, Skylab, Apollo – Soyuz, Shuttle). Our job was to receive spacecraft, payloads, and launch delivery systems, prepare them for launch, launch them, then prepare for the next launch. We were an operations center, focused on one specific job.

All that changed on July 21, 2011, when Atlantis, OV-104, landed at the end of STS-135. Since that time, we have seen the advent of commercial rockets, built, processed, and launched by private companies such as Orbital Sciences and SpaceX.   The era of KSC being the exclusive home of federally funded space launch operations has co+me to an end. We’re still in the business of launching humans into space on rockets built by and for the government (witness the coming Space Launch System and Orion Programs), but our role has become that of a multi-user spaceport. With these changes has come a change in the way NASA civil service personnel approach their jobs. There is a greater emphasis on innovation, thinking outside the box, and exploring new ways of doing the work we do. That’s where people like me come in. 



The KSC Augmented/Virtual Reality Lab 
(AVR Lab)

Charter:
“Dedicated to exploration into 
the growing computer fields of 

Extended Reality and the 
Natural User Interface, the AVR 
Lab is a proving ground for new 

technologies that can be 
integrated into future NASA 

projects and programs.”

Presenter
Presentation Notes
Above words are for official purposes, to appease the hierarchy. The true goal of the AVR Lab: build Tony Stark’s lab. Create an intelligent, interactive virtual environment that makes use of XR, NUI, AI to help design and build future tools for processing spacecraft, rocket delivery systems, ground support equipment, facilities, to help train technical personnel, and to provide them with tools that will give them better insight into the systems with which they work. 

The AVR Lab was conceived in 2012 as a result of a conversation between W. Little and D. Miranda, which led to an entry in the inaugural KSC Innovation Expo Kickstart competition. 

Virtual Control Panel project: central theme of AVR Lab work over the past six years
Game class computer
Head Mounted Display
Microsoft Kinect
Lego Mindstorm robot

What is XR? NUI?



What is Extended Reality?

eXtended Reality (XR)
= 

Augmented Reality (AR)
+

Virtual Reality (VR)
+

Mixed Reality (MR)

Presenter
Presentation Notes
Extended Reality (XR): an umbrella term encompassing the fields of Augmented Reality (AR), Virtual Reality (VR), and Mixed Reality (MR). 

Use of acronyms: computer, aerospace fields live and die by acronyms. They are a shorthand. 




Augmented Reality

Wikipedia: “A live direct or 
indirect view of a physical, real-
world environment whose 
elements are ‘augmented’ by 
computer-generated or 
extracted  real-world sensory 
input such as sound, video, 
graphics, haptics, or GPS 
data.”

Presenter
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Of the three technologies, AR is probably the most readily identifiable and accessible. If you got caught up in the Pokemon Go craze, you were dealing directly with AR. Your cell phone’s camera would show you the physical world as it appears, and the software would virtually insert a Pokemon creature into the scene. 

IN the AVR Lab, we’re working with the Microsoft Hololens, wherein the user can interact with Windows operating system and develop holographic images that can then be viewed with the physical environment as a backdrop.

The Holographic Rovers Project was designed and executed by a NASA AVR Lab intern during the Spring 2017 semester. 



Virtual Reality
Wikipedia: “A computer 
technology that uses virtual 
reality headsets or multi-
projected environments, 
sometimes in concert with 
physical environments or 
props, to generate realistic 
images, sounds and other 
sensations that simulate a 
user’s physical presence in a 
virtual or imaginary 
environment.”

Presenter
Presentation Notes
Unlike AR, when a user enters a VR environment, the physical world in essence goes away. What the user experiences is completely determined by the software generating the virtual environment. With the right software, the user can go anywhere, experience anything. If a 3D model of an object can be created in software, and that model is given behaviors within the context of its virtual environment, then a user can enter that environment and interact with that object, regardless of how improbable the scenario is in the context of the physical world.

The Virtual Environment Computational Training Tool (VECTR) was designed to help train KSC technical personnel on equipment, facilities, and procedures in support of ground processing of launch vehicles and their ground support equipment. Engineers and technicians enter a virtual environment that simulates the physical world, and learn the steps required to perform tasks prior to going to a physical site to work on a physical device.



Mixed Reality
Wikipedia: “The merging of real 
and virtual worlds to produce new 
environments and visualizations 
where physical and digital objects 
co-exist and interact in real time.  
Mixed reality takes place not only 
in the physical world or the virtual 
world, but is a mix of reality and 
virtual reality, encompassing both 
augmented reality and 
augmented virtuality via 
immersive technology.”

Presenter
Presentation Notes
MR encompasses both the AR and VR worlds. The user experiences both the physical world and the virtual world simultaneously, and can interact with both in parallel. This melding of the virtual and physical environments into a unified environment has been one of the main focuses of work at the AVR Lab, with the ultimate goal of developing tools that can allow personnel to perform tasks in hazardous or remote locations, and have immediate feedback from robotic devices on the status of the tasks being performed, while remaining in relative safety. 

Virtual Control Panel (VCP) is a project to demonstrate MR as a potential tool in NASA’s toolkit. Here, the user appears to be in a virtual environment, interacting with virtual objects. However, note  the small robotic device at her feet. The robot is equipped with a camera that is streaming its video in real time into the virtual environment, so that the stream becomes the scenario the user sees. Also within  the virtual environment are virtual buttons which she can press to control the robot’s behaviors. Likewise, virtual representations of her hands are rendered so she can know where they are in the virtual environment.




What is HCI?

HCI
Human Computer Interface


Human Computer Interaction                                                                                                    

Presenter
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Interface: a common boundary or interconnection between systems, equipment, concepts, or human beings. An interface is a dividing line through which information must pass. An interface can be a stumbling block – data that may make perfect sense to a computer on one side of an interface may be confusing or incomprehensible to a human after passing through the interface. (Ever had to decipher hex code?)

Interaction: reciprocal action, effect, or influence

The implication is that as computers grow more sophisticated, the means by which information is exchanged between machines and humans is undergoing a radical shift. Historically, computers were difficult to use; the human user had to learn how to communicate with the machine via traditional I/O devices like keyboards, mice, trackballs, etc., and then learn how to interpret the output from the device in the form of columns of numbers, tables, graphs, or text. More recently, input from a human will take the form of gestures or voice commands; output from a device will more often take the form of images, videos, or sounds, which can make the data being transferred more easily understood by the user (“A picture is worth a thousand words”).

One driver of this metamorphosis is the I/O devices that are being developed and deployed today: head mounted displays (HMD’s), infrared depth tracking cameras, and software development kits designed to build 3D virtual environments.



From GUI to NUI



Presenter
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In computing, a natural user interface, or NUI, is a user interface that is effectively invisible, and remains invisible as the user continuously learns increasingly complex interactions. (Interactions are NOT centered around learning how to interact with the computer, but around the subject matter of the given application.) The word natural is used because most current computer interfaces use artificial control devices whose operation has to be learned.

Then: Communication between human and computer via Graphical User Interface (GUI) consisted of inputting data via keyboard, moving mouse cursor over a graphical icon and clicking. Output would be displayed on a video monitor in the form of text and images.

Now: Interacting with a device takes place via touch, as with a cell phone, or vocally, as with Siri. Instead of information being transmitted as text or a graphic via a monitor, it can come in the form of a virtual display, such as on a Microsoft Hololens, or as human speech. The time it takes us to ingest and understand the information from the computer shrinks.



The Tools of the Trade
• Oculus Rift
• HTC Vive
• Hololens
• Kinect
• Optitrack Motion Capture
• Leap Motion
• Unity 3D
• Blender
• Visual Studio
• C#/C++/Python
• etc.

Presenter
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What are the hardware and software tools used in XR environments? On the hardware side, the two primary classes of devices are head mounted displays (HMD’s) and motion tracking systems. HMD’s like the Oculus Rift, the HTC Vive, and the Microsoft Hololens are the users’ optical interfaces – how the user enters and interacts with virtual environments. Motion tracking systems range from head tracking cameras included with the HMD’s to the Microsoft Kinect to the Leap Motion to full up motion capture systems. Software development packages like Unity 3D, Unreal Engine, Blender, and Visual Studio provide the means for developers to build and populate the virtual environments. 

These are just a few of the commercially available tools for XR development and deployment. Some are quite affordable (Blender is open source and free), while some are rather expensive (the Hololens goes for $3,000.00). 



Virtual Control Panel

• Human interaction with 
virtual objects drives 
behaviors of objects in 
the physical world

• Shortcomings of XR 
environments are 
identified

• Solutions proposed, 
implemented, tested

Presenter
Presentation Notes
In the AVR Lab, we’re using these tools do experiment with ways of simultaneously interacting with the virtual environment and the physical world. One ongoing an d evolving project is the Virtual Control Panel, in which the user interacts with a control panel populated with virtual “buttons;” pressing a button issues a command that is then sent out to a physical robotic device as previously discussed. One interesting outcome of the Virtual Control Panel project was the observation of one shortcoming of XR: the lack of haptic feedback in the virtual environment. How does the user know if/when he has interacted with a virtual object if that virtual object doesn’t physically exist? Further thinking on the problem led to the Virtual Tablet concept, in which the motion capture system tracks the location and orientation of a simple piece of Plexiglas outfitted with reflective markers, then hands that information off to Unity; Unity will then render the Virtual Control Panel onto the Plexiglas. In the virtual environment, the user will see the control panel, and when he pushes a virtual button, he will get the tactile feedback of having touched a physical object, thus verifying his actions. 



Voice Recognition

Presenter
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Pushing the NUI envelope even further, incorporating voice recognition into the lab allows us to experiment with the most natural of the natural user interface: human speech. The need for typing in commands or mouse clicks is reduced, further lessening the need for keyboards and mice as I/O devices.



Facial Recognition

“Good morning, Tanya.
What application would
you like to run today?’”

  

Presenter
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We’ve experimented with facial recognition in the lab in an effort to add a little AI into the mix. This feature not only adds machine learning/artificial intelligence to the mix, it furthers NUI by removing the need for user ID’s and passwords to access computer systems. With your face as the identifier allowing you to interact with your computer, the need for keyboards and mice as I/O devices is reduced. 



Time Flies When You’re Having Fun!

https://www.youtube.com/watch?v=v9kTVZiJ3Uc or view on metadata page

Presenter
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Summary: 
(Show ST: The Voyage Home (1986) clip here: https://www.youtube.com/watch?v=v9kTVZiJ3Uc)

The point: In the movie “Star Trek: The Voyage Home”, the crew of the Enterprise left their time in the year 2286 to travel back to the year 1986. When the film was released in 1986, this vignette humorously depicted the disconnect between someone from 300 years in the future with contemporary technology. 

The reality: The pace of development and deployment of these new technologies signal the next wave of the computer revolution. That wave is not centuries in the future. It is here now. This chart shows the progress made in bringing XR technologies out of the development labs and putting them in the hands of the general public. 

Conclusion: The next wave isn’t about some distant future scenario – it is here and now. The technologies driving the changes to HCI not only exist, they are affordable. 

Today’s students (K-12 in particular) don’t know a world without Siri, Cortana, Google Cardboard, iPad, etc.

Changes to technology drive new ways of looking at the world and dealing with it. Technology drives new ways of learning. Educators in all fields must be prepared to understand and make use of the new technologies when designing the classrooms and curricula of the future. 

https://www.youtube.com/watch?v=v9kTVZiJ3Uc


Conclusions

• The next wave of the computer revolution isn’t coming – it’s 
already here.

• Radical changes in the way humans receive, process, and act 
on computer based information are changing how we learn in 
ways we are just beginning to understand.

• XR technology has already begun to reshape traditional notions 
of the classroom, textbooks, and any number of tools and 
methodologies used to prepare students for the future.

Presenter
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The next wave of the computer revolution isn’t coming – it’s already here. It’s in its infancy, but as the preceding timeline shows, XR technology is rapidly growing and evolving into the primary means of the way we interact with computers. Radical changes in the way humans receive, process, and act on computer based information are changing how we learn in ways we are just beginning to understand. You, as educators, need to be aware of this fact. 

XR technology has already begun to reshape traditional notions of the classroom, textbooks, and any number of tools and methodologies used to prepare students for the future. Imagine, if you will, presenting your students with a theory, an equation, a behavior, and then saying “Now, look at this,” then showing them in a virtual environment an example from any angle, at any scale, at any speed. 





Questions?

William Little
IT-C1

Kennedy Space Center, FL 32899
321-861-8938

william.l.little@nasa.gov
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