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This thesis investigates the cause of mass transfer during crenulation cleavage formation 

and the role that elastically anisotropic minerals and fabric development play in promoting 

seismic anisotropy in the crust. Crenulation cleavage is the most common fabric in multiply-

deformed, phyllosilicate-rich metamorphic rocks. During its formation the originally planar fabric 

gets crenulated, eventually leading to the differentiation of quartz- and feldspar-rich regions (QF-

domains) in the crenulation hinges, and phyllosilicate-rich regions (P-domains) in the crenulation 

limbs. This differentiation is driven by the dissolution of quartz and feldspar in the P-domains, 

and the precipitation of those minerals in the QF-domains.  

Finite element models are created to investigate how the elastic interactions of quartz and 

muscovite minerals affect the grain-scale stress and strain distributions at different stages of 

crenulation cleavage development. Gradients in mean stress and volumetric strain develop 

between the limbs and hinges of the microfolds during fabric formation and are sufficient to drive 

mass transfer between the two domains.  



 v 

To study the influence of different microstructural variables on seismic wave speed 

anisotropy, simplified muscovite-quartz models are created with varying amounts of muscovite, 

varying quartz and muscovite orientations, and varying spatial distributions. The asymptotic 

expansion homogenization method coupled with finite element modeling (AEH-FE) is used to 

calculate bulk stiffness tensors and seismic wave speeds. Muscovite’s abundance and preferred 

orientation have significant influence of seismic wave speed anisotropy due to the extreme 

anisotropic elasticity of the mineral. 

The same method is employed to study the seismic behavior of rocks containing different 

stages of crenulation cleavage. Mineral orientation maps of rock samples were created, using 

electron backscatter diffraction, and used as input files for the AEH-FE program. Schists with a 

planar foliation are highly elastically anisotropic, but a rock with a well developed crenulation 

cleavage is much less anisotropic. These results imply that regions with larger scale crustal 

structures, such as folds and shear-zones, can be much more muted in their seismic signal than the 

schistose samples that make up those structures.           
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Chapter 1 

INTRODUCTION 

 

1.1. Aim of Study 

To reconstruct the tectonic history of an area, geologists need to understand the 

deformational and kinematic processes that occur below the earth’s surface. In order to learn 

more about these processes it is important to understand how the strength of rocks is influenced 

by the microstructures within them. Part of this thesis investigates the evolution of an important 

microstructure in the upper and middle crust, namely crenulation cleavage. The role of grain-

scale elastic interactions on mean stress and volumetric strain distributions in a rock with this 

fabric is investigated using an object-oriented finite element code (OOF2). Three models 

representing three stages of crenulation cleavage formation were created in which quartz and 

muscovite grains were assigned their own 3D stiffness tensor and orientation. These geometries 

were subjected to 1% horizontal shortening. The stress and strain heterogeneities that developed 

throughout the fabric are dependent mainly on the orientations of the elastically anisotropic 

phyllosilicate grains that define the fabric. The volumetric strain gradients approximate pore fluid 

pressure gradients which are sufficient to drive the mass transfer that is responsible for forming 

the characteristic mineralogical differentiation in this fabric.     

Seismology is the primary tool used to gain information on the mineralogy and structure 

of deeper parts of the earth. Detailed seismic studies provide constraints on the distribution of 

velocities within the mantle and crust. In order to interpret these velocity distributions and relate 

them to the processes that formed them, velocity measurements of different rock types are 

necessary. These velocity measurements can be made through petrophysical studies, by directing 

high frequency waves at an oriented rock sample, or can be calculated from the crystallographic 

orientation measurements of minerals in a polished rock sample. Part of this thesis investigates 

the role of different microstructural parameters, such as modal mineralogy, crystallographic 
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(preferred) orientations, and spatial distributions, to wave velocities of synthetic quartz-muscovite 

rock structures using asymptotic expansion homogenization with an implementation of the finite 

element method (AEH-FE). The effects of crenulation cleavage formation on seismic wave 

velocities is investigated as well, using mineral orientation maps as an input for the AEH-FE 

method. Both studies show that the orientations of the highly elastically anisotropic phyllosilicate 

grains play an important role in determining the seismic anisotropy of a rock. In rocks containing 

50% muscovite with a planar foliation, anisotropy of the P- and S-waves can be up to 35% and 

50% respectively (for synthetic cases with a perfect alignment of muscovite grains). The presence 

of a well-developed crenulation lowers the amount of anisotropy because the orientations of the 

micas on opposite sides of the microfold limbs cancel one another effectively out. These results 

can be correlated to larger structures, such as folds, and imply that the seismic signal of a 

deformed region might be much more muted in its seismic anisotropy than that the schistose 

samples that make up these structures.       

This chapter contains a short introduction to crenulation cleavage formation and seismic 

anisotropy, and describes the geological setting of the samples used in this study. More detailed 

background information regarding these topics can be found in the various chapters of this thesis. 

Chapter 2 investigates the grain-scale elastic interactions in rocks with a crenulation cleavage and 

how the resulting gradients in mean stress and volumetric strain contribute to driving mass 

transfer. Chapter 3 describes how different microstructural features influence the seismic 

anisotropy of the crust. Chapter 4 focuses on a particular microstructure, crenulation cleavage, 

and studies how different stages in its evolution influences seismic anisotropy.         

 

1.2. Introduction to Crenulation Cleavage 

 Crenulation cleavage is one of the most commonly formed fabrics in multiply-deformed, 

meta-pelitic, crustal rocks (e.g., Williams et al., 2001). The fabric is characterized by the 

differentiation of minerals into a phyllosilicate-rich (P-) domain, in which the phyllosilicates 
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define the overall cleavage, and a quartz- and feldspar-rich (QF-) domain. The characteristic 

mineralogical differentiation into P- and QF-domains that takes place during crenulation cleavage 

formation is the result of dissolution of quartz and feldspar in the P-domains, and precipitation of 

these minerals in the QF-domains (e.g., Gray and Durney, 1979; Mancktelow, 1994). It is 

possible that part of the dissolved material is removed from the local system (Bell et al., 1986; 

Wright and Henderson, 1992). The phyllosilicates in the P-domains undergo recrystallization and 

neocrystallization, but there is no evidence for any mass transfer of phyllosilicates during 

crenulation cleavage development (e.g., Marlow and Etheridge, 1977; Worley et al., 1997; 

Williams et al., 2001). Both stress- (Durney, 1972; Robin, 1979; Rutter, 1983) and strain- (Bell et 

al., 1986; Vernon, 2004) induced dissolution are postulated as possible driving forces for both the 

dissolution and mass transfer from P- to QF-domains during crenulation cleavage formation. 

Chapter 2 of this thesis explores the stress and strain distributions within a developing crenulation 

cleavage and gives suggestions on what processes are most likely to cause material to dissolve 

and move.  

 

1.2.1 Mass Transfer of Feldspar 

 High resolution chemical mapping has proven to be a good tool for investigating mass 

transfer of feldspar during crenulation cleavage development. Williams et al. (2001) performed 

such a study on rocks from the Moretown Formation and found overgrowths on the feldspar 

grains that were indicative of them being formed during crenulation cleavage formation. They 

found that during the formation of the fabric 10-20% plagioclase grew in the hinge-domains of 

the crenulation cleavage, and only 1% plagioclase and a large amount of phengitic muscovite 

grew in the limb-domains of the crenulation cleavage.  

Chemical mapping on rocks from the Mooselookmeguntic pluton aureole shows that 

some plagioclase grains do have more sodic overgrowths on more calcic cores (which is the 

opposite from the chemistry reported by Williams et al., 2001). Figure 1.1 shows a backscatter 
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electron image of a P-domain from a sample with a well developed crenulation cleavage from the 

Mooselookmeguntic Pluton aureole, the boxes indicate plagioclase grains that were mapped using 

the CAMECA SX-100 electron microprobe at the Department of Earth Sciences, University of 

Maine. The overgrowths on the plagioclase grains in this figure are also visible in BSE images, 

and most plagioclase grains in the samples investigated did not show this structure in the BSE 

image. Also, the chemical variation in the plagioclase grains from the Moretown Formation is 

clearly visible in cathodoluminescence (CL), whereas the plagioclase grains from the 

Mooselookmeguntic Pluton aureole have a very homogeneous blue CL color (see also Appendix 

B). Although no mapping is performed to investigate the spatial distribution and variation of the 

overgrowths shown in Figure 1.1, I think for the reasons mentioned above that most plagioclase 

grains in these rocks are probably relatively homogeneous and not suitable to investigate mass 

transfer of plagioclase during crenulation cleavage formation.     

 

 

Figure 1.1. Backscatter electron 

(BSE) image of a P-domain from a 

stage IV crenulation cleavage sample 

from the Mooselookmeguntic Pluton 

aureole. The color images are CaKα 

maps of the plagioclase grains 

indicated in the BSE image. Scaling 

is in An content (= Ca/(Ca+Na). 

  
 

 

 

 

 

 

1.2.2 Mass Transfer of Quartz 

 Cathodoluminescence is a good method to study the mass transfer of quartz, because the 

chemical variation within quartz is typically not sufficiently large for chemical mapping with the 

electron microprobe. The mass transfer of quartz during crenulation cleavage formation is 

explored in Appendix B of this thesis. The results of this exercise show that quartz grains in the 
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rocks from the Moretown Formation have overgrowths that are similar in geometry to the 

overgrowths Williams et al. (2001) found in the plagioclase grains of the same rocks. Quartz in 

rocks from the Mooselookmeguntic Pluton aureole show internal structures that are apparently 

related to pluton emplacement, but not clearly related to crenulation cleavage formation; they are 

therefore probably not suitable to study the mass transfer of quartz during crenulation cleavage 

formation.   

 

1.3. Introduction to Seismic Anisotropy 

 Geophysicists use seismicity as a tool to investigate the structure and mineralogy of the 

deeper parts of the earth. When a seismic wave travels though a rock volume that has an 

anisotropic bulk stiffness, the wave velocity will have a directional dependence (i.e. it will travel 

faster or slower in certain directions). During deformation elastically anisotropic minerals are 

aligned and redistributed, causing the formation of a crystallographic preferred orientation which 

will cause an anisotropic seismic signal to be picked up by seismometers. Numerous detailed 

seismic studies have given valuable information on the distribution of velocities at deeper levels 

of the earth, providing information regarding processes like mantle-crust coupling and tectonic 

plate interactions (e.g., Christensen, 1985; Christensen and Mooney, 1995; Silver, 1996; Mooney, 

2007; Karato, 2008). Most research regarding seismic anisotropy is focused on mantle kinematics 

and its correlation to the flow of elastically anisotropic olivine grains (e.g., Karato, 1987; Nicolas 

and Christensen, 1987; Silver, 1996; Savage, 1999; Mainprice et al., 2000; Tommasi et al., 2000; 

Montagner and Guillot, 2002; Mainprice, 2007; Karato et al., 2008), but crustal seismic 

anisotropy can affect the shear wave splitting values caused by mantle structures. In order to do 

so the degree of crustal anisotropy must be significant and appropriately oriented (e.g., Okaya et 

al., 1995; Godfrey et al., 2000). 
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1.3.1. Rock Microstructure 

 Causes for seismic anisotropy in the crust are (1) the presence of aligned fractures or 

cracks (in the upper 10-15km of the crust) (e.g.,  Crampin, 1981; Kaneshima et al., 1988), (2) the 

layering of isotropic or anisotropic material (e.g., Backus, 1962), and (3) the orienting of 

anisotropic minerals forming lattice and shape preferred orientations (LPO and SPO respectively) 

through deformation (e.g., Mainprice, 2007). The influence of this last factor is further explored 

in Chapter 3 of this thesis. In this chapter the modal abundances of quartz and muscovite, spatial 

distributions, and crystallographic and shape preferred orientations are systematically varied and 

the bulk elastic properties and seismic wave velocities are calculated. 

 

1.3.2. Crenulation Cleavage 

 The influence of a specific rock microstructure, namely crenulation cleavage, on bulk 

elastic properties and seismic wave velocities is investigated in Chapter 4 of this thesis. The 

seismic anisotropy of a sample containing a well-developed crenulation cleavage is significantly 

lower than that of a sample containing a planar foliation or less-developed crenulation cleavage. 

These findings regarding the small-scale folds in the crenulation cleavage can be extrapolated to 

larger scale folds, implying that regions that have undergone deformation and folding might be 

less anisotropic than that the petrophysical measurements from schistose rock samples from those 

areas imply.  

 

1.4. Geologic Setting 

 Although this thesis mainly deals with simplified, two-phase geometries that represent a 

crenulation cleavage fabric, Chapter 4 and Appendices deal with natural rock examples 

containing this fabric. The samples that are discussed in these parts are from the Moretown 

Formation in western Massachusetts and the Mooselookmeguntic Pluton aureole in western 

Maine. Crenulation cleavage can form in different geological settings, as is illustrated by these 
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rocks. The samples from the Moretown formation contain a crenulation cleavage that formed by 

regional strain, in a tectonic setting, whereas the samples from the Mooselookmeguntic Pluton 

aureole contain a crenulation cleavage that is formed within a strain gradient caused by pluton 

emplacement.  

 Both research areas are part of a series of north-south trending tectonostratigraphic units 

that make up the north-eastern part of the United States, and the northern part of the Appalachians 

(see Figure 1.2). Both sample suites show a gradient in crenulation cleavage formation, 

displaying different stages in crenulation cleavage development as described by Bell and 

Rubenach (1983). In the Moretown formation this gradient is present from limb (almost no 

development of crenulation cleavage) to hinge (strongly developed crenulation cleavage) of 

meter-scale folds (Williams et al., 2001; Scheltema, 2003). In the Mooselookmeguntic Pluton 

aureole one can also find this kind of a limb-hinge gradient, but more important is the gradient we 

find spatially in the aureole, from a faint deflection of the regional foliation approximately 3 km 

from the pluton to an intense, margin parallel foliation adjacent to the pluton (Johnson et al., 

2006).  
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Figure 1.2. Tectonostratigraphic units of New England, USA. White asterisks indicate research 

areas (the Mooselookmeguntic Pluton aureole in western Maine and the Moretown Formation in 

western Massachusetts. Modified from Scheltema, 2003 and Tomascak et al., 2005. 
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Chapter 2 

NUMERICAL MODELING OF CRENULATION CLEAVAGE DEVELOPMENT: A 

POLYMINERALIC APPROACH* 

 

2.1. Chapter Abstract 

The finite element method was used to investigate how the elastic interactions of quartz 

and muscovite minerals affect grain-scale stress and strain distributions at different stages of 

crenulation cleavage development. The polymineralic structure comprises individual grains that 

were each assigned their own 3D stiffness tensor and orientation. Gradients in mean stress and 

volumetric strain within quartz grains develop between the limbs and hinges of microfolds at the 

earliest stages of crenulation development, with higher values in the microfold limbs. These 

gradients decrease with development of the crenulation cleavage, as the microfold limbs become 

phyllosilicate-rich (P) domains and the hinges become quartz- and feldspar-rich (QF) domains. 

Crystallographic orientations of the quartz grains have a relatively minor affect on the mean stress 

and volumetric strain distributions.  

Our findings are broadly consistent with both pressure solution and strain-driven 

dissolution models for crenulation cleavage development. However, because crenulation cleavage 

development typically involves metamorphic reactions, we favor a model in which dissolution is 

driven by those reactions, and mass-transfer leading to development of the mineralogically 

segregated fabric is driven by pore fluid pressure gradients that follow gradients in volumetric 

strain. Local concentrations of stress and strain across mineral interfaces may identify sites of 

enhanced reaction.  

 

 

* The content of this chapter is published in: Naus-Thijssen et al., 2010. Journal of 

Structural Geology, v.32, p. 330-341. 
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2.2. Introduction 

Although crenulation cleavage is the most common type of cleavage in multiply-

deformed, intermediate to high-grade metapelitic rocks (Williams et al., 2001), its formation and 

role in strain partitioning across a range of scales is incompletely understood. Crenulation 

cleavage is characterized by phyllosilicate-rich (P) domains, in which phyllosilicates define the 

overall cleavage, separated by quartz- and feldspar-rich (QF) domains (Figure 2.1). Quartz grains 

in this fabric show little to no evidence for internal deformation or recrystallisation (Vernon and 

Clarke, 2008 and references therein). The characteristic mineralogical differentiation is therefore 

thought to result from dissolution of quartz and feldspar in the P-domains and precipitation of the 

dissolved material in the QF-domains (e.g., Gray and Durney, 1979; Schoneveld, 1979; 

Mancktelow, 1994). Alternatively, some percentage of the dissolved material may be removed 

from the local system (e.g., Bell et al., 1986; Wright and Henderson, 1992). There are two 

dominant hypotheses for crenulation cleavage formation. Pressure solution is most commonly 

invoked as the driving force for both dissolution and mass transfer from P-domains to QF-

domains in both slaty cleavage (e.g., Sorby, 1863; Durney, 1972; Robin, 1979) and crenulation 

cleavage (e.g., Durney, 1972; Robin, 1979; Rutter, 1983). Pressure solution, sometimes referred 

to as dissolution or solution (-precipitation) creep or (stress-induced) dissolution and/or solution 

transfer, involves (1) the dissolution of material at grain boundaries that are subjected to a high 

normal stress, (2) diffusion of dissolved material down a chemical potential gradient induced by a 

gradient in normal stress, and (3) precipitation on open pore walls or within grain boundaries 

subjected to a lower normal stress. Strain driven dissolution, where material moves from regions 

of high dislocation density to regions of low dislocation density, has been cited as an alternative 

to stress-induced dissolution (Bell et al., 1986; Vernon, 2004; Passchier and Trouw, 2005).  

The influence of folding in a single- or multilayered materials on stress and strain 

distributions, and how these distributions can be coupled to mass transfer, has been investigated 

numerically by a number of workers (e.g., Durney, 1978; Stephansson, 1974; Hobbs et al., 2000; 
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Zhang et al., 2000). In these studies, folding of homogeneous layers is considered. However, 

rocks typically contain two or more minerals with variable geometrical and crystallographic 

arrangements relative to one another. The elastic interactions of these individual minerals lead to 

marked heterogeneity in the spatial distributions of stress and strain during deformation (e.g., 

Tullis et al., 1991; Johnson et al., 2004). Thus, the question arises as to how this grain-scale 

spatial heterogeneity will influence the larger-scale (e.g., microfold half-wavelength) stress and 

strain gradients, and therefore the driving forces responsible for mass transfer during crenulation 

cleavage development. In order to examine grain-scale elastic interactions, we use the finite 

element method to evaluate instantaneous models containing hundreds of individual quartz and 

muscovite grains. Each grain is assigned its own crystallographic orientation and material-

specific 3D stiffness tensor. The microstructure models are subjected to an elastic shortening 

strain of 1%. To evaluate how the spatial distributions and intensities of mechanical quantities 

change with fabric evolution, we consider three different stages of crenulation cleavage 

development (based on stage 2, 3 and 4 of Bell and Rubenach, 1983; see also Figure 2.2). 

 

Figure 2.1. Photomicrograph of crenulation cleavage. 

Indicated are the P- (crenulation limbs) and QF- 

(crenulation hinges) domains and two generations of 

foliation, Sn and Sn+1. Sample from the Main Central 

thrust zone, Nepal Himalaya. 

 

 

 

Below, we provide some background information on crenulation cleavage and its 

development. We then give background information and methodologies for our numerical 

experiments. Finally we discuss the results of our experiments and the implications for 

crenulation cleavage development. In summary, we find that mean stress and volumetric strain 

values in quartz grains vary systematically depending on domainal position within the crenulation 
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cleavage microstructure. The resulting gradients between P- and QF-domains are consistent with 

a pressure-solution mechanism of fabric formation, but they are also consistent with a formulation 

that emphasizes volumetric strains as opposed to stresses. The volumetric strain gradients are 

used as a proxy for how fluids will flow during fabric evolution, providing a quantitative basis for 

understanding mass transfer during crenulation cleavage development.    

 

Figure 2.2. Six stages of crenulation cleavage development. At stage 1 the original Sn foliation is 

present, which becomes crenulated at stage 2. At stage 3 the crenulation process is accompanied 

by solution/precipitation facilitated metamorphic differentiation. At stage 4 new phyllosilicates 

begin to grow parallel to Sn+1. At stage 5 a spaced cleavage with no relic Sn in the QF-domains is 

formed that eventually becomes homogenized at stage 6. Modified from Bell and Rubenach 

(1983). 

 

2.3. Background 

2.3.1. General Observations 

Crenulation cleavage has been observed and described since the mid-nineteenth century 

(e.g., Sharpe, 1849; Sorby, 1857, 1880), but it was not until the second half of the twentieth 

century that workers began to systematically investigate the variables that determine its 

morphology and microstructure (e.g., Cosgrove, 1976; Gray, 1977a,b). The wide range of 

crenulation cleavage morphologies can be broadly subdivided into two classes: discrete and zonal 

crenulation cleavage. Both classes are gradational into one another and can occur together in one 

crenulated fabric (Gray, 1977a). Discrete crenulation cleavage refers to a crenulated fabric in 

which there are thin, sharply defined cleavage discontinuities (resembling micro-faults or 

fractures) that truncate the pre-existing foliation. Zonal crenulation cleavage refers to a fabric in 

which the boundaries between the domains are gradational (e.g., Figure 2.1). The general 

morphology of crenulation cleavage, regardless of whether it is discrete or zonal, is determined 

by the degree of mechanical anisotropy in the pre-existing fabric and the orientation of the fabric 
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with respect to the maximum principal stress direction (e.g., Cosgrove, 1976; Gray, 1977b; Price 

and Cosgrove, 1990, p438). Crenulation cleavage folds may be symmetrical (like in our model) 

or asymmetrical (e.g., Figure 2.1), with the latter being the most common (Hobbs et al., 1976, p 

218) owing to the dominance of limbs over hinges in regionally folded rocks. 

 

2.3.2. Previous Modeling 

The evolution of macro-, meso- and micro-scale folds, including the distributions of 

stress and strain within them, has been explored by theoretical (e.g., Biot, 1957, 1961; Ramberg, 

1963; Johnson and Fletcher, 1994), analog (e.g., Ramberg, 1963; Means and Rogers, 1964; 

Means and Williams, 1972; Etheridge, 1973; Abbassi and Mancktelow, 1992) and numerical 

(e.g., Dieterich and Carter, 1969; Stephansson, 1974; Zhang et al., 2000; Hobbs et al., 2000) 

models.  

In theoretical models, the formation of crenulation cleavage is divided into different 

stages. First, buckling instabilities are developed in an anisotropic medium, such as mineral 

fabrics or multi-layered rocks. This is followed by the development of crenulation cleavage 

planes that are related to the microbuckles and are formed and further developed by a dissolution-

precipitation process and mineral redistribution (e.g., Williams, 1972; Cosgrove, 1976; Gray and 

Durney, 1979). Bell and Rubenach (1983) proposed a six-stage model of crenulation cleavage 

development based on observations of both matrix and porphyroblast inclusion trails (Figure 2.2). 

Stage 1 represents the initial homogeneous, planar foliation (Sn), which is gently crenulated in 

stage 2. At stage 3, solution- and precipitation-facilitated metamorphic differentiation occurs and 

a new foliation (Sn+1) begins to develop. At stage 4 new phyllosilicates grow parallel to Sn+1. At 

stage 5 a spaced cleavage develops in which the original fabric, Sn, is no longer visible. 

Eventually this spaced cleavage becomes homogenized at stage 6, resulting in a uniform, 

penetrative Sn+1 schistosity.  
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In analog models with synthetic mica and artificial salt-mica schists conjugate shear 

zones with intervening microfolds that resemble crenulation cleavage structures were created 

(e.g., Means and Rogers, 1964; Means and Williams, 1972; Etheridge, 1973). In these 

experiments samples were compressed normal to the foliation to investigate the effects of strain 

rate, confining pressure and the role of water.  

In numerical models single or multiple layers of elastic, viscous, elastic-viscous or 

elastic-plastic material containing small perturbations are embedded in a less competent matrix 

and subjected to shortening parallel to the layer(s) to investigate its/their behavior. These 

numerical models built upon theoretical models from Biot (e.g., Biot, 1957, 1959, 1961, 1964) 

and Ramberg (e.g., Ramberg, 1960, 1961, 1963) and analog models in which layers of materials 

like rubber sheets (e.g., Ramberg, 1961, 1963), plasticine (e.g., Cobbold et al., 1971) and wax 

(e.g., Abbassi and Mancktelow, 1992) were shortened. In multilayered systems asymmetric 

parasitic folds develop in the limbs, and symmetric folds develop in the hinge of larger scale 

folds, similar to crenulation cleavage (Frehner and Schmalholz, 2006). The ratio of competency, 

or viscosity, between the different layers, and the strain rate at which the material is deformed, 

are important parameters determining the wavelength and periodicity of the folds (e.g., Biot, 

1957; Hobbs et al., 2000; Zhang et al., 2000). Within the folded layers, mechanical disequilibria 

develop in the form of heterogeneous stress and strain distributions, causing free-energy gradients 

along which materials can diffuse (Stephansson, 1974). These gradients promote movement of 

material from the limb zones to the hinge zones of the folds and the variations of mean stress 

found in experimentally formed folds are consistent with variations in mineral composition, bulk 

chemical composition, and grain size of folds found in nature (e.g., Stephansson 1974). More 

recent numerical models show a thermal-mechanical feedback, and explore the coupling of 

deformation to fluid flow and chemical reactions (Hobbs et al., 2008).   
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2.3.3. Mass Transfer 

Whether all of the material that is dissolved in the P-domains is precipitated in the QF-

domains, or whether it is partly or entirely removed from the local system, is still a matter of 

debate. Most geochemical studies suggest that there is little to no volume loss in either low grade 

slaty cleavage or crenulation cleavage in higher grade rocks (e.g., Mancktelow, 1994; Erslev, 

1998; Saha, 1998; McWilliams, 2007). Most microtextural and strain studies, on the other hand, 

suggest that dissolved material is removed from the system. Based on measurements of strain 

markers, volume losses of 50% or more are proposed in some slates (e.g., Wright and Henderson, 

1992; Goldstein et al., 1995, 1998) and similar amounts have been postulated during the 

development of crenulation cleavage (Bell et al., 1986). The geochemical studies are based on the 

assumption that certain elements are immobile, serving as constants when comparing the 

compositions of different cleavage domains. Phyllosilicates that are not in equilibrium are also a 

base for assuming crenulation cleavage rocks are not part of a fluid-dominated system, and mass 

transfer is limited to a local scale (McWilliams et al., 2007). It also remains uncertain how much 

deformation has occurred in the “undeformed” reference domains used in these studies, adding to 

the issue of local compositional variations in sedimentary protoliths. The structural studies are 

based on the assumption that the original shapes and sizes of strain markers are well known. It is 

not yet clear which type of study – geochemical or structural – provides the more reliable results 

(e.g., Vernon, 1998; Williams et al., 2001). 

 

2.4. Numerical Modeling 

2.4.1. Anisotropic Elasticity 

Although elastic anisotropy is considered as a material property in some of the models 

mentioned in the previous section, grain-to-grain interactions and the redistribution of grains are 

not; these factors may play an important role in driving mass transfer during crenulation cleavage 

formation. Gray and Durney (1979) discussed how different fabric-derived factors, namely grain 
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shape, grain orientation, mineral solubility, grain boundary diffusion kinetics, grain contacts, and 

microfold wavelengths might affect crenulation cleavage differentiation. Below we investigate 

the influence of grain shape and orientation on microfolding and, in particular, crenulation 

cleavage development.   

Because most minerals are elastically anisotropic, their shape and orientation influence 

the way in which they respond to an applied stress. This anisotropic behavior can be described (at 

low stress levels) with Hooke’s law: 

σij= Cijklεkl ,      (2.1) 

where σij is the stress,  Cijkl is the 4
th
 rank elasticity tensor, and εkl is the strain (e.g., Nye, 1957). 

Assuming a 3D stress state, the elasticity tensor contains 81 elastic coefficients to link the stress 

tensor with the strain tensor. Each mineral has its own specific elasticity tensor. Due to the 

symmetry of the stress and strain tensors and the crystal symmetry of the minerals, the number of 

independent coefficients of the stiffness matrix (or elasticity tensor) can be simplified (Nye, 

1957). Therefore, to describe the elasticity of muscovite, a monoclinic mineral, 13 independent 

elastic constants are needed, and quartz, a trigonal mineral, has 6 independent elastic constants 

(Figure 2.3). 

 

Figure 2.3. Stiffness matrix (Voigt notation) for Quartz and Muscovite in GPa at room 

temperature and atmospheric pressure. Data obtained from Bass (1995).  

 

Experimental data on the compressibility of minerals show that muscovite is three to four 

times more compressible along the c-axis than along the a-axis or b-axis (Guidotti et al., 2005). 

For example, a Na-rich muscovite at room temperature and ~3.5 GPa will compress 3.59% along 

its c-axis and only 0.83% and 1.05% along its a-axis and b-axis, respectively (Comodi and 
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Zanazzi, 1995). These numbers are sensitive to both temperature and composition. For quartz this 

difference is less pronounced: at the same conditions an α-quartz crystal will shorten 2.75% along 

its a-axes and 1.88% along its c-axis (Angel et al., 1997). 

 

2.4.2. Method 

In this study, the elastic interactions between individual muscovite and quartz grains and 

the influence of these interactions on stress and strain distributions within a rock are investigated 

by considering the crystallographic orientations and anisotropic elasticity of the individual grains. 

Simplified geometries, containing only quartz and muscovite grains, were created to represent 

three different stages of crenulation cleavage development (Figure 2.4; based on stages 2- 4 of 

Bell and Rubenach, 1983). The modal abundance of the two minerals is kept constant from stage 

to stage, implying that no material is lost during development. Although we have results for both 

symmetric and asymmetric crenulation cleavage, the results are similar so we only discuss the 

symmetric example.  

 

 

Figure 2.4. Model setup. The grey rectangles represent muscovite grains and the grey lines 

outline the quartz grains. The c-axes of the muscovite grains are oriented perpendicular to the 

long axis of the grain and are parallel to the plane of the paper. The quartz grains are oriented 

differently in different models: they are oriented randomly (model III), with the c-axes 

perpendicular to the plane of the paper (model I), or with the c-axes parallel to the shortening 

direction (model II). The dashed lines outline the structural domains P, X and Q.  
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OOF2 is a two-dimensional, object oriented finite element code developed by the 

National Institute of Standards and Technology (Langer et al., 2008; 

http://www.ctcms.nist.gov/oof/oof2/). The code uses image segmentation to divide an image into 

distinct sets of pixels that correspond to a homogeneous part of the image, i.e. the different grains 

(Reid et al., 2008). The different “pixel groups” are given their own material properties. In all 

models the muscovite grains are oriented with the c-axes parallel to the plane of the paper and 

perpendicular to the long dimension of the grain. Three variations of each of the three modeled 

stages are evaluated in order to examine the role of quartz-grain orientations on the solutions. In 

model I all quartz grains have the same orientation, with the c-axis (its least compliant axis) 

perpendicular to the plane of the paper. In model II all quartz grains have the same orientation, 

with the c-axis parallel to the shortening direction. In model III all the quartz grains have a 

random orientation. After defining the microstructure, a skeleton and mesh, composed of 

rectangular and triangular elements, are created (Figure 2.5) using an auto-meshing option that 

automatically refines a skeleton until it fits the microstructure following a predefined set of 

operations that are described in Langer et al. (2008) and Reid et al. (2008). Models I and II 

consist of at least 10000 elements and the models with the randomly oriented quartz consist of at 

least 16000 elements. Once the mesh is defined, the models are subjected to 1% horizontal 

shortening. The upper and lower boundaries are defined as free surfaces (Figure 2.5). Results are 

calculated in plane-strain, and values for mean stress and volumetric strain in response to the 

applied displacement at the boundaries are calculated and plotted.  

For data analyses the model is divided into three different structural domains based on the 

orientations of the muscovite grains: P-, Q-, and X-domains (Figure 2.4). In the P-domains, the 

long dimension of the muscovite grains are all oriented close to vertical and perpendicular to the 

shortening direction as is consistent with the P-domains in natural examples. In the Q-domains, 

all muscovite grains are oriented sub-horizontally, parallel to the shortening direction. In the X-

domains, the long dimension of the muscovite grains are all oriented at an angle with respect to 
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the shortening direction. The Q- and X-domains combined are equivalent to the QF-domains in 

natural examples.  

 

Figure 2.5. Boundary conditions. Each model is subjected to a horizontal shortening of 1%, the 

upper and lower boundaries are defined as free surfaces. The blowup image shows the mesh 

generated by OOF2.  

 

2.4.3. Model Results  

2.4.3.1. Maps. Figure 2.6 shows maps of the mean stress and the volumetric strain for the 

three stages of crenulation cleavage development, each subjected to a 1% horizontal shortening. 

This figure only shows the results for the model in which quartz grains are randomly oriented 

(model III); the effect of quartz orientation (the results of models I and II) will be discussed in 

section 2.5.1. The muscovite grains in the Q- and P- domains show the most dramatic response to 

the deformation. In all stages, the muscovite grains in the Q-domain accommodate the highest 

compressive stresses and the lowest negative volumetric strains. The muscovite grains in this 

domain are oriented with their least compliant axis (the c-axis) perpendicular to the shortening 

direction. In stage 3 and 4 the muscovite grains appear to act as stress beams, protecting the 

quartz grains from deformation in the Q-domains resulting in lower average mean stress and 

volumetric strain in quartz grains than in the P-domains. The highest negative volumetric strains 

are accommodated  
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Figure 2.6. Contour maps of the mean stress and volumetric strain for the three different stages of 

the model with the randomly oriented quartz grains (model III). Negative stress is compressional. 
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by the micas in the P-domains where the muscovite grains are oriented with their least compliant 

axis parallel to the shortening direction. The micas in the X-domains accommodate mean stresses 

intermediate between those in the P- and Q-domains and similar to the amounts accommodated 

by the quartz grains; these micas also accommodate low negative volumetric strains. Although 

the interaction among differently oriented quartz grains leads to local heterogeneity, domain-scale 

differences in mean stress and volumetric strain are established with higher values in the P-

domains than in the X- and Q-domains. The magnitude of these gradients will be discussed in the 

next (statistical analysis) section. 

Mass transfer during crenulation cleavage development may be primarily driven by pore 

fluid pressure gradients, which we can approximate using gradients in the calculated volumetric 

strain field (e.g., Cox and Etheridge, 1989; Koons et al., 1998). To illustrate the general pattern of 

fluid flow, Figure 2.7 shows a vector plot in which arrows are oriented down gradient, parallel to 

the local maximum gradient in volumetric strain. Although interaction among the different grains 

influences the direction of flow and complicates the local flow pattern, the domain-scale gradients 

in volumetric strain noted above lead to bulk flow from the P- and X- domains into the Q-

domains. In natural examples, pathways for fluid flow would follow grain boundaries and 

possibly intragranular fractures. Thus, a more precise calculation of fluid flux would need to 

consider the geometry of these pathways (e.g., Carlson and Gordon, 2004; Joesten, 1991), but 

would not change our general result.  

2.4.3.2. Statistical Analysis of the Data. In order to quantify the mean stresses and 

volumetric strains, average values and their standard deviations are calculated and plotted for 

quartz grains within the 3 structural domains (Figure 2.8). The average values are calculated for 

only the quartz grains because quartz is the principle material that is dissolved, transferred, and 

precipitated. When comparing the models with the different orientations of quartz, model I 

accommodates the lowest mean stresses and highest negative volumetric strains, model II 

accommodates the highest mean stresses and lowest negative volumetric strains, and the  model 
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with the randomly-oriented quartz grains (model III) shows intermediate values for mean stress 

and volumetric strain with respect to the other two models.  

 

 

Figure 2.7. Detail of the volumetric strain map from stage 3, model I. The arrows in the left 

image indicate mass transfer within the quartz (arrows originating in muscovite grains were 

removed from this flow chart). The origin of each arrow is the point of measurement. Arrows 

point toward the low negative volumetric strain regions. The length of the arrow indicates the 

magnitude of the gradient (short is a small gradient, long is a large gradient). The image on the 

right schematically shows the bulk flow from the P-domains to the QF-domains. Coloring is the 

same as in Figure 2.6. 

 

The skewness and kurtosis are calculated and plotted to give a measure of the variance of 

the datasets (Figure 2.9). The datasets for the mean stress are slightly negatively skewed and have 

the highest kurtosis in the Q-domains. The skewness for the datasets of the volumetric strain 

differs from domain to domain: it is negative in the P-domains and positive or less negative in the 

other domains. The kurtosis for the data of the volumetric strain shows a slightly similar pattern 

as that of the kurtosis of the mean stress, with higher values of kurtosis in the Q-domains with 

respect to the other domains.  
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Figure 2.8. Average mean stress and average volumetric strain in the quartz grains per structural 

domain. The bars represent plus and minus 1 standard deviation. For each domain the results for 

model III fall in between the results for models I and II. The values for the average mean stress 

and average volumetric strain are the lowest in the Q-domain at each stage.   
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To give a better indication of the relative differences in mean stress and volumetric strain 

among the different domains the average values that are plotted in Figure 2.8 are normalized 

against the average values in the Q-domains for each separate model. The greatest gradients 

(between the Q- and X-domains at stage 2, and between the Q- and X-domains at stages 3 and 4) 

are plotted in Figure 2.10 and are largest at stage 2 for both the mean stress and the volumetric 

strain. 

 

Figure 2.9. Skewness and 

kurtosis of the mean 

stress and volumetric 

strain datasets. The mean 

stress data have negative 

skewness and a higher 

value of kurtosis in the Q-

domains with respect to 

the kurtosis in the other 

domains. The volumetric 

strain data shift from a 

negative skewness in the 

P-domains to a less 

negative or positive 

skewness in the Q-

domains. The volumetric 

strain data also show a 

peak of kurtosis in the Q-

domains.   

 

 

 

Figure 2.10. Gradients between Q- and X- (stage 2) or P- (stage 3 and 4) domains in %. The 

gradient decreases from the early stage 2 to the intermediate stage 3 of crenulation cleavage 

development. At stage 4 the gradient increases slightly.  
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2.5. Discussion 

2.5.1. Model Results  

A polymineralic approach has been used to model the incremental mean stress and 

volumetric strain distributions at three stages of crenulation cleavage development. We used 

finite element models composed of quartz and muscovite grains. The muscovite grains are all 

oriented with the c-axes parallel to the plane of the paper and perpendicular to the long dimension 

of the grain. A distinction is made between three models based on the orientation of the quartz 

grains in the model: in models I and II the quartz grains all have the same orientation, with the c-

axis perpendicular to the plane of the paper, or parallel to the shortening direction (model I and 

model II respectively); in model III the quartz grains have a random orientation. Below we 

evaluate the influence of the orientation of the quartz grains, how the results differ from domain 

to domain and from stage to stage, and the distribution of the data. 

2.5.1.1. Influence of the Orientation of the Quartz Grains. The results show that there 

are no large differences between the three models (I, II and III) arising from the variation in 

quartz orientation (Figure 2.8), confirming that the orientation and modal abundance of the 

muscovite grains plays the most important role in forming the overall stress and strain 

distributions in the developing crenulation cleavage fabric. The model containing randomly 

oriented quartz grains (model III) gives intermediate results for mean stress and volumetric strain. 

This is expected since the orientations of the quartz grains in the other two models represent the 

least compliant and one of the most compliant possible orientations for the quartz grains, relative 

to the applied shortening direction. In model III the quartz grains interact with one another 

creating a more heterogeneous pattern of stress and strain distribution, but the local high and low 

values appear to cancel each other out when calculating an average value per domain. Because 

the orientation of the quartz grains appears to play only a minor role in how mean stresses and 

volumetric strains are distributed, the results from model III will be used in the remainder of our 

discussion below.  
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2.5.1.2. Comparison of Different Domains and Stages. Muscovite is elastically highly 

anisotropic, being more compressible along its c-axis and less compressible along its a-axis and 

b-axis than along any direction in quartz. In the P-domains, where the phyllosilicates are mainly 

oriented with their most compressible axis (sub-) parallel to the shortening direction, the quartz 

will always be the stiffest material. Thus, quartz in any orientation will carry higher mean stresses 

than the muscovite. In the Q-domains, where the phyllosilicates are oriented with their least 

compressible axes (sub-) parallel to the shortening direction, they are stiffer than quartz grains in 

any orientation, and will therefore carry higher mean stresses. In the X-domains an intermediate 

situation develops. The strong anisotropy of muscovite leads to less volumetric strain 

accumulation in quartz grains in the Q-domains compared to the quartz grains in the P-domains. 

Thus, we conclude that the systematic variation in muscovite orientation from P- to Q-domains 

causes the mean stress and volumetric strain gradients in quartz between these domains. 

 In all stages of crenulation cleavage development the mean stresses and volumetric 

strains are highest in the quartz grains in the P-domains (X-domains in stage 2) and lowest in the 

quartz grains in the Q-domains. The average values between those domains differ by up to 22% 

for both the mean stress and the volumetric strain and they decrease with fabric evolution (Figure 

2.10). At stage 2, P-domains have not yet developed, so more volumetric strain is accommodated 

in the quartz grains in the X-domains because there are no muscovite grains with their c-axes 

near-parallel to the shortening direction. As the fabric develops, muscovite grains rotate and 

recrystallize into more favorable orientations for strain in the P-domains, reducing the gradients at 

stage 3 relative to stage 2. At stage 4 there is modally less quartz in the P-domains and more 

quartz in the QX-domains than there is at stage 3, causing a slight increase in the gradients from 

stage 3 to stage 4.  

 2.5.1.3. Skewness and Kurtosis of the Data. The distributions (skewness and kurtosis) 

of the mean stress data show that most data points within the quartz in the different domains tend 

to have a low negative value (negative skewness) and less spread (peak of kurtosis) in the Q-
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domains than in the other domains. The latter pattern is due to the geometry of the Q-domains, 

which contain relatively more quartz than muscovite grains. Because there are fewer interactions 

between the two minerals this leads to a more homogeneous mean stress in the quartz. A similar 

pattern in kurtosis, although less pronounced, is found in the distributions of the volumetric strain 

data. The interactions between the individual quartz grains, causing heterogeneity in the stress 

and strain distributions, cause a shift from negative skewness in volumetric strain distribution in 

the P-domains to a positive or less negative skewness in the Q- and X-domains. The orientations 

of the muscovite grains have an important effect on the skewness: volumetric strains in the quartz 

grains tend to be on the higher (less negative) side if the phyllosilicates are oriented with their 

most compliant axis parallel to the shortening direction, and on the lower (more negative side) if 

the phyllosilicates are oriented with their most compliant axis perpendicular to the shortening 

direction.        

  

2.5.2. Implications for Crenulation Cleavage Development 

The model results presented in this paper are based on instantaneous elastic interactions 

among quartz and muscovite grains at three different stages of crenulation cleavage development. 

No initial confining stresses are applied, and we do not consider time- and strain-dependent 

evolutionary processes such as grain boundary migration and dislocation creep, chemical 

reactions, and grain boundary diffusion and advection. Nevertheless, our results facilitate analysis 

of the stresses and strains that arise from elastic interactions of a polymineralic continuum, 

providing important constraints on the local and bulk stress and strain gradients that play a large 

role in establishing the characteristic mineralogical segregation associated with crenulation 

cleavage development.  

The overall pattern of relatively high mean stresses in the quartz grains in the P-domains 

compared to those in the Q-domains is consistent with results derived from models in which 

homogeneous layers are folded (see section 2.4.1). These folding models show the development 
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of gradients in mean and normal stress between fold limbs and fold hinges, similar to those found 

in our results between P-domains and Q-domains in crenulation cleavage. Pressure solution has 

commonly been invoked in these folding models to relate the gradients in mean/normal stress to 

the transfer of quartz from the fold limbs to the fold hinges, not only in macro-scale folds, but 

also in smaller scale crenulations. Similarly, Cosgrove (1976) suggested that the high stresses in 

the muscovite minerals in the QF-domains relative to the P-domains of crenulation cleavage 

should lead to the opposite, with dissolution of phyllosilicates in the QF-domains and their 

precipitation in the P-domains.  

The role of pressure in the dissolution of quartz has been questioned  (e.g., Bjørkum, 

1996; Meyer et al., 2006). Field observations (e.g., Weyl, 1959; Houseknecht, 1988) and 

experimental work (e.g., Rutter and Wanten, 2000; Anzalone et al., 2006; Meyer et al., 2006 ) 

indicate that the presence of phyllosilicates enhance the dissolution of quartz. Bjørkum (1996) 

found very thin layers of mica or illite between two quartz grains and hypothesized that these thin 

layers could be missed, leading to a mistaken interpretation of pressure solution between two 

adjoining quartz grains (Bjørkum, 1996; Oelkers et al., 1996). Meyer et al. (2006) showed 

experimentally that dissolution of quartz is enhanced if in contact with muscovite in wet 

conditions (not under dry conditions) but slows down after time, possibly because of the 

reprecipitation of dissolved quartz outside the contact junction. Experimental data from Niemeijer 

and Spiers (2002) on the other hand showed no acceleration of compaction rates of quartz if 

muscovite was added. They postulated that dissolved Al
3+

 is responsible for decrease in 

solubility, dissolution rates, and precipitation rates of quartz. So, even though field data imply 

that the dissolution of quartz is enhanced by the presence of phyllosilicates, experimental data are 

still inconclusive and more investigations are required to evaluate the physics and chemistry of 

this process.   

Experiments on quartz (Green, 1972;  Hobbs, 1968), halite (Sprunt and Nur, 1977; 

Bosworth, 1981), and plagioclase (Kramer and Seifert, 1991) have shown that when these 
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minerals are sufficiently strained, their solubility is enhanced due to an increase of dislocation 

density. Although Hirth and Tullis (1994) found similar results to Green (1972) for deformed 

quartz, they postulate that it is stress, and not the presence of a high dislocation density within the 

quartz, that causes the transition from α quartz to coesite. Bell et al. (1986) suggested that 

minerals like quartz and feldspars adjacent to phyllosilicates in rocks with crenulation cleavage, 

or metapelitic rocks in general, will be affected on their boundaries by shearing, increasing the 

dislocation energy, and enhancing the dissolution of those minerals. In this model, shear strain is 

accommodated by glide on the (001) planes in the phyllosilicates, whereas the quartz is 

plastically strained against the phyllosilicates on a variety of slip systems, generating a 

dislocation density gradient and eventually dissolves where the dislocation density is highest. 

However, the general lack of evidence for dislocation creep in quartz during crenulation cleavage 

development (Vernon and Clarke, 2008 and references therein) is difficult to reconcile with this 

model. Wintsch and Dunning (1985) calculated the energy stored in dislocations in quartz as a 

function of dislocation density and the effect of this increased energy on the activity of strained 

quartz and its solubility in pure H2O. They found that the resulting increase in free energy is 

probably too small to play a significant geochemical role in rock deformation and hypothesized 

that where fluid/rock ratios are low, the aqueous activity of quartz might be significantly 

increased by the dissolution of quartz containing dislocation tangles, establishing a chemical 

potential gradient of SiO2 and thus driving diffusive mass transfer, which is consistent with the 

results found in the experiments.  

Figure 2.11 shows a schematic diagram of fluid flow during crenulation cleavage 

formation, based on models from Bell and Hayward (1991) and Worley et al. (1997). Bell and 

Cuff (1989) argued that the anastomosing geometry of foliation generates areas of compression 

and tension, driving fluids towards localities of dilatation that are accommodated by 

microfracturing. These dilatational sites are formed preferentially in the extensional regions (QF-

domains), and are proposed to be the nucleation sites for porphyroblasts. Worley et al. (1997) 
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focused on the formation of discrete crenulation cleavage developed in chlorite- to garnet-zone 

schists. In order to explain the differences in mineralogy that they found in the different structural 

domains, they suggested that at early stages and chlorite zone conditions a zonal crenulation 

cleavage initially developed in response to microfolding and diffusive mass transfer at a local 

scale (less than half the wavelength of the crenulations). With progressive deformation a discrete 

crenulation cleavage evolved and these workers suggested that large-scale, buoyancy driven, 

advective flow occurred along the P-domains, in addition to grain-boundary diffusion on a 

smaller scale.  

 

Figure 2.11. Schematic diagram of fluid flow at stages 2, 3 and 4 of crenulation cleavage 

development based on models of Bell and Hayward (1991) and Worley et al. (1997). The arrows 

indicate fluid flow from P- to QF-domains, the wavy-arrows indicate fluid flow within the P-

domains and the ~ indicate microfractures in the quartz. 

 

A number of workers have investigated the role of metamorphic reactions during 

crenulation cleavage development (e.g., Marlow and Etheridge, 1977;  Worley et al., 1997; 

Williams et al., 2001). They found that muscovite changes its composition in the P-domains and 

that plagioclase changes its composition in both the P- and QF-domains during foliation 

formation. This indicates that metamorphic reactions play an important role during fabric 

development. It was implied that stress variations are not well assessed on the grain-size scale 

(Marlow and Etheridge, 1977) or are too small to drive dissolution and transportation of material, 

especially at elevated metamorphic grades (Williams et al., 2001). Both Marlow and Etheridge 

(1977) and Williams et al. (2001) suggested that metamorphic reactions are an important driving 
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force for dissolution and that volumetric strain heterogeneities, determined by the microstructure 

of the fabric, might drive the mass transfer. 

Our modeling results allow an evaluation of mineral-scale stress and strain 

heterogeneities and show that bulk flow driven by fluid pressure gradients will transfer soluble 

material from the P-domains into the QF-domains (Figure 2.7). Because we do not consider 

mechanisms for viscous dissipation of elastic strain energy, the absolute values we obtained are 

not realistic for natural rocks. However, the relative values of stress and strain among the 

different domains are probably less susceptible to time-dependent decay and may be 

representative of natural conditions. Even though we do not find areas of dilatation in our models, 

the gradients in negative volumetric strain between the different structural domains (up to 22%) 

are probably sufficient to drive mass transfer, assuming that fluids are present and that pathways 

are available for fluid flow. Our results therefore support the suggestions of previous studies in 

which volumetric strain is considered to be important in mass transfer associated with crenulation 

cleavage. A model in which quartz is lost from the system (the modal abundance of quartz will 

decrease in the P-domains, but remain constant in the Q-domains) will generate different results 

from our isovolumetric model, but our general results pertaining to gradients in stresses and 

strains should still apply. Future work should examine time dependent evolution of crenulation 

cleavage in which crystal plasticity (processes such as grain boundary migration and dislocation 

creep), chemical reactions, and diffusion and advection coupled to grain boundary structures are 

considered.  

Given the observations made by us and others, and the model results presented here, we 

suggest that the most reasonable model for crenulation cleavage development is one in which 

metamorphic reactions drive the dissolution of material and variations in volumetric strain are 

largely responsible for transport of components from the P- to the QF-domains. This bulk 

transport is responsible for the characteristic mineralogical differentiation of crenulation 

cleavage. At the grain-scale, our model shows that there are large variations in mean stress and 
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volumetric strain at grain interfaces, which are primarily controlled by the orientation of the 

phyllosilicate grains. These local variations may identify favorable sites for metamorphic 

reactions to initiate (de Ronde and Stünitz, 2007), but may also aid local diffusion and advection 

(Rutter, 1983; Etheridge and Hobbs, 1974). 

     

2.6. Summary and Conclusions 

We used finite element techniques to evaluate the elastic stress and strain distributions at 

three instantaneous stages of crenulation cleavage development. Each model comprises hundreds 

of quartz and muscovite grains, and each grain was assigned its own 3D stiffness tensor and 

orientation. Each stage was subjected to a shortening of 1%. Our main findings are as follows. 

(1) The orientation and distribution of muscovite grains are the primary factors determining how 

stress and strain are distributed within developing crenulation cleavage fabric. The orientations of 

the quartz grains are also important, but they play a subordinate role due to the extreme elastic 

anisotropy of the muscovite. 

(2) Elastic mismatches between muscovite and quartz grains cause large variations in mean stress 

and volumetric strain intensity and distribution. Owing to the different orientations of muscovite 

grains in the different domains, crenulation-scale gradients are established with relatively high 

values of stress and volumetric strain on quartz grains in the P-domains and relatively low values 

on quartz grains in QF-domains. These gradients decrease as the fabric evolves into a fully 

developed crenulation cleavage.  

(3) Although we cannot rule out either the pressure solution model or the strain-driven dissolution 

model, the evidence for metamorphic reactions in most crenulated rocks combined with our 

results support a model in which metamorphic reactions drive dissolution of material in the P-

domains, and transportation to the QF-domains is driven by fluid-pressure gradients that follow 

gradients in volumetric strain. 
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Chapter 3 

THE INFLUENCE OF MICROSTRUCTURE ON SEISMIC WAVE SPEED 

ANISOTROPY IN THE CRUST: COMPUTATIONAL ANALYSIS OF 

QUARTZ-MUSCOVITE ROCKS* 

 

3.1. Chapter Abstract 

We study the influence of microstructural variables on seismic wave speed anisotropy in 

crustal rocks. The bulk elastic properties and corresponding wave velocities are calculated for 

synthetic rock samples with varying amounts of muscovite and quartz, different muscovite and 

quartz grain orientations and varying spatial distributions of the muscovite grains to investigate 

the sensitivity of seismic wave speed anisotropy on these characteristics. The asymptotic 

expansion homogenization method combined with finite element modeling is used to calculate 

bulk stiffness tensors for representative rock volumes and the wave velocities are obtained from 

these tensors using the Christoffel equation. The aim of this paper is to 1) demonstrate how wave 

speeds computed from the rigorous asymptotic expansion homogenization method compare with 

those generated using stiffness tensors derived from commonly applied analytic estimates, and 2) 

explore how different microstructural variables influence seismic wave speeds. 

Our results show that the muscovite grain orientations have a significant influence on the 

wave speeds. Increasing the modal fraction and alignment of muscovite grains leads to greater 

seismic anisotropy of the rock. The P-wave speed at an incidence angle of 45º between the 

foliation and seismic wave path is dependent on all tested microstructural variables, with the 

orientation distribution of muscovite grains having the largest effect. This so-called P45 effect is 

an important measure of wave-speed anisotropy and here we provide the first analysis of its  

 

 

* The content of this chapter is accepted for publication: Naus-Thijssen et al., Geophysical 

Journal International, in press.  
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sensitivity to microstructural variables. Although we have explicitly considered only muscovite 

grains in this study, the methodology and observations are expected to apply in general to other 

phyllosilicates. 

 

3.2. Introduction 

The distribution and spatial orientations of elastic anisotropy in Earth’s crust and mantle 

carry valuable information about gradients in thermal, mechanical and kinematic parameters 

arising from mantle-crust coupling and tectonic plate interactions (e.g., Silver, 1996; Karato, 

2008). Causes for seismic anisotropy are 1) the presence of aligned fractures or cracks in the 

upper 10-15km of the crust (e.g., Crampin, 1981; Kaneshima et al., 1988), 2) the layering of 

isotropic material (e.g., Backus, 1962), and 3) the development of mineral lattice- and shape-

preferred orientations (LPO and SPO respectively) during progressive accumulation of strain 

(e.g., Mainprice and Nicolas, 1989; Mainprice, 2007). Measurements of shear-wave splitting in 

global tomographic studies are commonly attributed to anisotropy in the mantle (e.g., Silver, 

1996; Savage, 1999). Mantle anisotropy is considered to reflect the development of LPO in 

anisotropic olivine grains as a function of mantle kinematics (e.g., Karato, 1987; Nicolas and 

Christensen, 1987; Silver, 1996; Savage, 1999; Mainprice et al., 2000; Tommasi et al., 2000; 

Montagner and Guillot, 2002; Mainprice, 2007; Karato et al., 2008).  

Crustal anisotropy can affect the shear wave splitting values caused by mantle structures. 

In order to do so the degree of crustal anisotropy must be significant and appropriately oriented 

(e.g., Okaya et al., 1995; Godfrey et al., 2000). Seismic anisotropy in the continental crust has 

been observed in numerous seismological studies, and many workers seek to relate the observed 

seismic anisotropy to crustal deformation and metamorphism (e.g., Okaya et al., 1995; Weiss et 

al., 1999; Godfrey et al., 2000; Okaya and Christensen, 2002; Okaya and McEvilly, 2003; Vergne 

et al., 2003; Ozacar and Zandt, 2004; Shapiro et al., 2004; Sherrington et al., 2004; Lloyd and 



  
35 

Kendall, 2005; Champion et al., 2006; Mahan, 2006; Mainprice, 2007; Xu et al., 2007; Lloyd et 

al., 2009; Readman et al., 2009).  

Petrophysically determined data are commonly used to interpret velocity structures, and 

numerous velocity measurements have been made for rocks that form important constituents of 

Earth’s crust and upper mantle (e.g., Birch, 1960, 1961; Simmons, 1964; Christensen, 1965, 

1966; Ji et al., 2002). Another method for calculating bulk properties of polycrystalline rocks 

requires the measurement of crystallographic orientations of minerals in a polished thin section. 

Whereas earlier workers made crystallographic measurements using optical or x-ray techniques, 

Electron Backscatter Diffraction (EBSD) techniques are rapidly growing in popularity  (e.g., 

Mauler et al., 2000; Bascou et al., 2001; Lloyd and Kendall, 2005; Valcke et al., 2006; Lloyd et 

al., 2009). Once the crystallographic data for a sample are processed, a variety of methods can be 

used to calculate a bulk elastic tensor, the most common and straight forward of which are the 

Voigt and Reuss bounds (e.g., Mainprice and Humbert, 1994). Several means of these two 

bounds have been proposed, including the arithmetic mean or Voigt-Reuss-Hill (VRH) average 

(Hill, 1952), the geometric mean (Matthies and Humbert, 1993) and generalized mean (Ji et al., 

2004). These analytical means are often close to experimentally derived values, but the 

disadvantage of using them is that they do not explicitly account for grain shapes, grain 

distributions or grain to grain interactions, and as such have no real physical justification. In 

addition to the analytical methods described above, several rigorous theoretical methods have 

been proposed that take into consideration the elastic interaction of the individual grains with the 

background medium, including the self-consistent (e.g., Hill, 1965; Willis 1977; Mainprice 1997) 

and differential effective medium (e.g., Bruner, 1976) methods. Mainprice and Humbert (1994) 

have demonstrated that the self-consistent model yields wave speeds that are virtually identical to 

those obtained using the geometric mean. The theoretical methods are generally considered to be 

computationally too involved for practical application (Mainprice, 2007), and the VRH average is 

mostly used in the Earth sciences’ literature to calculate the effective elastic properties of rock 
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aggregates (e.g., Valcke et al., 2006; Lloyd and Kendall, 2005; Tatham et al., 2008; Lloyd et al., 

2009). 

In this paper we present a method that accounts not only for the modal fraction of the 

constituent minerals and their individual crystallographic orientations (texture of the 

microstructure), but also the spatial arrangement of the grains (stereology of the microstructure). 

Bunge et al. (2000) estimated that the stereological parameters may contribute up to 25% of the 

maximum texture influence. The numerical method we present in Section 3.3.2 is based on 

asymptotic expansion homogenization (AEH) and finite element (FE) analysis for the 

computation of the bulk stiffness for polymineralic rocks.  

Section 3.3 first provide background information on the determination of homogenized 

elastic constants of rock microstructures via common analytic estimates and bounds. This is 

followed by a review of the more rigorous AEH method and its FE implementation. A more 

extensive review of this method can be found in Section 3.7. We also give background 

information on the determination of the three wave speed velocities in an unbounded rock media 

given a propagation direction, and describe the measures of seismic anisotropy. Section 3.4 

provides details of how the synthetic microstructures were created. Section 3.5 compares wave 

speeds calculated from the analytic- and AEH-derived stiffnesses and presents the findings from a 

quartz-muscovite rock parametric study. Microstructural characteristics that can contribute to the 

bulk elastic properties of a polymineralic rock are 1) the modal abundances, 2) the 

crystallographic and geometric orientations, 3) the spatial arrangements, and 4) the shapes of its 

constituent minerals. Because natural rock samples show considerable variability in these 

characteristics we will assess their influence on elastic rock properties and seismic wave 

velocities by systematically varying 1) the modal abundance, 2) crystallographic orientation and 

3) spatial distribution of a simplified, computer generated, synthetic microstructure containing 

only quartz and muscovite grains. The bulk stiffness tensor is computed from the generated rock 

microstructure, which then is used to calculate seismic wave velocities and measures of seismic 
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anisotropy such as P-delay, shear wave splitting, percentage anisotropy of the P- and S-waves and 

the normalized P-wave velocity in the diagonal (45º) direction.  

 

3.3. Background 

We consider polycrystalline rocks consisting of quartz and mica grains with a simplified 

microstructure, similar to that depicted in Figures 3.1b and 3.1c. Each location within the 

microstructure has a phase and orientation description, so that a microstructure is created in 

which each mineral has its own, single crystal, stiffness tensor relative to its principal 

crystallographic axes that is transformed to a common sample frame using the Bond matrix 

(Bond, 1943).  

 

 

Figure 3.1. Correlation between the large scale structure and the microstructure. (a) Schematic of 

large scale structure and relation between macro-scale L and micro-scale l. (b) Photomicrograph 

of a quartz-muscovite schist in cross-polarized light. The grey grains are quartz and the bright 

colored grains are muscovite grains. (c) Representative synthetic quartz-muscovite 

microstructure. γ is the incidence angle, e
S

i and e
C

i indicate the reference orientations for the 

sample and crystal respectively. The macro-scale is being analyzed using x coordinates and the 

micro-scale is analyzed using y coordinates. 
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3.3.1. Analytic Bounds and Estimates 

In treating the bulk elastic properties of heterogeneous materials, the general goal is to 

compute an effective or bulk elastic stiffness tensor that relates the average strains to the average 

stresses in the material. Several averaging schemes have been proposed for polycrystalline 

aggregates, the best known being the Voigt and Reuss methods (Voigt, 1928; Reuss, 1929). The 

Voigt method assumes that the strains are the same amongst all grains in the aggregate, and the 

stresses in each grain are obtained using Hooke’s law for an anisotropic material. The Voigt 

average stiffness tensor 
V

C , which relates the average stresses to the average strains, can be 

expressed in integral form as 

,
1

dY
Y

Y

V
CC ∫=      (3.1) 

where C is the spatially varying stiffness tensor in the sample coordinate frame and Y  is the 

volume or area of the microstructural domain over which the integration is performed. 

Conversely, the Reuss bound 
R

C  assumes that the stress is constant throughout the entire 

microstructural domain and averages the compliances 
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where  
1)( −

= CS   is the spatially varying compliance tensor in the sample frame. The Voigt and 

Reuss estimates represent the respective upper and lower bounds of the effective elastic 

stiffnesses (Mainprice and Humbert, 1994; Bunge et al., 2000). Mainprice and Humbert (1994) 

showed that the difference between the bounds increases with increasing anisotropy. Various 

averages that lie between the two bounds have been proposed. Hill (1952) observed that the 

arithmetic mean of the two bounds, which is computed as the average of 
V

C  and 
R

C , commonly 

gives values close to experimental results. Despite the lack of a physical justification, this 

arithmetic mean, or Voigt-Reuss-Hill average, is still considered to be a useful estimate (e.g. 
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Mainprice and Humbert, 1994). The geometric mean (Matthies and Humbert, 1993) imposes the 

constraint that homogenized elastic stiffnesses should be equal to the inverse of the homogenized 

elastic compliances. The geometric mean 
G

C  is calculated as follows: 

( )
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where 
)(⋅

e  and )ln(⋅  denote the matrix exponential and matrix logarithm, respectively (e.g. 

Higham, 2008).  

 

3.3.2 Asymptotic Expansion Homogenization Formulation with Finite Element 

Implementation 

All estimates presented in the previous section depend only on the relative volume 

fraction and crystallographic orientation of mineral grains that make up the rock, and do not take 

the elastic interplay among the different grains into account. Interaction between neighboring 

grains result in intra-grain heterogeneous stress and strain fields that may be resolved by solving 

the three-dimensional elastic equilibrium equations at the microscale while enforcing the 

continuity of displacements and tractions across grain boundaries. Asymptotic expansion 

homogenization (AEH) is one such structure-based approach for the comprehensive 

micromechanical analysis of heterogeneous materials. An important difference between AEH and 

the averaging methods described in the introduction is that AEH has explicit physical meaning; it 

provides a macroscale solution that arises from the intricacies of the microstructure, so it captures 

the effects of the grain distributions and resulting grain-scale interactions. AEH has a strong 

mathematical basis (Bensoussan et al., 1978) and has been extensively validated and successfully 

used to analyze fiber- and particle-reinforced composite materials (e.g., Guedes and Kikuchi, 

1990; Fish and Wagiman, 1992; Vel and Goupee, 2010). 
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The AEH method simultaneously considers two distinct scales, namely the characteristic 

length L  of the large scale structure of interest and the width l  of the polycrystalline sample 

(Figure 3.1a). When the rock is subjected to a displacement or stress, the resulting internal 

stresses and strains will be distributed heterogeneously throughout the microstructure (e.g., Tullis 

et al., 1991; Johnson et al., 2004; Naus-Thijssen et al., 2010).  If the microstructural geometry is 

periodic, the resulting stresses and strains will vary rapidly on the scale of the periodicity 

(Sanchez-Palencia, 1981; Goupee and Vel, 2010). Accordingly, all macroscale field variables are 

defined to have a periodic dependence on the microstructure.  As long as the macroscale is much 

larger than the microscale (greater than 3 orders of magnitude), the bulk elastic properties of the 

rock can be evaluated using AEH. Although real rocks do not necessarily exhibit a strictly 

periodic microstructure, the synthetic microstructures considered in the present work are periodic. 

Terada et al. (2000) have demonstrated that, for a given sample volume, periodic boundary 

conditions yield more accurate bulk stiffnesses than either displacement or traction boundary 

conditions even when the sample volume does not exhibit actual periodicity at the microscale. 

This is due largely to the boundary effects associated with displacement or traction boundary 

conditions. Thus, assuming a periodic microstructure, while not necessarily true for a given rock 

sample, leads to the most accurate results. 

When a polycrystalline sample is subjected to small deformations in the linear elastic 

regime, the microscale displacement fluctuations at any point y within the sample will be 

proportional to the average macroscopic strains. The AEH method introduces 18 location-

dependent proportionality constants )( y
kl

i
χ  (also known as characteristic functions) that relate the 

3 components of the microscale displacement fluctuations at a point in the sample to the 6 

average macroscopic strains. The characteristic functions are continuous functions of the sample 

coordinates y due to the assumed continuity of displacements across grain boundaries.  The 

microscale strains are related to the average macroscale strains through the characteristic 
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functions, and the corresponding spatially-varying microscale stresses are obtained using Hooke’s 

law for anisotropic materials. Satisfaction of the 3-D elastic equilibrium equations results in a 

system of partial differential equations for the characteristic functions )( y
kl

i
χ  which are solved 

numerically. The resulting characteristic functions have first order correlation to all 

microstructural features including the size, shape, elastic stiffnesses, crystallographic orientation 

and spatial arrangement of the grains. The bulk elastic stiffnesses are obtained using the 

characteristic functions and the spatially-varying stiffnesses in the sample frame through volume 

or area integrations as follows 
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The AEH formulation for the bulk stiffness tensor thus consists of two terms in the integrand. The 

first term is the traditional Voigt bound. The second term, involving the 18 characteristic 

functions, may be viewed as a correction to the Voigt bound that takes into account the precise 

grain scale interactions.  

The characteristic functions )( y
kl

i
χ  are computed using standard FE techniques (e.g. 

Cook et al., 2002).  The entire sample domain is discretized using six-noded triangular elements 

with quadratic shape functions (e.g. Cook et al., 2002). A FE  mesh that conforms to the grain 

boundaries is used to model the complex heterogeneous microstructure (e.g. see Figure. 3.2(d)). 

The partial differential equations for the characteristic functions lead to a linear system of 

equations for the nodal values which are solved using periodic conditions on the four boundaries 

of the sample domain. The characteristic function values at an arbitrary point in the sample 

domain can be inferred from the nodal values and the shape functions.  The characteristic 

functions )( y
kl

i
χ , once computed, can be used to obtain the effective stiffnesses using eq. 3.4. In 

addition, it is possible to compute the grain-scale distributions of the strains and stresses for 
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prescribed macroscopic deformation using the characteristic functions. Details of the AEH 

method and the finite element implementation are presented in Section 3.7. 

The AEH formulation is applicable to three-dimensional microstructures. However, due 

to the inherent uncertainty in microstructural topology in the third dimension, and the high 

computational cost involved in meshing and solving a full 3D model, we concern ourselves here 

with 2D microstructures for which the grain boundaries are projected into the third dimension (y2 

coordinate direction).  Since none of the desired field variables 
kl

i
χ  vary as a function of the y2 

coordinate, a 2D FE mesh in the 31 yy −  plane is sufficient for obtaining all the non-zero elastic 

constants in the 3D homogenized stiffness tensor 
AEH

ijkl
C  as long as all three degrees of freedom 

are retained at each node. 

 

3.3.3. Wave Propagation and Measures of Seismic Anisotropy 

The wavelengths of seismic waves propagating through Earth’s crust are much larger 

than the rock’s microstructure. Therefore it is valid to study wave speeds in unbounded regions in 

which the rock is represented by an equivalent homogenized media. We use the Christoffel 

equation (Christoffel, 1877) to derive the three wave speeds: 

[ ] 02
=−

kik

H

lj

H

ijkl
aVnnC δρ

    (3.5) 

in which C
H

ijkl is the homogenized stiffness tensor obtained using either the AEH method or one 

of the analytical averaging schemes described in Section 3.3.1, ni are the components of the unit 

vector that defines the wave propagation direction, ρ
H
 is the homogenized density, V is the wave 

speed, and ai are the displacement amplitudes. The Christoffel equation represents an eigenvalue 

problem with eigenvalues 
2

V
H

ρ  and corresponding eigenvectors
k

a . The solution of (3.5) yields 

three real eigenvalues, and hence, three real wave speeds V  (e.g. Auld, 1990), one quasi P-wave 

denoted by 
P

V  and two quasi S-waves denoted by 1S
V  and 2S

V  ( 21 SS
VV ≥ ). The quasi P-wave 
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corresponds to the longitudinal mode of vibration. It has the largest displacement component 

along the propagation direction amongst the three modes. The two remaining waves are termed 

the quasi-shear modes and they correspond to transverse modes of vibration with displacement 

vectors approximately orthogonal to the propagation direction n.  

An elastically anisotropic rock will exhibit different P- and S-velocities when the 

propagation direction n of the incoming seismic wave is changed. Therefore we plotted our 

velocity data against a varying incidence angleγ . The incidence angle is the angle between the 

propagation direction and the y3 axis in the 31 yy −  plane (Figure 3.1b).  

Besides the P- and S-velocities, we also calculate how the P-delay ( ( )γ
P

t∆ ) and the 

shear wave splitting ( ( )γ
S

t∆ ) vary with changing γ . The P-delay measures the delay in time 

required by a P-wave to travel a unit distance relative to a reference P-wave velocity, in our case 

the
max

P
V , as a function of incidence angle: 

   

( )
( ) max

11

PP

P

VV
t −=∆

γ
γ

.    (3.6) 

The shear wave splitting measures the difference in arrival times for the two S-waves per unit 

propagation distance, as a function of incidence angle:   

( )
( ) ( )γγ

γ

12

11

SS

S

VV
t −=∆

.    (3.7) 

In order to quantify and compare multiple microstructural variables (e.g., modal 

abundance, crystallographic orientations) in one figure, parameters independent of the incidence 

angle are necessary. The percentage anisotropy for the P- and S-waves (Birch, 1960) and the 

normalized ( )°45
P

V  percentage (Okaya and Christensen, 2002) are such parameters. The 

percentage anisotropy of the two waves is calculated using  
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( )

( )
%,100

5.0 minmax

minmax

×
+

−
=

VV

VV
A

   (3.8) 

where 
max

V  and 
min

V  are the maximum and minimum values from either the P or S wave 

velocities calculated over the entire range of angles γ. Crustal foliated rocks can be highly 

seismically anisotropic (e.g., 30% 
P

A  and 35% 
S

A  , Johnson and Christensen, 1995; 20.5% 
P

A  

and 37.4% 
S

A , Okaya and Cristensen, 2002; 16.6% 
P

A  and 23.9% 
S

A , Lloyd et al., 2009). 

Okaya and Christensen (2002) showed that the P-wave velocity measured at an incidence 

angle of 45° deviates from the elliptical hexagonal behavior that generally is used to infer the P-

wave velocity at this incidence angle.  In other words, when ( )°45
P

V  is assumed to be the 

average of the measured ( )°0
P

V  and ( )°90
P

V   in place of actual petrophysical measurements, the 

bulk stiffness tensor thus obtained can be inaccurate thereby leading to erroneous non-axial wave 

speeds. Okaya and Christensen (2002) called this phenomenon the P45 effect and characterized it 

through the parameter 45P
v  which is defined as 

( ) ( )( )

( ) ( )( )
%100

090

045
45 ×

°−°

°−°
=

PP

PP

P

VV

VV
v

.   (3.9) 

 

3.4. Creation of the Synthetic Rock Microstructures  

In order to systematically investigate the role of different microstructural variables we 

build simplified rocks made up of 1) different amounts of quartz and muscovite, with 2) varying 

crystallographic orientations, and 3) varying spatial distributions of the muscovite grains. All 

created microstructures are periodic in both the y1 and y3 direction, as is assumed in the AEH 

method. 
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Quartz is a trigonal mineral (e.g. Nye, 1985) with mild elastic anisotropy and muscovite 

is a monoclinic mineral with strong elastic anisotropy as can be inferred from their stiffness 

tensors (quartz - Hearmon, 1979; muscovite – Vaughan and Guggenheim, 1986): 
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both in GPa and derived at room temperature and atmospheric pressure.  In our microstructure 

models the quartz grains are represented by 30 similarly-sized hexagons and the muscovite grains 

are represented by rectangles of length l4.0=a  and thickness l05.0=b  (see Figure 3.2). We 

tested 4 different orientations for the quartz grains: three in which the c-axis (or least compliant 

axis) of the quartz grains is parallel to the three different orthogonal coordinate axes (y1, y2 and y3) 

and one in which all quartz grains are oriented randomly. The muscovite grains are oriented with 

their c-axes parallel to the plane of the paper and perpendicular to the long dimension of the 

grains; the a- and b-axes are oriented randomly. The muscovite grains are overlaid at random 

locations over the grid of hexagons until the desired muscovite modal fraction (ϕMs) is achieved, 

as shown in Figure 3.2b. The muscovite grains are oriented with a mean angle of zero degrees 

with respect to the 1y  axis plus or minus a given 1σ standard deviation angle (α). The geometry 

in Figure 3.2b has a ϕMs of 0.2 and α of 10°. A sample synthetic microstructure with a higher 
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muscovite volume fraction ϕMs of 0.6 and α of 10° is shown in Figure 3.2c. Once the desired 

microstructure is created the image is meshed as described in section 3.3.2. 

 

Figure 3.2. Construction of the microstructure. (a) Base cell of sample synthetic microstructure 

showing the grid of quartz crystals, the different colors indicate different orientations. (b) 

Completed synthetic microstructure with rectangular muscovite grains yielding a muscovite 

modal fraction of 0.2 and α= 10°. The different colors of blue indicate different orientations for 

the a- and b-axes for the muscovite grains. (c) Sample synthetic microstructure with a muscovite 

modal fraction of 0.6 and α= 10° and (d) AEH finite element mesh corresponding to the 

microstructure in (b). 

 

3.5. Results and Discussion 

We used the AEH method, with an FE implementation, to study the influence of different 

microstructural variables on seismic wave speed anisotropy in a simplified quartz-muscovite rock 

sample. We also compared the results to values calculated with the more commonly used Voigt 

and Reuss bounds. A detailed FE convergence study was performed to ensure that the AEH 

results presented in the tables and figures are accurate. Depending on the complexity of the 

microstructure, a mesh consisting of anywhere from 1,000 to 9,000 elements was necessary to 

obtain wave speeds that are accurate to 3 significant digits. A representative FE mesh is shown in 

Figure 3.2d for the sample microstructure depicted in Figure 3.2b.  

Two out of the eighteen characteristic functions ),( yx
pq

k
χ  required to compute the 

homogenized stiffness tensor are shown in Figures 3.3a and 3.3b for the sample microstructure 

depicted in Figure 3.2b. The characteristic functions )(11

1 yχ  and )(13

1 yχ  represent the 

fluctuation in the displacement component u1 for unit average normal strain 11e  and unit average 
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shear strain 13γ , respectively. The other 16 characteristic functions likewise exhibit intricate 

spatial variations due to the complex elastic interaction among individual grains with different 

crystallographic orientations.   

Calculation of the bulk elastic stiffness does not require deformation of the sample. 

However, in order to show that the AEH method can be used to calculate the grain-scale 

distributions of stresses and strains during deformation, the microstructure from Figure 3.2b is 

subjected to an average shear strain 13γ  of 0.1% at atmospheric confining pressure. The 

characteristic functions are used to obtain the microstructural shear strains and stresses shown in 

Figures 3.3(c), (d), and the bulk stiffness tensor. The muscovite grains experience a larger shear 

strain than the quartz grains due to their low shear moduli, and as a result, quartz grains off the 

tips of the muscovite grains show concentrations of shear stress.  

 

Figure 3.3. Characteristic functions and shear strain and stress for the microstructure shown in 

Figure 3.2b. (a) Characteristic function 
11

1χ , (b) characteristic function 
13

1χ , (c) the 

microstructural shear strain γ13 , and (d) microstructural shear stress σ13.
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As is evident from Figure 3.3, the elastic stiffness tensors, modal fractions, 

crystallographic orientations and spatial arrangement of the grains throughout the model domain 

cause non-uniform displacement and strain fields. The resulting homogenized stiffness tensor 

reflects these grain-scale elastic interactions. All homogenized stiffness tensors, which are used to 

calculate the wave speeds, are generated via an ensemble average of 100 distinct synthetic 

microstructural domains with similar modal fractions and distribution statistics. This is done in 

lieu of meshing and analyzing a single large microstructure since it is computationally more 

efficient to analyze several smaller microstructures and it gives the same homogenized stiffness 

tensor (e.g. Vel and Goupee, 2010). 

 

3.5.1. Comparison of AEH and Analytic Estimates 

In order to illustrate the importance of a method that includes the spatial arrangements of 

grains, instead of just the modal fraction of the constituent minerals and their individual 

crystallographic orientations, a comparison is made between results calculated with both the AEH 

method and the analytical averages described in section 3.3.1 of some simple two mineral (quartz 

and muscovite) microstructures. We build three models in which the modal fraction of muscovite 

(0.2) and the orientations of both the muscovite (α=0°) and quartz (c-axis // y2) crystals are kept 

constant, but the distribution of the muscovite grains is varied. In the first model the muscovite 

grains are grouped horizontally in a band, in the second model the grains are stacked vertically in 

a band, and in the third model the muscovite grains are distributed randomly (see Figure 3.4 for 

these microstructures). Because the Voigt and Reuss bounds and their means are only based on 

the modal fractions and orientations of the constituent minerals their results are the same for each 

model. The results calculated with the AEH method are dependent on the arrangement of the 

grains, and so differ from model to model. Figure 3.4 shows the P- and S- wave velocities, P-

delay, and shear wave splitting versus the incidence angle for the three different microstructures.    
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The P-wave velocities calculated with the AEH method for the different models are very 

similar to the means for incidence angles 30-60 degrees. The sample with the vertically stacked 

muscovite grains gives AEH results closest to the geometric mean. The model with the 

horizontally clustered muscovite grains is closest to the Reuss bound at low incidence angles 

(<30°), and closest to the Voigt bound at higher incidence angles (>60°). 

The S1-wave velocities calculated with the AEH method for the different models show 

the largest variety at incidence angles below 55°. Below this incidence angle the results from the 

model with the vertically stacked grains is best estimated by the geometric mean, and the model 

with the horizontally clustered micas is best estimated by the Reuss average. Above this 

incidence angle the AEH results for the different models are very similar and range from being 

closest to the geometric mean result at 55°, to being closest to the Reuss result at 90°. The S2-

wave velocities are very similar for the entire range of incidence angles. They vary in being 

closest to the result calculated using the Reuss bound (~0°), the Voigt bound (~40°), and the 

means (~25° and ~90°). 

The resulting P-delay curves show a large variety at incidence angles below 30°. The P-

delay difference between the model with the vertically stacked muscovite grains and the model 

with the banded, horizontal mica grains is 0.005 seconds, or 20% at γ=0°. The resulting shear 

wave splitting curves show the largest variety at an incidence angle of approximately 25°, where 

there is a difference between the models is 0.015 seconds, or 18%.  

Overall the velocities of the P- and S- waves all fall within the Voigt and Reuss bounds, 

which is as expected. But the results show a non-systematic deviance from the bounds and their 

means. These results show that, when changing the distribution of grains within a microstructure, 

the P-delay and S-wave splitting can change significantly. This change in values is not captured 

by the analytical methods.    
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Figure 3.4. P- and S-velocities, P-delay and 

shear wave splitting calculated for three 

separate microstructural models shown at the 

top of the figure. Each model has the same 

modal fraction of muscovite (0.2), and the 

same muscovite (α=0°) and quartz 

orientations (c-axis // y2), but a different 

distribution of muscovite grains. Results for 

the AEH-FE method are microstructure 

dependent, and therefore color-coded for 

each of the models. Results for the Voigt and 

Reuss bounds, and geometric and arithmetic 

means, are not microstructure dependent and 

therefore identical for each model. 

 

 

 

 

 

 

 

 

 

 

 

 

 



  
51 

3.5.2. Sensitivity Analysis of Modal Abundances, Orientations and Spatial 

Distribution 

A comprehensive parametric study is performed on the synthetic quartz-muscovite rock 

to assess the roles of modal fraction and crystallographic orientation. In order to show the 

influence of both minerals we modeled rocks with no muscovite at all (pure quartz), to a rock 

consisting of almost pure muscovite. Pure quartz or muscovite rocks are relatively rare in nature, 

but provide useful end-members for the modeling. Similarly, uniform quartz c-axis orientations 

are not found in nature, but provide useful end-member configurations. The AEH method is used 

for our analyses, and the resulting bulk stiffness tensors are used to determine seismic wave 

velocities and the anisotropy measures as defined in Section 3.3.3. The microstructural symmetry 

of the model rocks allows the full incidence-angle behavior to be evaluated over the range γ = 0-

90 degrees.  

Figure 3.5 shows the VP, VS1 and VS2 velocities, the P-delay and shear wave splitting 

versus the incidence angle for different quartz-grain orientations at different ϕMs. In order to 

isolate the effects of ϕMs and quartz orientation, α is held constant at 0°. For pure quartz (ϕMs =0), 

the rock behaves nearly isotropic if the quartz grains are oriented randomly, as expected. When 

the quartz c-axes are parallel to 2y , the VP curve displays a fairly isotropic behavior as well, due 

to the trigonal symmetry of quartz: the strong axis of the material is oriented perpendicular to the 

plane of the paper (//y2). The three a-axes all have the same compliance and are all oriented 

parallel to the plane of the paper (y3-y1), which is the plane in which the incidence angle is taken, 

leading to very similar velocities at the different incidence angles. The velocity profiles become 

progressively more similar as muscovite is added owing to its strong elastic anisotropy. For the 

no muscovite cases, the VS1 and VS2 values are very similar at either incidence angle 32° or 59°, 

depending on the quartz orientation. With increasing ϕMs these “crossover” locations move closer 

to one another to eventually occur at about 37° when 90% of the model consists of muscovite. As 
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expected, the P-delay and shear-wave splitting values increase with increasing muscovite. The 

greatest P-delays occur at γ=0° where the wave propagates sub-parallel to the compliant direction 

of muscovite (c-axis), and the greatest shear splitting occurs at γ=90° where the wave propagates 

sub-parallel to the stiff directions of muscovite (a- and b-axes).  

Figure 3.6 shows the VP, VS1 and VS2 velocities, the P-delay and shear splitting versus the 

incidence angle for different α values at three different ϕMs.  In order to isolate the effects of ϕMs 

and α, the quartz grains are randomly orientated leading to an effectively isotropic matrix.  As in 

Figure 3.5, increasing ϕMs leads to larger variations in the VP, VS1 and VS2 curves, which give rise 

to greater peak P-delay and shear-wave splitting values. Conversely, a progressive increase in α 

reduces the bulk anisotropy, which manifests as diminished P-delay and shear-wave splitting 

values for most γ. Another effect of increasing isotropy, caused either by decreasing ϕMs or 

increasing α, is that the γ at which VS1 and VS2 achieve similar values decreases. This can be seen 

clearly in the shear-wave splitting curves where the 
S

t∆ = 0 s/km occurs at an ever smaller 

incidence angle when either ϕMs is decreased or α is increased.   

Figure 3.7a shows AP as a function of ϕMs for microstructures with different quartz 

orientations and α. When the quartz grains are oriented randomly or with c-axes parallel to y1 or 

y2, AP increases with increasing ϕMs. If the c-axes of quartz grains are oriented parallel to y3 the 

anisotropy decreases until ϕMs is approximately 15 to 22%, depending on α, and then increases 

with increasing ϕMs.  This dip in AP is largely due to the alignment of the stiff axis of the quartz 

with the compliant axis of the muscovite. Because of this alignment the initial anisotropy that is 

caused by the stiff axis of quartz being parallel to y3 is progressively overwhelmed by the more 

anisotropic muscovite, which ultimately dominates the bulk anisotropy. Increasing α has the 

predicted effect of decreasing AP across the range of ϕMs. As stated in Section 3.3.3, 

petrophysically determined AP values in foliated crustal rocks can be as high as 30%. Our results 
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Figure 3.6. P and S velocities, P-delay and shear-wave splitting as a function of incidence angle γ 

for microstructures with muscovite modal fractions of (a) ϕMs = 0.3, (b) ϕMs = 0.6, (c) ϕMs = 0.9, 

and varying muscovite orientation distributions (α=0-30). The quartz is randomly oriented for all 

plots. All results are calculated using the AEH-FE method. 
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Figure 3.7. Percentage anisotropy of (a) the P-wave, (b) percentage anisotropy of the S-waves, 

and (c)-(d) VP(45°) as a function of the modal fraction of muscovite. All results are calculated 

using the AEH-FE method. 

 

show AP values as high as 50%, but only for rocks consisting almost entirely of strongly aligned 

muscovite, which are only rarely represented in continental crust. 

Figure 3.7b shows the same information as Figure 3.7a for AS. Similar trends are apparent 

between AP and AS, but the crystallographic orientations of quartz clearly have a larger effect on 

the AS than on the AP. For example, when the c-axes of the quartz grains are oriented parallel to 

any of the reference-frame axes, AS is 43% for ϕMs= 0. When the quartz c-axes are aligned with 

y3, between 26 and 45% muscovite is required, depending on α, for muscovite to overwhelm the 

effects of the quartz anisotropy. When the quartz c-axes are aligned with y1 or y2 this percentage 

ranges from 9 to 64%.  As stated in Section 3.3.3, petrophysically determined AS values in 
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foliated crustal rocks can be as high as 37%. Our results show AS values greater than 60%, but 

only for rocks consisting almost entirely of strongly aligned muscovite.  

The results plotted in Figures 3.7a and b demonstrate that the orientation of matrix grains 

in mica-rich rocks can play an important role in the bulk elastic behavior, particularly at low ϕMs. 

Although the single-point-maximum quartz crystallographic orientations used here are extreme, it 

is evident that strongly aligned crystallographic orientations in minerals such as quartz and 

feldspar in schists can have an important effect on seismic anisotropy measures in mica-rich 

rocks. 

Figures 3.7c and 3.7d show 45P
ν  versus ϕMs for different quartz grain orientations and α 

values. When ϕMs is less than approximately 33%, the percentage magnitudes of 45P
ν  are very 

high (>>100%). These high values reflect the fact that the denominator in the  45P
ν  calculation is 

the difference between VP(0°) and VP(90°), and at ϕMs values less than approximately 33%, this 

difference is very small. For the microstructures containing the lower and intermediate amounts 

of muscovite, the quartz orientation seems to play a major role on 45P
v . With greater ϕMs, 

however, this influence starts to diminish and α begins to play a more important role as increasing 

α leads to increasing 45P
ν . This is supported by the VP curves for ϕMs = 0.6 in Figure 3.6, where 

although VP(0°) and VP(45°) are approximately the same for all α shown, VP(90°) diminishes 

significantly with increasing α. This trend maintains the numerator in equation (3.9), whereas the 

denominator diminishes with increasing α, thus increasing 45P
ν .   

The causes for the P45 effect described in section 3.3.3 are still incompletely understood. Okaya 

and Christensen (2002) reported that rocks of broadly similar mineralogy and microstructure 

(schists) had very different 45P
v  values. Our results show that all the microstructural variables we 

investigated (ϕMs, α, and quartz orientation) can influence the 45P
v , with the orientation of 

muscovite (α) having the largest effect. 
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3.6. Conclusions 

The effects of specific microstructural characteristics on seismic wave-speed anisotropy 

of crustal rocks have been explored. We studied simplified microstructures consisting of quartz 

and muscovite with variable modal fractions and crystallographic orientations. The homogenized 

elastic stiffnesses were obtained via the AEH method and were subsequently utilized to calculate 

the wave speed velocities via solution of the Christoffel equation.  

The analyses performed in this work leads to the following conclusions: 

1) When comparing the wave velocities obtained using AEH with those obtained using the Voigt 

and Reuss bounds or geometric and arithmetic mean estimates, no systematic trend has emerged 

between the AEH results and these other methods. The AEH results fall between the two bounds, 

but even though the geometric and arithmetic means seem to provide reasonable estimates, they 

generally over- or under-estimate actual velocities and measures of anisotropy such as P-delay 

and shear-wave splitting. Our results show that grain-to-grain interactions are important in 

determining the bulk elastic stiffness of a material, and thus the AEH method provides a more 

robust result than the physically meaningless means of the Voigt and Reuss bounds.  

2) At minimal to low modal muscovite, the orientation of quartz grains plays a significant role on 

the shape of the VP, VS1 and VS2 trends as a function of the incidence angle γ. When the quartz 

grains are oriented randomly, the bulk rock exhibits quasi-isotropic seismic wave speed behavior. 

If the quartz grains in the matrix have a strong crystallographic preferred orientation, the wave 

speeds show a more complicated dependence on the incidence angle.  

3) For microstructures in which the stiff (c-) axes of quartz are aligned with the compliant (c-) 

axes of muscovite,  AP and AS values initially diminish as ϕMs increases only to rise again at a 

specific ϕMs. The initial anisotropy introduced by the quartz alignment is progressively 

overwhelmed by the more anisotropic muscovite, which ultimately dominates the bulk 

anisotropy.  
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4) The normalized VP(45°) value, 45P
ν , is not strongly affected by quartz orientation for 

moderate and high muscovite modal fractions. Increasing α generally increases 45P
ν for 0.33 < 

ϕMs < 0.9. In addition, certain combinations of muscovite modal fraction, standard deviation of 

muscovite grain orientation, and quartz grain orientations can give rise to very high 45P
ν  values.  

 

3.7. Details of the Asymptotic Expansion Homogenization Method (Appendix to paper) 

The AEH method simultaneously considers two distinct scales, namely the characteristic 

length L  of the large scale structure of interest and the width l  of the sample. The two length 

scales are related by a scaling parameter ε which is defined as the ratio of the width of the sample 

to the characteristic dimension of the large scale structure, i.e., ε = l /L. The AEH method 

assumes a clear separation between the two scales, i.e. ε <<1.  In addition, the microstructure is 

assumed to be periodic and a microscopic coordinate y is used to identify points within the 

microscale sample. In the present work, L is of the order of several meters to hundreds of meters 

and the sample size l  is of the order of millimeters. The corresponding ratio ε is of the order 10
-3

 

to 10
-5

 which is in keeping with the assumption of the AEH method. 

In the AEH formulation, the displacements 
i

u  of a point in a heterogeneous sample is 

decomposed into a macroscopic displacement component that represents the average 

displacement of the entire sample and a superimposed fluctuating component due to the elastic 

interaction between the grains as 

),(ˆ y
iii

uuu ε+=      (3.12) 

where 
i

u  represent the average macroscale displacements and )(ˆ y
i

u  represent the microscale 

displacement fluctuations which are proportional to the scaling parameter ε. 

Assuming linear elastic behavior, the microscale displacement fluctuations at a point 

within the sample will be proportional to the average macroscopic strain.  This link between the 
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two scales is expressed mathematically in the following manner (Bensoussan et al., 1978; 

Sanchez-Palencia, 1981, 1983)  

,)()(ˆ
kl

kl

ii
eu yy χ=      (3.13) 

where )(ykl

i
χ  are position dependent proportionality constants (referred to as the characteristic 

functions in the main text) that relate the six average macroscopic strains 
kl

e  to the three 

microscale displacement fluctuations at a point in the sample. Summation is implied over the 

repeated indices k and l in (3.13). The eighteen characteristic functions )()( yy
lk

i

kl

i
χχ =  are 

continuous functions of the sample coordinates y due to the assumed continuity of displacements 

across grain boundaries. The strains at a point within the sample are related to the average 

macroscopic strains via the characteristic functions as, 
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The corresponding stresses at a point in the sample are related the average macroscopic strains 

using Hooke’s law for anisotropic materials,  

),()()( yyy
klijklij

eC=σ         (3.15) 

where )( y
ijkl

C  are the spatially-varying elastic stiffnesses in the sample coordinate frame. The 

stresses are substituted into the three-dimensional equilibrium equations of elasticity to obtain the 

following system of partial differential equations for the characteristic functions, 
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which are solved using periodic boundary conditions. This equation shows that the characteristic 

function is only dependent on the spatial distribution of the elastic stiffnesses from the 

microstructural domain. The effective elastic stiffnesses AEH

ijkl
C of the sample are obtained through 

volume or area integration as  
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The partial differential equations for the characteristic functions )( y
kl

i
χ  are solved using 

the finite element method (e.g. Cook et al., 2002).  The localization functions 
kl

i
χ  are discretized 

using finite element shape functions as 
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aia

kl
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K=== yχ  (3.18) 

where 
a

N  is the finite element shape function for node a , 
kl

ai
d  are the nodal constants for the 

localization functions and K  is the number of nodes in the microstructure analysis domain.  

Substitution of the approximation (3.18) into the weak, or variational form (e.g. Hughes, 2000) of 

(3.16) results in the following coupled system of linear algebraic equations which are solved to 

obtain the nodal constants 
kl

ai
d , 

, klkl
FKd =       (3.19) 

where K is a global stiffness matrix and 
kl

F  is a load, or global vector, both of which depend on 

the spatial distribution of the elastic stiffnesses (Vel and Goupee, 2010). The nodal values of the 

eighteen characteristic functions )( y
kl

i
χ  are obtained by solving (3.19) for different combinations 

of k and l. A detailed description of the finite element implementation of the AEH method can be 

found in Guedes and Kikuchi (1990).   
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Chapter 4 

THE INFLUENCE OF CRENULATION CLEAVAGE DEVELOPMENT ON THE BULK 

ELASTIC PROPERTIES AND SEISMIC WAVE VELOCITIES OF  

PHYLLOSILICATE-RICH ROCKS* 

 

4.1. Chapter Abstract 

The anisotropy of seismic wave propagation is strongly influenced by the mineralogy and 

microstructure of rocks. Phyllosilicates are elastically highly anisotropic and are therefore thought 

to be important contributors to seismic anisotropy in the continental crust. Crenulation cleavage is 

one of the most common microstructural fabrics found in multiply-deformed, phyllosilicate-rich 

crustal rocks. We calculated the bulk elastic properties and resulting wave velocities for rock 

samples that preserved three different stages of crenulation cleavage development: an initial 

planar foliation, a moderately-developed crenulation cleavage, and a well-developed crenulation 

cleavage. Mineral orientation maps were obtained using electron backscatter diffraction and 

calculations were made using asymptotic expansion homogenization combined with the finite 

element method. We discuss the difficulties involved with sample preparation and data 

acquisition of phyllosilicate-rich rock samples. We compared our results to more conventional 

methods for calculating an aggregate stiffness matrix from a mineral orientation map, namely 

Voigt and Reuss averages. These averages do not account for grain-scale interactions and 

therefore deviate from the results calculated using asymptotic expansion homogenization. We 

show that rocks characterized by the planar foliation and the moderately developed crenulation 

cleavage are highly anisotropic, with a P-wave anisotropies up to 30.9% and S-wave anisotropies 

up to 34.2%, whereas the rock characterized by the well developed crenulation cleavage are only 

 

* The content of this chapter will be submitted for publication by the end of February 2011with 

Earth and Planetary Science Letters: Naus-Thijssen et al.  
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mildly isotropic, with a P-wave anisotropy of 15.5% and S-wave anisotropy of 10.7%. 

Progressive development of the fabric also causes the orientations of P- and S-wave velocity 

maxima and S-wave polarization directions to change markedly. Despite the high anisotropy 

imparted by a planar schistosity, the variety of folds and fabrics typically found in phyllosilicate-

rich rocks within larger-scale crustal volumes will tend to mute the anisotropy, possibly to the 

point of appearing nearly isotropic. 

 

4.2. Introduction 

Seismology is an essential tool for examining the structure and mineralogy of deeper 

parts of the Earth, and can provide valuable information regarding mantle-crust coupling and 

tectonic plate interactions (e.g., Silver, 1996; Savage, 1999; Karato et al., 2008). Numerous 

seismological investigations have recorded shear-wave splitting and P-wave delays, which are 

attributed to anisotropy in the mantle and, to a lesser extent, the crust. Anisotropy in seismic wave 

velocities can be caused by: (1) the presence of aligned fractures in the upper 10-15km of the 

crust (e.g., Crampin, 1981; Kaneshima et al., 1988), (2) the layering of material (e.g., Backus, 

1962), and (3) the development of mineral lattice- and shape-preferred orientations (LPO and 

SPO, respectively) during the progressive accumulation of strain (e.g., Mainprice, 2007). Crustal 

structures such as folds and shear zones contain LPOs and SPOs that reflect the strain and 

metamorphism accompanying their formation. Knowing how these structures influence the 

seismic signal is important for interpreting seismic velocity data.   

One of the most common fabrics in multiply-deformed, meta-pelitic, crustal rocks is 

crenulation cleavage (e.g., Williams et al., 2001), which is characterized by phyllosilicate-rich  

(P-) domains separated by quartz- and feldspar-rich (QF-) domains. Bell and Rubenach (1983) 

distinguished 6 stages of crenulation cleavage development (Figure 4.1). To investigate the 

influence of this important microstructure on seismic anisotropy in the crust we selected 3 areas 

within two different thin sections from the Moretown Formation in Western Massachusetts 
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showing different stages of crenulation cleavage development. These three areas are equivalent to 

stages 1, 3 and 4 of the Bell and Rubenach sequence (Figure 4.2).  

 

 

Figure 4.1. Six stages of crenulation cleavage development. At stage 1 the original Sn foliation is 

present, which becomes crenulated at stage 2. At stage 3 the crenulation process is accompanied 

by solution/precipitation-facilitated metamorphic differentiation. At stage 4 new phyllosilicates 

begin to grow parallel to Sn+1. Stage 5 represents a spaced cleavage with no relic Sn in the QF-

domains, and eventually this fabric becomes “homogenized” at stage 6. The sample maps shown 

in Figures 4.3-4.5 are characterized by stages 1, 3, and 4 of crenulation cleavage development. 

Modified from Bell and Rubenach (1983). 

 

We use crystallographic orientation maps to derive seismic wave velocities. Optical or x-

ray techniques can be applied to obtain crystallographic orientation data from polished 

thinsections, but electron backscatter diffraction (EBSD) is a method that has gained popularity 

over recent years (e.g., Mauler et al., 2000; Bascou et al., 2001; Lloyd and Kendall, 2005; Valcke 

et al., 2006). Several methods can be used to calculate the bulk stiffness properties from these 

orientation data. The Voigt and Reuss averages are the simplest and best-known averaging 

techniques for obtaining estimates of the effective elastic properties of polymineralic samples 

(Mainprice, 2007). Although the means of these bounds appear to give reliable results in many 

cases, they are mathematical averages that have no additional physical significance. The shapes 

and spatial distributions of grains contribute to the elastic properties of a bulk rock sample (e.g., 

Bunge et al., 2000; Wendt et al., 2003; Naus-Thijssen et al., in press), but are not taken accounted 

for when using these averages. In order to account for these microstructural features we use a 

numerical method based on asymptotic expansion homogenization (AEH) and finite element (FE) 

analysis (e.g., Guedes and Kikuchi, 1990; Fish and Wagiman, 1992; Vel and Goupee, 2010;  
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Figure 4.2. Photomicrographs (in plane and crossed polarized light) of sample areas a, b, and c. 

The box indicates the region from which the EBSD mineral orientation map is derived. The 

modal mineralogy of map a is 43.5% muscovite, 14.6% biotite, 28.3% quartz, and 13.6% 

plagioclase. The modal mineralogy of map b is 47.6% muscovite, 17.9% biotite, 23.1% quartz, 

and 11.4% plagioclase. The modal mineralogy of map c is 41.1% muscovite, 11% biotite, 34.3% 

quartz, and 13.6% plagioclase. 

 

Naus-Thijssen et al., in press) to calculate the bulk stiffness tensor of the above-mentioned 

samples with different stages of crenulation cleavage development.  

After describing the sample locality, we discuss the difficulties in obtaining reliable 

EBSD mineral orientation maps for phyllosilicate-rich rocks. We then present the homogenized 

stiffness tensors and the wave velocities for different stages of crenulation cleavage development 

and compare them to the stiffnesses and wave velocities calculated based on the Voigt and Reuss 
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averages. There are some differences between the analytical and AEH-FE results that reflect the 

fact that the AEH-FE method explicitly accounts for the microstructural contribution to the 

stiffness, but overall the velocity profiles show that the pervasive planar foliation and stage-3 

crenulation cleavage have a much stronger anisotropy than the stage-4 crenulation cleavage. 

Finally, we discuss some implications of our findings for the interpretation of seismic anisotropy. 

 

4.3. Samples 

Amphiboles and micas are thought to control middle- to lower-crustal seismic anisotropy 

(Kitamura, 2006; Mahan, 2006; and references therein). We chose to investigate a microstructure, 

namely crenulation cleavage, in which micas defines the overall fabric of the rock. For this study 

we have selected two samples from the Moretown Formation in western Massachusetts, USA, 

that show a range of crenulation cleavage development. The Moretown Formation is interpreted 

to be a forearc basin that was thrust onto Laurentia during the Ordovician, Taconic orogeny 

(Hatch and Stanley, 1988).  The formation is characterized by interbedded schist and quartzite to 

greywacke layers, ranging in thickness from centimeters to meters. During the Acadian orogeny 

the dominant regional foliation was folded into upright to steeply-dipping westward verging folds 

(F3), with amplitudes of meters up to tens of meters (Hatch and Stanley, 1988; Williams et al., 

2001). The F3 folds display a crenulation cleavage that is absent or only weakly developed on 

fold-limbs, becoming progressively better developed toward the fold hinges. We selected one 

sample from an F3 fold limb, and one from an F3 fold hinge. Map a is obtained from the fold 

limb sample and shows a pervasive planar foliation. Maps b and c are both obtained from the fold 

hinge sample, map b shows a moderately developed stage-3 crenulation cleavage, and map c 

shows a well-developed stage-4 crenulation cleavage (Figure 4.2). All maps have a similar modal 

mineralogy (Figure 4.2).  
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4.4. EBSD Orientation Mapping 

Current methods for collecting crystallographic orientation data from (phyllosilicate-rich) 

rocks are: (1) optical microscopy employing a universal stage, (2) EBSD, (3) X-ray texture 

goniometry (van der Pluijm, 1994; Valcke et al., 2006), and (4) neutron diffraction (Ivanka et al., 

2005). All four methods have been shown to give similar results (Ullemeyer et al., 2000). 

Ullemeyer et al. (2000) discussed the advantages and disadvantages of each method and 

concluded that the X-ray texture goniometry and neutron diffraction methods are more suitable 

for determining bulk rock textures (and thus ideal for calculating anisotropic physical properties 

of rocks) and that the single grain (universal stage and EBSD) methods are advantageous for the 

investigation of local fabrics and fabric-forming mechanisms. For this study we require a pixel-

based microstructural map with each pixel representing a phase and an orientation (three Euler 

angles), therefore EBSD is the most appropriate method for our purposes.  

EBSD is a scanning electron microscope technique that can be used for both phase 

identification and the analysis of crystallographic orientations in a sample. Electrons bombarding 

the sample diffract through the crystal lattice, generating a number of bands on a phosphor screen 

that each correlate to a set of lattice planes, with a width that correlates to the lattice spacing 

(Venables and Harland, 1973; Dingley, 1984; Adams et al., 1993; Goldstein et al., 2003). The 

bands together form an electron backscatter diffraction pattern (EBSP) that is characteristic of the 

phase and orientation of the crystal. EBSPs can be collected automatically over a predefined grid 

allowing the linkage of EBSD data to spatial position within a sample and thus creating a mineral 

orientation map.  

Over the past ten years, the use of EBSD to obtain mineral orientation data in rock 

samples has increased markedly (Prior et al., 2009). The geologic literature is dominated by data 

from quartz, olivine, calcite, garnet, and pyroxenes. These minerals are relatively easy to index, 

have been shown to give reliable data, and are of particular interest in rock deformation studies 

(Prior et al., 2009). Phyllosilicates, on the other hand, are prone to misindexing and indexing 
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biased towards particular orientations, giving potentially unreliable LPO data (Valcke et al., 

2006). The indexing problems are related to difficulties regarding sample preparation and their 

low crystal symmetry. Despite these issues, EBSD has recently been used successfully on 

phyllosilicate-rich rocks (Žák et al., 2008; Lloyd et al., 2009).  

 

4.4.1. Sample Preparation   

EBSD requires a sample surface free of mechanical defects. The difference in hardness 

between minerals makes polishing multiphase samples challenging. In a schist, for example, the 

phyllosilicates are softer than the surrounding quartz and feldspar grains. When using an 

automated polishing routine with a slurry on a rotating cloth lap pad, the phyllosilicate material is 

removed more quickly causing the grains to lose contact with the lap surface. When the grains 

lose contact, slurry material will accumulate in the gaps, causing the phyllosilicates to etch 

instead of polish while the harder minerals continue to polish. We polished our samples with 

progressively finer grades of diamond suspension down to 3µm and alumina suspension down to 

0.3µm. For all of these stages we noticed that less relief was created when using flat polishing 

pads. We used the flat polishing pads for all stages except the final two (1µm and 0.3µm with 

alumina suspension). These were completed using a pad with a short nap, which appeared to give 

the phyllosilicates a better polish, despite the added relief. After the mechanical polishing stages, 

the samples were manually polished for several minutes with a 0.02µm colloidal silica 

suspension.  

The polishing routine described above was iteratively developed based on the quality of 

EBSPs. This procedure gave the best quality patterns when manually collecting EBSPs from 

biotite and muscovite grains, as well as providing the best Hough image quality maps when 

collecting automated data. The Hough image quality is a value that measures the contrast within 

an EBSD pattern. It is calculated by averaging the heights of the most prominent detected peaks 
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in the Hough transform. It is a good indicator of grain boundaries, and a qualitative indicator of 

localized plastic deformation (e.g., Wilkinson, 1991; Schwarzer et al., 2009). The image quality is 

influenced by atomic number, lattice condition, microscope settings and surface condition (i.e. 

quality of polish).  

 

4.4.2. Data Acquisition 

EBSD measurements were obtained using the EDAX-TSL EBSD detector on the Tescan 

Vega II Scanning Electron Microscope at the University of Maine’s Department of Earth 

Sciences. Chemical analysis was performed simultaneously using EDAX Genesis Energy 

Dispersive Spectroscopy (EDS). The diffraction patterns were background corrected and 

processed using EDAX-TSL OIM Data Collection 5 software. The patterns were recorded at a 

working distance of 25mm, using 20 kV acceleration voltage and ~11nA beam current, with the 

uncoated sample tilted 20° to the incident beam. The maps were collected with a square grid at a 

step size of 2 µm. The minimum and maximum band detection numbers for indexing were set to 

8 and 11, in order to maximize indexing results for the phyllosilicates. During the data acquisition 

the Hough peaks of each measured point were saved, making it possible to re-evaluate the 

orientation data. Hough peaks represent the bands in an EBSP and are computationally more 

economical to save than the entire pattern.  

 

4.4.3. Data Processing  

Post-acquisition processing of data is necessary to accurately identify phases, optimize 

the quality of the orientation data, and prepare the dataset for numerical analysis. The procedure 

we used involves a data filter based on chemistry, the optimization of indexing by customizing 

the structure file, and a cleanup routine based on confidence index (CI) of each point. We first use 

the algorithm of Nowell and Wright (2004) to identify phases from the compositional data. 

Indexing based on Hough peaks is then restricted to determining only the orientation of a mineral, 
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not its identity. Misindexing is mainly an issue for lower symmetry minerals. These minerals 

have a more continuous spectrum of inter-band angles inherent in their structure. Because of this, 

they can fit more than one set of lattice planes, causing higher levels of misindexing. When 

indexing low symmetry phases it is crucial to have an accurate structure file to index the derived 

patterns/Hough transforms. In an effort to optimize the structure files for muscovite and biotite, 

we hand-collected 20 to 30 EBSPs per phase per sample and determined what structure file from 

the TSL supplied structure files and American Mineralogical Crystal Structure database 

(http://rruff.geo.arizona.edu/AMS/amcsd.php) gave the best fits to our patterns. The structure 

files in these databases are obtained by X-ray diffraction and are not necessarily ideal for EBSD 

indexing, making refinement necessary. The best fitting structure files were refined by manually 

adding or removing appropriate lattice planes used in the indexing. 

Due to locally poor polishing and other misindexing issues, EBSD maps typically are not 

100% indexed. The presence of cracks or trace phases that are not included in the analysis also 

contribute to a map with non-indexed pixels. Because the derived maps are meshed to perform 

the AEH-FE analysis, these mis- or non-indexed points must be filled in a way that makes the 

resulting map as representative for the sample as possible. The cleanup routine we used to 

achieve this relies on the CI of the indexed points. TSL-OIM software uses a voting procedure to 

calculate the best indexing solution for a pattern. The CI compares the number of votes of the first 

two solutions, making it a measure of how likely it is that the first ranked solution is correct. A 

higher CI should therefore correspond to a better result. In some cases, however, the number of 

votes for the first two solutions can be exactly the same (usually due to pseudosymmetry), leading 

to a CI of 0, but not necessarily be a bad index.  

After accounting for pseudosymmetry, by using a higher number of detected bands and 

using a pseudosymmetry cleanup routine, we apply the Grain CI Standardization routine, which 

changes the CI of all the points in a grain (a grain can be defined based on a minimum grain size 

(5µm diameter) and the grain tolerance angle (10 degrees)) to the maximum CI found among all 
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points belonging to the grain. This routine enables a point with a low CI, but an orientation 

similar to that of the surrounding measurements, to be distinguished from a point with a low CI 

where no correlation exists between that point and its neighbors. Next, a filtering routine replaces 

the orientation and CI of points with low CI values (lower than 0.03) with the orientation and CI 

of neighboring points with a high CI, and replaces single points with a low CI and significantly 

different orientation than its neighboring points with the orientation of the neighboring points. 

After this the resulting grains are filtered for pseudosymmetry and Grain CI Standardization 

again, followed by an iterative dilation routine to fill in the remaining gaps. The dilation routine 

acts on points that do not belong to grains but have neighboring points that do. If the majority of 

neighbors of such a point belong to the same grain it will change the orientation of that point to 

match that of the majority grain. If there is no majority grain, the orientation of the point is 

changed to match any of the neighboring points. In section 4.6 we show how each part of the 

cleanup routine changes the EBSD dataset and how the LPOs of the different phases are 

influenced from step to step. 

 

4.5. Calculation of Bulk Elasticity Data 

4.5.1. Voigt and Reuss Bounds 

Several methods can be used to calculate the seismic properties of a rock aggregate from 

crystal orientation measurements. The Voigt and Reuss averages are the simplest and best-known 

averaging techniques for obtaining estimates of the effective elastic properties of polymineralic 

samples (Mainprice, 2007). The Voigt and Reuss calculations assume, respectively, constant 

elastic strain and constant elastic stress among all grains in a composite material, leading to an 

averaged stiffness tensor that provides an upper and lower bound (Voigt, 1928; Reuss, 1929). The 

bounds become increasingly separated with increasing anisotropy (Mainprice and Humbert, 

1994). Several means of the two bounds have been proposed, including the arithmetic mean or 

VRH average (Hill, 1952), the geometric mean (Matthies and Humbert, 1993), and generalized 
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mean (Ji et al., 2004). Comparisons between values obtained petrophysically and those calculated 

from grain-scale orientation data show that, depending on the rock type and fabric, the measured 

values are closest to either the Voigt (e.g., Peselnick et al., 1974; Seront et al., 1993) or both the 

Voigt and Reuss estimates (e.g., Barruol and Kern, 1996). Mainprice and Humbert (1994) found 

that the VRH and geometric mean estimates are very similar and both yield similar results to the 

more computationally intensive self-consistent methods (see also below).  

Theoretical methods have been proposed that do take into consideration the elastic 

interaction of the individual grains with the background medium, including the self-consistent 

(e.g., Hill, 1965; Willis, 1977) and differential effective medium (e.g., Bruner, 1976) methods. 

Reviews and comparisons of a variety of theoretical methods can be found in Mainprice (1997), 

Wendt et al. (2003), and references in both. In general these methods are considered to be 

computationally too involved for practical application (Mainprice, 2007).  

Mainprice (1990) developed a software program (ANIS_ang_PC, available online at 

ftp://www.gm.univ-montp2.fr/mainprice//CareWare_Unicef_Programs/) that calculates the bulk 

elastic properties based on the single-crystal elastic constants and the crystallographic orientation 

data for each mineral weighted according to its modal content. The software calculates the Voigt 

and Reuss bounds and their geometric and arithmetic means, based on an EBSD-derived input 

file. This software is widely used in the geological community to calculate seismic properties 

from different rock types and structures (e.g., Lloyd and Kendall, 2005; Valcke et al., 2006; 

Tatham et al., 2008; Lloyd et al., 2009), and in these cases the VRH is used as the averaging 

method. 

We used ANIS_ang_PC to calculate the Voigt, Reuss and VRH averages for our three 

sample maps and calculated wave velocities from them using the Christoffel equation 

(Christoffel, 1877). We then compared these results to those obtained using the AEH-FE method. 

The comparison of the different methods is done in 2D velocity plots. 3D velocity plots were also 

created (also using Mainprice’s software), but only for the AEH-FE results.  
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4.5.2. AEH-FE Method 

A polycrystalline sample that is subjected to small deformations in the linear elastic 

regime will experience microscale displacement fluctuations that are proportional to the average 

macroscopic strains at any point (x, y) within the sample. The AEH method relates the 3 

components of the microscale displacements at a point in the sample to the 6 average 

macroscopic strains using 18 location-dependent characteristic functions ),( yx
kl

i
χ . Because it is 

assumed that there is continuity of displacement across grain boundaries the characteristic 

functions are continuous functions. The 3D elastic equilibrium equations at the microscale, in 

conjunction with Hooke’s law for anisotropic materials yield a system of partial differential 

equations for the characteristic functions ),( yx
kl

i
χ  which are solved using the finite element 

method (e.g., Cook et al., 2002). The entire EBSD map is discretized using a finite element mesh 

that conforms to the grain boundaries. Six-noded triangular elements with quadratic shape 

functions are used to obtain accurate results (Cook et al., 2002). Once the characteristic functions 

have been determined, the bulk elastic stiffnesses (
AEH

ijkl
C ) are obtained through volume or area 

(Y) integration as, 
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where 
ijkl

C  are the components of the fourth-order stiffness tensor in the sample frame that are 

obtained from the single-crystal elastic stiffnesses and Euler angles through tensor transformation 

(Bond, 1943). The AEH expression for the bulk stiffness tensor consists of two terms in the 

integrand: the first term is the traditional Voigt bound and the second term, involving the 18 

characteristic functions, is a correction to the Voigt bound that takes into account the grain scale 

interactions. For our calculations we project the grain boundaries of the 2D microstructures into 

the third dimension (the z coordinate direction).                                                             
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The AEH-FE method has a strong mathematical basis and has been extensively validated 

in engineering and computational mechanics (Guedes and Kikuchi, 1990; Sanchez-Palencia, 

1983; Vel and Goupee, 2010). A more detailed description of the method in a geological context 

can be found in Naus-Thijssen et al. (in press). The method assumes that the microstructural 

geometry is periodic. Although EBSD maps are not truly periodic, it is important to note that 

regardless whether the map is periodic at the microscale or not, periodic boundary conditions 

yield more accurate bulk stiffnesses than either displacement or traction boundary conditions 

(Terada et al., 2000; Jiang and Jasiuk, 2001).       

 The EBSD mineral orientation maps we used in this study are large (403,860, 563,250, 

and 577,289 data points for maps a, b, and c respectively) and contain considerable detail. The 

accuracy of a FE calculation depends on the quality of the FE mesh. In order to achieve a fine 

enough mesh for our calculations while simultaneously maintaining computational efficiency, the 

EBSD maps were subdivided into multiple smaller maps. The bulk stiffness of the entire sample 

was calculated by averaging the stiffnesses of the smaller maps. For our calculations, maps a and 

b were divided into 16 (4x4) separate maps and map c was divided into 18 (6x3) separate maps. 

Sensitivity analysis on the influence of subdividing a map as opposed to calculating the 

stiffnesses from the full map shows that the differences are negligible (see Appendix A).   

 

4.5.3. Single Crystal Properties 

All methods for obtaining the bulk stiffness of a rock sample depend on the elastic 

behavior of the individual constituent minerals. Phyllosilicates are highly elastically anisotropic. 

Muscovite for example is three times stiffer when compressed along its a- and b-axes versus its c-

axis. Muscovite commonly has a monoclinic crystal symmetry that is defined by 13 independent 

elastic moduli. The elastic moduli C11, C22, C66, and C12 are primarily dependent on the strong 

covalent bonding within the layers, whereas the remaining moduli (C33, C44, C55, C13, C15, C23, 
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C25, C35, and C46) are governed by the weaker interlayer bonds and are thus more sensitive to 

changes in temperature and pressure (McNeil and Grimsditch, 1993). All layer silicates are 

pseudohexagonal, and in early elasticity studies muscovite was treated as hexagonal with the x3 

elasticity axis being normal to the layering, and the x1 axis parallel to one of the tetrahedral chain 

directions within the sheet (e.g. Aleksandrov and Ryzhova, 1961). However, most muscovites are 

monoclinic, with a few polytypes in the triclinic, orthorhombic, and trigonal systems. For our 

calculations, we used the matrix for muscovite provided by Vaughan and Guggenheim (1986). 

Because there is no stiffness tensor available for biotite that is based on a monoclinic crystal 

structure, we used a single crystal stiffness tensor that is based on hexagonal crystal symmetry in 

our calculations (Aleksandrov and Ryzhova, 1961). Quartz has a hexagonal structure with its c-

axis parallel to x3 and one of the a-axes parallel to x1. We used the single crystal data for quartz 

derived by McSkimin et al. (1965). The plagioclase An09 single crystal data used in our 

calculations (Aleksandrov et al., 1974) is based on a monoclinic system. All these single crystal 

properties were determined under ambient conditions. The single crystal elastic properties vary 

with changes in pressure and temperature, but data are not available for many minerals (Lloyd 

and Kendall, 2005; Mainprice et al., 2000).   

 

4.6. Results 

4.6.1 Cleanup Procedure 

Obtaining reliable EBSD maps from phyllosilicate-rich rocks is challenging, not only 

because of difficulties in obtaining a good polish on the micas, but also because of misindexing 

issues. Because of these difficulties, considerable post-processing is required to generate a map 

that is useful for bulk elasticity calculations. In order to investigate the degree to which post-

processing affects and possibly changes the EBSD data we compare mineral orientation maps and 

pole figures after different steps of post-processing. Figure 4.3 shows the orientation maps and a 

series of pole figures of (a) the raw EBSD data (these data are already filtered based on 
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composition), (b) the EBSD data after applying pseudosymmetry, the Grain CI Standardization 

routine and filtering out the low CI data points based on measurements from neighboring points, 

and (c) the final, cleaned EBSD data (after applying pseudosymmetry and Grain CI 

standardization again, followed by an iterative dilation routine) of map a. Figures 4.4 and 4.5 

show the orientation maps and pole figures of the cleaned EBSD data of maps b and c 

respectively. Because of the variety of phyllosilicate orientations in map c we chose to display 

pole figures with both the orientations of all the points from the sample, and just the points from 

the P-domains of the crenulation cleavage.  

The pole figures in figure 4.3 show that the cleanup routines eliminate scattered 

measurements and do not markedly change the overall orientations. The c*-axes of the biotite and 

muscovite grains in these maps are oriented perpendicular to the foliation planes, as expected. 

Quartz and plagioclase (not shown) exhibit extremely weak LPOs in all three maps.  

 

4.6.2. Calculation of Bulk Elastic Properties 

We calculated the bulk elastic properties of three EBSD mineral orientation maps with 

different stages of crenulation cleavage development. The same EBSD orientation map data were 

used as input for both the ANIS_Ang_PC and AEH-FE analysis. The first calculates the Voigt 

and Reuss bounds based on modal mineralogy, whereas the latter uses a mesh for the finite 

element analysis. Meshing of the microstructure may lead to slight variations in calculated modal 

percentages, but sensitivity analysis regarding the mesh indicates that the variation is negligible 

(see Appendix A). The results for the C11, C12, C13, C22, C23, C33, C44, C55, and C66 stiffness moduli 

calculated with the different methods are shown in Figure 4.6. The Voigt and Reuss bounds 

indicate the maximum and minimum values of the stiffness and the VRH and AEH-FE values fall 

between the two bounds, as expected. From the calculated tensors, the wave velocities at 

incidence angles from 0 to 180 degrees (0 degrees is parallel to the y-axis in the maps, 90 degrees 

is parallel to the x-axis) where calculated and plotted in Figure 4.7.  
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Figure 4.3. EBSD orientation maps and equal area, lower hemisphere pole figures of the main 

axes of biotite (c*, b, a*), muscovite (c*, b, a*), and quartz (c, a, and m) for map a. The inverse 

pole figure orientation map (left) and pole figures (right) of: (a) the raw EBSD data; (b) the 

EBSD data after applying pseudosymmetry, the Grain CI Standardization routine and filtering out 

the low CI data points based on measurements from neighboring points; and (c) the final, cleaned 

EBSD data (after applying pseudosymmetry and Grain CI standardization again, followed by an 

iterative dilation routine). The inset in map c shows a phase map of the cleaned data.  
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Figure 4.4. Cleaned EBSD data for map b. From top to bottom: the inverse pole figure 

orientation map; the phase map; and equal area, lower hemisphere pole figures of the main axes 

of biotite (c*, b, a*), muscovite (c*, b, a*), and quartz (c, a, and m). 
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Figure 4.5. Cleaned EBSD data for map c. From top to bottom: the inverse pole figure 

orientation map; the phase map; and equal area, lower hemisphere pole figures of the main axes 

of biotite (c*, b, a*), muscovite (c*, b, a*), and quartz (c, a, and m). Pole figures are plotted for 

the entire map and for just the P-domains as outlined in the orientation map. 
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Figure 4.6. Comparison of the Voigt, Reuss, VRH, and AEH-FE stiffness components for the 

three mapped areas shown in Figures 4.3-4.5.  

 

Map a shows a wide range of velocities at the different incidence angles, indicating strong 

seismic anisotropy. Map b gives a very similar result, but is slightly less anisotropic. Map c on the 

other hand gives very flat velocity curves indicating very weak bulk anisotropy. For all maps the 

VRH and AEH-FE solutions are slightly different. The difference is most marked in the 

anisotropic samples. The 3D P-wave velocities, percentage anisotropy of the S-waves, and the 

polarization planes of the fastest S-wave of the AEH-FE results for all maps are presented in 

Figure 4.8. The P-wave maxima evolve from lying in the equatorial plane of the velocity plot to 

an orthogonal orientation with progressive stages of crenulation cleavage development. Shear 

wave maxima and fast polarization directions diverge from the trajectories of bulk principal strain  
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Figure 4.7. P and S velocities for the three mapped areas shown in Figures 4.3-4.5. 
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Figure 4.8. 3D velocity plots for the three mapped areas shown in Figures 4.3-4.5. From left to 

right, the P-wave velocities, percentage anisotropy of the S-waves, and the polarization planes of 

the fast S-wave (Vs1) with the AVs (=S-wave anisotropy) as the background. All plots are lower 

hemisphere. Corresponding maximum P- and S-wave anisotropies are shown in Table 4.1.  

 

 

Table 4.1. Percentage maximum anisotropy for the P- and S- waves for the three mapped areas 

based on the 3D velocity calculations. The shaded values indicate the analytical results that are 

closest to the AEH-FE results. The final two lines show the differences between the two 

analytical means and the AEH-FE results. 

 

  sample a sample b sample c 

  AVP(%) AVS(%) AVP(%) AVS(%) AVP(%) AVS(%) 

AEH-FE 30.3 34.19 30.9 30.23 15.5 10.73 

Voigt Bound 28.3 26.21 28.4 24.97 12.6 8.54 

Reuss Bound 27.4 32.8 22.8 31.99 12.5 10.66 

VRH 27.8 28.77 25.9 27.61 12.5 8.95 

Geometric mean (GM) 29.5 31.9 28.2 31.15 14.1 10.03 

|(AEH - VRH)/AEH|*100 8.3 15.9 16.2 8.7 19.4 16.6 

|(AEH - GM)/AEH|*100 2.6 6.8 8.7 3.0 9.0 6.5 
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axes or kinematic flow lines. The 3D velocity data show as well that maps a and b are much more  

anisotropic than map c, but map c is more anisotropic than can be gathered from the 2D plots of 

Figure 4.7. This is due to the lineation that developed in the crenulation cleavage sample and that 

does not lie in the x-y plane. The maximum percentage anisotropy for the P- and S-waves based 

on the 3D velocity plots are shown in Table 4.1. In this table we also included the values 

calculated using the geometric mean as an averaging method. The anisotropy values calculated 

using the VRH method all fall between the values calculated using the Voigt and Reuss bounds. 

However, the anisotropy values calculated using the AEH-FE method lie outside the Voigt and 

Reuss bounds in all but one instance. The geometric mean values are closer to the AEH-FE 

values than the VRH results are. The difference in percentage is up to 19.4% for the VRH results 

versus up to only 9% for the geometric mean results. However, for some cases the Voigt or Reuss 

average gives values that are closest to the AEH-FE result, illustrating that the variations among 

the AEH-FE and analytical methods are non-systematic. 

 

4.7. Discussion 

4.7.1. Sample preparation and Cleanup Procedure 

The use of EBSD mineral orientation maps in studying seismic behavior of rocks is 

becoming easier with more workers having access to the necessary equipment, which is becoming 

increasingly faster and provides increasingly higher-resolution data. High symmetry minerals 

such as olivine and quartz are easy to index and give reliable orientation data. Phyllosilicates are 

more problematic, partly because of difficulties polishing the samples and partly because of the 

low symmetry crystal structure. With our polishing routine and post-processing procedure we 

were able to derive EBSD mineral orientation maps from phyllosilicate-rich rocks that are useful 

for calculating bulk elastic properties. Figure 4.3 shows the raw EBSD data for map a and how 

the cleanup routine affected the data. The cleanup routines eliminated scattered measurements 

and did not markedly change the orientation data. The c*-axes of the biotite and muscovite grains 
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in the maps are oriented perpendicular to the foliation plane, as expected. Overall biotite was the 

most difficult mineral to index, giving the lowest CI values (commonly below 0.03) and in some 

cases patchy grains. The patchy grains overall had similar c*-axis orientations, but varying a*- 

and b-axis orientations, and could not be removed using the pseudosymmetry or other cleanup 

routines so they remain in the final maps. Also, even though most grains in the samples show no 

evidence for internal deformation, some of the larger biotite grains do (birds-eye extinction is 

visible when using light-microscopy), possibly causing some of the patchy orientations. Grains 

oriented with their c*-axis roughly in the z-direction (perpendicular to the map plane) gave the 

best results (higher CIs and not patchy).    

 

4.7.2. Calculation of Bulk Elastic Properties 

The AEH-FE method was used to calculate bulk elastic stiffnesses and wave velocities 

from EBSD orientation maps derived from two phyllosilicate-rich samples with different stages 

of crenulation cleavage formation. The same orientation maps were used to calculate the Voigt 

and Reuss bounds and VRH average with ANIS_ang_PC. Both the AEH-FE derived data and the 

VRH solutions are bounded by the Voigt and Reuss bounds, but the two datasets show non-

systematic variations in their stiffnesses and wave velocities (Figure 4.7). The percentage 

anisotropy appears to be underestimated by the Voigt, Reuss, geometric mean, and VRH methods 

in almost all cases (Table 4.1). Although previous workers have shown that bulk elastic properties 

of rocks derived with different types of theoretical analysis (including the Voigt and Reuss 

bounds and their averages) give comparable results to petrophysically derived data (e.g., Barruol 

and Kern, 1996; Wendt et al., 2003), the ultimate test for determining the accuracy of the AEH-

FE method is to compare its results to experimental velocity measurements from the same rocks, 

although petrophysical data has its limitations as well. The AEH-FE and VRH velocities are 

within 5% of each other, which is the same accuracy found between experimental data and 

calculations based on the VRH model. However, the differences in P- and S-wave anisotropy that 
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arise from the relatively small velocity differences vary up to 19.4% (Table 4.1) and are probably 

large enough to justify the additional computation involved. A limitation of either method 

remains that the properties are calculated based on sparse single crystal data that are derived at 

room temperature and atmospheric pressure. Because the AEH-FE method is relatively easy to 

use and not as computationally involved as some theoretical methods (Mainprice, 2007), and 

explicitly accounts for the microstructural heterogeneity in a sample, it is the preferred method to 

use for evaluating anisotropic rocks such as schists.  

 

4.7.3. Geological Implications 

We studied the seismic behavior of three areas within two thin sections representing 

stages 1, 3, and 4 of crenulation cleavage development. Crenulation cleavage is a common 

microstructure in multiply-deformed crustal rocks, and thus an important structure to consider 

when interpreting crustal seismic data. The maps with the planar foliation and transitional 

crenulation cleavage show strong seismic anisotropy. In contrast, the map with the fully 

developed crenulation cleavage has a strong foliation (as illustrated by the pole figures of the P-

domains of that map), but folding of the phyllosilicate-defined fabric in the QF-domains results in 

strongly muted bulk anisotropy. Similarly, Meltzer and Christensen (2001) demonstrated using 

petrophysics that quartzofeldspatic gneisses from the Nanga Parbat – Haramosh massif have 

different seismic anisotropies based on the orientations of the phyllosilicates. They found that in a 

thin section in which the biotites are segregated, elongated, and aligned parallel to one another the 

percentage anisotropy of the P wave is 12.5%, whereas the P-wave anisotropy in a sample with 

biotite grains that are more disseminated, equidimensional, and oriented at oblique angles is 

2.72%. Their samples were compositionally very similar to one another, having an average modal 

mineralogy of 17% quartz, 54% plagioclase and 24% mica. Even though their rocks are less 

anisotropic because they contain less mica, they do show how fabrics and thus seismic wave 

velocities can vary from sample to sample in an Earth volume. Lloyd et al. (2009) also reported 
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variation in wave speed anisotropy in gneisses from the Nanga Parbat Massif, comparing single 

foliation rocks (C-planes) to rocks with multiple foliations (S-C fabrics). They used EBSD 

mapping to derive seismic properties of the rock. Their calculations gave maximum P- and S-

anisotropies of 16.6% and 23.9% for the single foliation gneisses, versus only 5.8% and 7.5% 

respectively for the mixed foliation gneisses.  

In addition to diluting the maximum value of seismic anisotropy, the development of 

crenulation cleavage has a profound effect on the geometry of the wave-speed distributions in 

relation to the kinematic reference frame. The P-wave maxima evolve from lying in the equatorial 

plane of the equal-area velocity plot to an orthogonal orientation parallel to the axes of the 

crenulations. Shear wave maxima and fast polarization directions diverge substantially from the 

trajectories of bulk principal strain axes or kinematic flow lines. The development of crenulation 

cleavage in a large crustal volume may thus lead to wave-speed geometries that appear to be at 

odds with a known or suspected kinematic reference frame, or may lead to the an incorrect 

interpretation of the kinematic reference frame. Lloyd et al. (2009) made similar observations in 

relation to S-C fabric development, concluding that variations in the orientations of fast 

polarization directions for shear waves deduced for different levels in the continental lithosphere 

may be difficult to interpret in terms of depth-varying deformation kinematics and tectonic 

decoupling.  

The F3 folds from the Moretown formation show a well developed axial planar 

crenulation cleavage in the hinges, but a planar foliation in the limbs (Figure 4.9). This is typical 

of folded metapelitic schists, and our results indicate that the bulk seismic anisotropy of folded 

terranes will be determined by some combination of contribution from the limbs and contribution 

from the hinges of the folds. Depending on the shape and tightness of the larger-scale folds, it 

might be possible that the anisotropic limbs on opposite sides of the folds effectively cancel one 

another out, similar to the smaller-scale crenulations in the stage-4 map. In such an instance, 
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Figure 4.9. Influence of structure on seismic anisotropy from micro- to macroscale. The results 

regarding the influence on seismic anisotropy of the different structures related to crenulation 

cleavage at a microscale can be extrapolated to the meso- and macroscale as schematically shown 

in this figure (see explanation in text).  

 

 

large crustal volume occupied by highly anisotropic rocks may appear nearly seismically 

isotropic. Projecting our results from the microscale folds to the meso- and macroscale shows a 

decrease in seismic anisotropy with increasing tightness of the fold, from gentle, to open, to close 

(Figure 4.9). Once the fold interlimb angle reaches a certain value, an increase of anisotropy is 

expected as the fold tightens, but with a velocity symmetry plane at right angles to the original, 

unfolded rock.  

Significant teleseismic shear wave splitting is observed in the Southern Alps in New 

Zealand (e.g., Savage et al., 2007). This S-wave splitting is usually linked to deformation in the 
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mantle caused by the oblique continental collision that occurs in this region (e.g., Savage et al., 

2007). Rock samples from the crust in the region are highly anisotropic, contributing to the idea 

that crustal rocks enhance the anisotropic seismic signal of the mantle (Okaya et al., 1995; 

Godfrey et al., 2000). Pulford et al. (2003) found that the crustal anisotropy of the Southern Alps 

is much smaller than expected and hypothesized that multiple stages of deformation caused the 

bulk crust to appear seismically isotropic. Bleibinhaus and Gebrande (2006) also recognized that 

large scale folding in the Swiss Alps altered the regional-scale symmetry and thus seismic 

responses. Our results are consistent with the work of both Bleibinhaus and Gebrande (2006) and 

Pulford et al. (2003), and show that when interpreting crustal seismic velocities it is important to 

consider variations in fabric within the geological volume being sampled. 

 

4.8. Summary and Conclusions    

We studied the seismic behavior of three phyllosilicate-rich areas within two samples that 

preserved different stages of crenulation cleavage development. Crystallographic orientation data 

from these rocks were obtained using EBSD mapping and these data were used to calculate bulk 

stiffness tensors and wave velocities. We show that EBSD orientation data can be collected, and 

orientation maps can be created from phyllosilicate-rich rocks when care is given to both the 

polishing of the samples and post-processing of the data. The bulk elastic properties and wave 

velocities calculated with the AEH-FE method are similar to those calculated from the VRH 

average, but the P- and S-wave anisotropies vary between the two methods by up to 19.4%. The 

geometric mean of the Voigt and Reuss bounds appears to give a more accurate result than the 

VRH average, compared to anisotropies calculated using the AEH-FE method. Because of the 

variations in anisotropy between the AEH-FE method and analytical methods, and because the 

latter methods have no explicit physical basis and do not account for microstructural features such 

as spatial distributions and grain shapes, the AEH-FE method is preferred. All three mapped areas 

have similar modal mineralogy and all show a strong foliation, but the large variation in 
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orientation of the phyllosilicates in the well-developed crenulation cleavage map leads to a 

strongly muted anisotropy compared to the mapped areas with the planar foliation and moderately 

developed crenulation cleavage. Development of crenulation cleavage also leads to a marked 

rotation of wave-speed elements such as the directions of P-wave maxima and fast S-wave 

polarization relative to the kinematic reference frame, which may complicate the interpretation of 

bulk kinematics from seismic wave-speed data. The development of large-scale folds in the 

continental crust may have similar effects and implies that care must be taken when interpreting 

seismic velocities within the crust.        
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 Appendix A 

A SENSITIVITY STUDY REGARDING RESULTS OBTAINED WITH AEH-FE 

 

A.1. Introduction 

The asymptotic expansion homogenization method combined with the finite element 

method (AEH-FE) is used to calculate effective elastic properties of rocks based on orientation 

maps obtained using electron backscatter diffraction (EBSD). EBSD is a scanning electron 

microscope technique that can be used for both phase identification and the analysis of 

crystallographic orientations in a sample. Electrons bombarding the sample diffract from the 

crystal lattice, generating a number of bands on a phosphor screen that each represent a set of 

lattice planes, with a width that correlates to the lattice spacing (Goldstein et al., 2003). The bands 

together form an electron backscatter diffraction pattern (EBSP) that is characteristic of the phase 

and orientation of the crystal. EBSPs can be collected automatically over a predefined grid 

allowing the linkage of EBSD data to spatial position within a sample and thus creating a mineral 

orientation map. The map size is determined by the size of the area of interest and the step size 

that is chosen between the sampled points. The size of the area of interest is determined by 

sample heterogeneity (the area analyzed needs to be representative for the sample), or the size of 

the feature or microstructure of interest. The step size depends on the grain size of the minerals in 

the sample (a minimum number of data points are necessary per grain) and the amount of detail 

required. 

Because of computational limitations it is not always possible to calculate a bulk AEH-

FE result from one large map with a sufficiently fine mesh. In these instances the map is divided 

into smaller regions which are analyzed separately. The average of the results of those smaller 

regions provides the bulk elastic moduli of the studied map. In this Appendix we test the 

heterogeneity/homogeneity of three samples by comparing the results from different sized maps, 

and by investigating the efficiency of random sampling versus tiling. We also present a sensitivity 

study that compares elasticity results derived from one large map versus the averaged results of a 

number of smaller maps with varying mesh densities.  

 

A.2. Samples   

For the sensitivity analyses reported here, we use a peridotite sample with compositional 

layering and two phyllosilicate-rich samples with textures typically found in deformed crustal 

rocks. The peridotite sample (sample DH13) comes from Dish Hill in Southern California. Dish 

Hill is a cone of basanite located about 70 miles east of Barstow. Fission-track age dating of 
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apatite from a granitic inclusion sets the age of the cone to 2.1+/-0.2 m.y. (Wilshire and Trask, 

1971). Peridotite inclusions in the basanite consist of olivine, enstatite, diopside and spinel. The 

sample was polished with progressively finer grades of diamond suspension (down to 0.3 µm), 

followed by a chemo-mechanical polish with colloidal silica for approximately 8 hours. EBSD 

mineral orientation data were derived using the EDAX-TSL EBSD detector on the Tescan Vega 

II Scanning Electron Microscope at the Department of Earth Sciences, University of Maine. 

Chemical analyses were performed simultaneously using EDAX Genesis energy dispersive 

spectroscopy (EDS). The diffraction patterns were background corrected and processed using 

EDAX-TSL OIM Data Collection 5 software. The patterns were recorded at a working distance 

of 25mm, using 20 kV acceleration voltage, with the uncoated sample tilted 20° to the incident 

beam. The map was collected with a square grid and a step size of 20 µm. Post processing 

procedures included removing single point measurements and dilating the map to fill up all non-

indexed points. Figure A1 shows a photomicrograph, a compositional map, the EBSD mineral 

orientation map, and pole figures with crystal orientations of this sample.  

The phyllosilicate-rich sample with the planar foliation comes from the 

Mooselookmeguntic igneous complex aureole in western Maine (sample D3053). The main part 

of the Mooselookmeguntic complex was emplaced approximately 370 Ma into steeply dipping 

metaturbidites that were folded during the Devonian, subduction-related, Acadian orogeny 

(Tomachak et al., 2005). A zone of contact metamorphism, extending 5-10 km from the contact, 

and a zone of deformation, extending ~3 km from the contact, formed due to the emplacement of 

the complex. A strain gradient was preserved in the aureole with a deformation fabric that evolves 

through all stages of crenulation cleavage formation (e.g., Johnson et al., 2006, 2010). The 

sample was collected approximately 400 meters from the contact with the intrusive complex and 

preserved the final stage of crenulation cleavage development: a pervasive planar foliation, 

parallel to the intrusive contact, defined by muscovite and biotite grains in a quartz and 

plagioclase matrix. The sample was polished with progressively finer grades of diamond 

suspension, down to 3 µm, followed by a polish with 1 and 0.3 µm alumina suspension on a nap 

pad, and a polish with colloidal silica for 3 minutes. The acquisition and post processing of the 

orientation data was done the same as described above, except that this map was collected with a 

hexagonal grid and a step size of 4 µm. Figure S2 shows a photomicrograph, a compositional 

map, the EBSD mineral orientation map, and pole figures with crystal orientations of this sample.  
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Figure A1. Sample DH13. (a) The backscattered electron map. (b) The EBSD mineral orientation 

map of the area indicated in (a). (c) The corresponding phase map in which yellow is olivine, red 

is diopside, blue is enstatite, and green is spinel. (d) The pole figures of the main minerals plotted 

in the lower hemisphere. 
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Figure A2. Sample D3053. (a) The backscattered electron map. (b) The EBSD mineral 

orientation map of the area indicated in (a). (c) The corresponding phase map in which yellow is 

quartz, red is biotite, blue is feldspar, and green is muscovite. (d) The pole figures of the main 

minerals plotted in the lower hemisphere. 
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Sample MT23P1 comes from the Moretown Formation in western Massachusetts. The 

sample has a well developed crenulation cleavage, defined by muscovite and biotite in a quartz 

and plagioclase matrix. The Moretown formation consists of upright to steeply-dipping folds in 

which an axial planar crenulation cleavage has developed in the fold hinges. This sample, its 

texture, and its geological settings are described in more detail in the accompanying paper. The 

paper contains a description of how the sample was prepared and how the EBSD map from this 

sample was derived (similar as described above).  

 

A.3. Window Size and Mesh Density 

For the sensitivity analyses presented in this supplement, the two parameters varied are 

the window size and mesh density. The window size is the part of the EBSD map over which the 

elastic bulk properties are calculated. The window size is varied to test the representativeness of 

the samples and to subdivide a map that is too large and detailed to mesh and analyze. For our 

purposes, the window size is taken as a square area, and the length of each side of this square is 

expressed as the fraction (F) of the shortest dimension of the full map. The full map can either be 

square or rectangular, but the most convenient value of F is obtained by ensuring that the long 

dimension of the map is an integer multiple of the short dimension.  

The accuracy of a FE calculation depends on the quality of the FE mesh. Elements must 

be small enough to give accurate results while minimizing computational effort (Logan, 2007). 

The FE yields an upper bound on the true stiffness, so the solutions for the stiffness will decrease 

with an increasing number of elements (Desai and Abel, 1972; Logan, 2007). For our mesh we 

use six-noded triangular elements because they yield the best results for a given number of 

degrees of freedom (e.g. Cook et al., 2002). The mesh density indicates the number of elements 

per area investigated. Figure A3 gives an example of meshes used to make calculations for the 

crenulation cleavage sample. Table A1 gives an overview of the corresponding average number 

of elements for specific window sizes of that sample.    

 

A.4. Heterogeneity/Homogeneity of Samples 

A.4.1. Sensitivity of Sample Size 

Accurate computational analysis of tensor variables such as stress, strain and elastic 

stiffness from heterogeneous samples require that a representative area or volume element is 

analyzed. For the analyses presented in this Appendix and the paper we are limited to sample 

sizes based on the size of a thin section, limitations regarding the size of the EBSD map (a  
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Figure A3. Examples of meshes for different window sizes and mesh densities for sample 

MT23P1. The numbers along the increasing window size axis indicate the fraction (F) and the 

total number of windows necessary to calculate the elastic properties of the entire sample. The 

numbers along the increasing mesh density axis indicates the approximate number of elements 

the entire sample consists of.  
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Table A1. Overview of the number of elements for the different window sizes and mesh densities 

for sample MT23P1. The highlighted setups have a comparable mesh density. 

 

 

     

  # of 

elements   

F windows density average min max 

1 2 60 11050 11264 10836 

0.5 8 80 12976 11702 14086 

0.3333 18 52 5580 4618 6414 

0.3333 18 80 10357 8930 11634 

0.25 32 40 3265 2612 4106 

0.25 32 80 8810 7210 10706 

0.2 50 32 2100 1464 2634 

0.2 50 80 7808 5338 9844 

 

 

combination of step size and time available on the SEM) and computational limitations (based on 

number of data points). In continuum mechanics the concept of a representative volume element 

(RVE) plays a crucial role in determining the appropriate scale of analysis (Jiang and Jasiuk, 

2001). Drugan and Willis (1996) define a RVE as “the smallest material volume element of the 

composite for which the usual spatially constant overall modulus’ macroscopic constitutive 

representation is a sufficiently accurate model to represent mean constitutive response”. Using 

this definition, we conducted sensitivity analyses to determine if the chosen maps are 

representative for the rock. We calculated the bulk stiffness of a series of windows with 

increasing size of the same sample. If the sample is statistically homogeneous, the solution will 

converge once a critical window size is reached. This critical window size will be a representative 

area for the sample and should give similar results regardless of the location of the window in the 

sample. 

We calculated the bulk elastic properties of a range of window sizes with comparable 

mesh densities for each sample (Figure A3). For the peridotite sample (DH13large) the solutions 

quickly converge and a window size of 0.5 gives a representative result for this thin section. The 

stiffness moduli calculated for the map derived from the planar foliation sample (D3053) 

converge at a window size of 0.5, indicating that the map is representative for the thin section. In 

contrast, the stiffnesses do not fully converge for the crenulation cleavage sample (MT23P1) 

owing to the geometric and mineralogical heterogeneity within the sample. The curves for the 

stiffness moduli possibly flatten out at a window size of 0.9 or 1.0, but a larger sample would be 

required to test this. Because of the strong control on the anisotropy exerted by the crenulations, 

the microfold wavelength can be interpreted as a characteristic length scale. Our purpose here is 
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to examine the effect of a crenulation cleavage on the seismic anisotropy, so the map is chosen in 

a way that represents one characteristic length, which also allows the sample to be treated as 

periodic.  

 

 

Figure A4. The AEH stiffnesses for increasing window sizes for the three different samples. 

 

A.4.2. Sensitivity of Sampling Random Windows 

A study by Gusev (1997) on a periodic composite consisting of two elastically isotropic 

phases showed that the overall elastic constants of a composite can be accurately predicted by 

sampling just a few randomly positioned windows. In order to test if this approach applies to our 

polymineralic rock samples we computed the C11 and C22 moduli for a number of randomly 

positioned windows within the peridotite and planar foliation samples (see Figure A4). The size 

of the windows (F=0.3333 in both cases) is smaller than the representative window size 

calculated in the previous section. The individual results per randomly positioned window and the 

cumulative average of these results are plotted and compared against the C11 and C22 moduli 

calculated for the entire sample. The average result of 9 tiled windows of the same size 

(F=0.3333) is included as comparison as well. The mesh density in all these examples is kept 

constant.   
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For both sample DH13 and sample D3053 the cumulative average of the randomly 

positioned windows does eventually converge to the value calculated from the entire map. For 

sample DH13 all the cumulative averages are within 1.5% of the result for the entire sample, 

indicating that the sample is statistically homogeneous to a fair degree and averaging the 

properties of just a few random measurements will give an accurate result. For sample D3053 27 

random measurements needed to be averaged to arrive at a value that falls within 1.5% of the 

entire sample value. It is clear from this analysis that dividing the sample into 9 tiled windows is 

more efficient than randomly positioning the analysis window, especially if the sample is 

heterogeneous. The randomly positioned windows reanalyze various regions of the sample, and 

more iterations are required to average out the heterogeneity.   

 

 

Figure A5. Comparison of the C11 and C22 stiffness moduli for samples DH13 and D3035 

calculated from (1) the entire map, (2) the average of 9 tiled samples covering the entire map, (3) 

30 random samples from the entire map, and (4) the cumulative average of the random samples.   
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A.5. Dividing a Map into Smaller Maps 

Owing to the relatively fine mesh densities required to conduct FE analysis on rock 

microstructures, it is computationally favorable to divide a large map into smaller regions. In this 

section we show sensitivity analyses of both this subdivision and the mesh density. Sample 

D3053 is divided into 1, 2x2, 3x3 and 4x4 windows with comparable mesh densities and the 

finest mesh possible for the specific window sizes. Sample MT23P1 is rectangular and is divided 

into 1x2, 2x4, 3x6, 4x8 and 5x10 windows. For MT23P1 the mesh densities are comparable for 

all except the 1x2 maps, which have a lower mesh density for computational reasons. Data 

calculated using the finest mesh possible for each specific window size are also presented. All 

results are shown in Figure A6. As a comparison the figure also includes the Voigt, Reuss, VRH 

and geometric mean results calculated using Mainprice’s ANIS_Ang_PC program (Mainprice, 

1990; available at ftp://www.gm.univ-montp2.fr/mainprice//CareWare_Unicef_Programs/).    

   

A.5.1. Sensitivity to the Number of Maps 

The plots on the left hand side of Figure A6 shows that the Voigt and Reuss averages all 

are very similar regardless of which calculation method is used. Small differences can be 

expected because the Voigt and Reuss stiffnesses calculated by the AEH-FE program are based 

on the mesh instead of the actual input (as is the case with ANIS_Ang_PC).  

The AEH-FE results increase slightly with increasing number of windows, which is 

caused by the increasing number of boundaries (the boundary effects begin to play a larger role). 

This is in accordance with findings of Kanit et al. (2003). Ideally we would calculate our results 

with a fine mesh and a small number of windows. Because the calculated AEH-FE results all lie 

within 3% of each other (within 1.5% for sample D3053), we find it acceptable to use a 

reasonable fine mesh and an intermediate number of windows.   

 

A.5.2. Sensitivity to the Mesh Density   

Figure A6 shows that the mesh refinement does not significantly affect the results. In 

most cases the results are slightly lower with increased mesh density, which reflects the fact that 

the finite method yields an upper bound on the true stiffness (Desai and Abel, 1972; Logan, 

2007). From our experience the mesh density has a larger influence on stress and strain 

calculations than on bulk stiffness calculations. For the calculation of bulk elasticity a relatively 

coarse mesh can be applied.   
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A.6. Concluding Remarks 

1) To investigate if the presented EBSD orientation maps are representative areas of the 

thin sections, we performed a study in which we increased the sample size. Even though this 

method does not turn out to be applicable to all rocktypes, the results show that the samples from 

this sensitivity analysis study are representative sample areas.  

2) Although sampling a few randomly positioned windows is an efficient way to 

calculate the bulk elastic properties of samples that are homogeneous and effectively isotropic, it 

is not a useful method for polymineralic materials that are composed of anisotropic minerals. By 

dividing an entire map into tiled windows that have the same size and mesh density as the 

randomly positioned sample windows, an accurate result is achieved more rapidly than when 

sampling the map randomly.  

3) Sensitivity analyses show that dividing the map into multiple smaller maps has a larger 

effect on the bulk elastic stiffnesses of the entire map than changing the mesh density. Increasing 

the number of windows increases the influence of boundary effects. Even with a coarse mesh 

(and fewer windows) the calculated results are representative for the area studied. The data we 

present in the paper are calculated using a reasonably fine mesh that defines the phases and most 

of the grains well, and that has the least number of windows that are computationally convenient 

given the chosen mesh density.   
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 Appendix B 

MASS TRANSFER OF QUARTZ DURING CRENULATION CLEAVAGE 

FORMATION: A CATHODOLUMINESCENCE STUDY 

 

B.1. Introduction 

Crenulation cleavage is the most common type of cleavage in multiply-deformed pelitic 

rocks. The fabric is characterized by phyllosilicate-rich domains (P-domains) in which the 

phyllosilicates define the overall cleavage separated by quartz- and feldspar-rich domains (QF-

domains). This characteristic differentiation of minerals is thought to result from dissolution of 

quartz and feldspar in the P-domains and either the precipitation of the dissolved material in the 

QF-domains or the removal of the dissolved material from the local system. Quartz grains in this 

fabric typically show no evidence for intracrystalline deformation or recrystallization.  

 Williams et al. (2001) presented high-resolution compositional maps from samples of the 

Moretown Formation in western Massachusetts that contain a crenulation cleavage. In these 

rocks, multiple stages of crenulation cleavage development are present: an almost planar S2 

foliation in the F3 fold limbs and a well-developed S3 crenulation cleavage is present in the F3 

fold hinge regions. Williams et al. (2001) showed that overgrowths formed on plagioclase and 

muscovite grains that have geometries that indicate that they formed during crenulation cleavage 

formation. They found An14-16 rims overgrew An03 cores in both the P- and QF-domains and 

phengitic muscovite overgrew muscovite in the P-domains. In the fold limbs, where the 

crenulation cleavage is well-developed, the plagioclase grains are smaller in the crenulation limbs 

than in the crenulation hinges. In the crenulation hinges the plagioclase cores have aspect ratios of 

about 3:1 that are aligned with the S2 cleavage. The overgrowths are more equant in shape in the 

crenulation hinges. In the crenulation limbs the cores have smaller aspect ratios compared to 

those in the crenulation hinges. The overgrowths have large aspect ratios and are aligned with the 



 117 

new S3 crenulation cleavage. In the fold hinges, where the crenulation cleavage is not or very 

poorly developed, the second generation plagioclase primarily occurs as needles, fibers, and 

strain shadows aligned with the S2 cleavage.  

Both quartz and feldspar relocate during crenulation cleavage formation. Because of this, 

microstructures similar to those found in plagioclase by Williams et al. (2001) should also be 

present in quartz. Quartz does not have as great of a range in chemistry as plagioclase, so 

compositional mapping is not a useful method to explore these geometries in quartz. Instead, 

Cathodoluminescence (CL) is a better method to investigate the mass transfer of quartz during 

crenulation cleavage development because it is able to unveil the presence of trace elements or 

dislocations in minerals such as quartz. I used CL imaging to investigate quartz overgrowths and 

other microstructures related to crenulation cleavage development from samples from the 

Mooselookmeguntic Pluton aureole in western Maine and the Moretown Formation in western 

Massachusetts.  

 

B.2. Sample Locality 

I studied the CL behavior of quartz in 6 samples from the Mooselookmeguntic Pluton 

aureole, western Maine, representing 4 different stages of crenulation cleavage development. The 

main part of the Mooselookmeguntic Pluton was emplaced approximately 370 Ma into steeply 

dipping metaturbidites that were folded during the subduction-related, Acadian orogeny 

(Tomascak et al., 2005). A zone of contact metamorphism, extending 5-10 km from the contact, 

and a zone of deformation, extending ~3 km from the contact, formed due to the emplacement of 

the pluton. A strain gradient was preserved in the aureole with a deformation fabric that evolves 

through 5 stages of crenulation cleavage formation (e.g. Johnson et al., 2006, 2010). Figure B1 

shows a schematic drawing of the 5 stages of crenulation cleavage development in the area as 

they are defined by Johnson et al. (2006). Sample D3034 was collected at the greatest distance 

from the pluton and has a pervasive planar foliation representing stage 1 of crenulation cleavage. 
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Stage 1 represents the regional schistosity that is found outside the strain aureole of the pluton. 

Sample D3005 has a slight crenulation and represents stage 2. Samples D3051, D2010, and 

Ra36n have a well-developed crenulation cleavage and represent stage 4. Sample D2013 was 

collected closest to the pluton and also has a pervasive planar foliation at an angle to the regional 

schistosity, representing stage 5. Figure B2 shows a geologic map of the area east of the 

Mooselookmeguntic Pluton with the sample localities.     

 

 
Figure B1. Five stages of crenulation cleavage formation as found in the Mooselookmeguntic 

Pluton aureole. Stage 1 is the microstructure present outside the pluton strain aureole and has a 

dominant structural fabric that is the regional schistosity (S1) that is defined by the preferred 

orientation of muscovite laths and elongate quartz and plagioclase grains. Stage 2 has a moderate 

crenulation of the regional foliation. At stage 3 the rocks show a well-developed crenulation 

cleavage. Rocks at stage 4 show a strongly developed crenulation cleavage. At stage 5, a 

transition from a differentiated cleavage to a pervasive foliation adjacent to the pluton is present 

in the rocks.   

 

I also studied the CL behavior of quartz in one sample from the Moretown Formation, 

western Massachusetts. The Moretown Formation represents a forearc basin that was thrust onto 

Laurentia during the Taconic orogeny (Hatch and Stanley, 1988).  The formation is characterized 

by interbedded schist and quartzite-to-greywacke layers, ranging in thickness from centimeters to 

meters. During the Acadian orogeny the dominant regional foliation was folded into upright to 

steeply-dipping westward verging folds (F3), with amplitudes of meters up to tens of meters 

(Hatch and Stanley, 1988; Williams et al., 2001). The F3 folds display a crenulation cleavage that 

is absent or only weakly developed on fold-limbs and that becomes more intense toward the fold 

hinges. The sample studied, MT1G1, is from the same slab used by Williams et al. (2001). 
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Figure B2. Geological map of the area east of the Mooselokmeguntic Pluton, western Maine 

showing the sample locations (red dots). The white (dashed) lines indicate metamorphic (sub-) 

zones. The black lines indicate the zones with the different stages of crenulation cleavage 

development. Modified from Moench & Hildreth, 1976, Dupee, 2005 and Johnson et al., 2006. 

 

B.3. Cathodoluminescence - Background 

Cathodoluminescence (CL) refers to the emission of photons (particles of light within the 

visible range and UV radiation) by a material that is under bombardment by electrons from a 

cathode. Luminescence (which literally means “weak glow” in Latin) can also be caused by 

bombardment from other energy sources: photoluminescence is generated by the bombardment of 

high-energy UV photons, ionoluminescence is produced by a beam of energetic ions, and x-rays 

generate radioluminescence (Pagel et al., 2000). The phenomenon of luminescence was first 

recognized in the seventeenth century, but the method was not used in science until the 1960’s 

(e.g. Smith and Stenstrom, 1965). Early studies were carried out on a petrographic microscope 

with an attached cathode gun or by using an electron probe microanalyzer (EPMA). Later the 
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scanning electron microscope (SEM) was used to generate high-resolution, high-magnification 

cathodoluminescence images. In geology, CL is mainly used for observations in carbonate and 

silicate (mainly quartz and feldspars) minerals and zircon. Often zoning displayed by CL is not 

visible with other kinds of imaging or even chemical mapping.  

The reason for CL to occur is linked to the energy from the beam that is applied to the 

sample and the defects that are present in the valence band of the mineral. When sufficient energy 

is applied to a mineral, the electrons in the low energy valence band can be excited to the higher 

energy conduction band. If this happens, a “hole” is left behind in the valence band. Once the 

energized electrons are in the conduction band they will quickly loose energy (~10
-8

s) after which 

they will want to return to the valence band. Defects in the band gap can be considered to be 

electron traps that shortly intercept and hold electrons as they move through the band gap from 

the conductor band back to the valence band. When a beam of high energy electrons interacts 

with a crystal, the energy is partitioned in various ways (X-rays, backscatter electrons, secondary 

electrons, phonons, etc). Part of the energy of the beam will excite electrons promoting non-

localized electrons from the valence band to the conduction band. When the promoted electrons 

undergo de-excitation and move back to the valence band, the electrons will encounter one or 

multiple traps, such as point defects, clustered defects (both are extrinsic luminescence centers), 

impurities, non-stoichiometry, structural imperfections due to radiation damage, shock damage or 

poor ordering (intrinsic luminescence centers). The presence of traps at discrete energy levels 

within the band gap is a precondition for emission of photons in the visible light range. If there 

are no traps present, the electrons fall directly back to the valence band emitting photons with 

wavelengths in the near UV range. Traps that empty rapidly (timescale of microseconds) produce 

photons with energies in the near-UV and visible portions of the electromagnetic spectrum. The 

greater the number of electron traps present in a crystal, the greater the number of CL emissions 

in the visible range. If the band gap is small, the electrons tend to decay nonradiatively by phonon 
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emission, rather than radiatively by emission of a photon. The gap to the adjacent lower level 

needs to have a critical value in order for it to emit photons.             

Numerous workers have investigated the relationship between cathodoluminescence 

color of quartz and provenance. Consensus has been reached regarding the following 

relationships (e.g. Zinkernagel, 1978; Götze et al., 2001; Boggs and Kringsley, 2006): 

1) Blue to violet CL: plutonic quartz (commonly more red-violet), as well as quartz phenocrysts 

in volcanic rock, and high-grade metamorphic (or contact metamorphic) quartz (T>573°C and 

fast cooling conditions); 

2) Red CL: matrix quartz in volcanic rocks; 

3) Brown CL: quartz from high and low grade regional metamorphic rocks, metamorphized 

igneous rocks, contact metamorphic rocks, metasediments;  

4) No CL or weakly luminescent: authigenic quartz in sediments (T<300°C);  

5) Short-lived green or blue CL: hydrothermal and pegmatitic quartz. 

Boggs et al. (2002) stated that CL color is not a reliable indicator of quartz provenance because 

the CL colors of metamorphic quartz exhibit a wide variation, overlapping both the color fields of 

volcanic and plutonic quartz. Another common problem with CL color studies is that the CL 

color changes with increasing radiation of the sample, commonly a shift from blue toward red is 

observed (e.g Sippel, 1968; Zinkernagel, 1978). According to Richter et al., 2003, the nature of 

color shift can have provenance significance as well. The most frequently observed color in 

feldspars is blue CL. There is no definite relationship between the CL colors of feldspar and 

provenance. Observing CL color in a cathodoluminescence microscope is a subjective process, 

therefore, it is common practice to gather CL spectra with a spectrometer in addition to CL 

images (e.g. Gaft et al., 2005; Boggs and Kringsley, 2006). Factors that can influence the color of 

a CL image are: the sample temperature, the beam current, the acceleration voltage, the contrast 

and brightness, the magnification, the collection time, the carbon coat thickness, and the distance 

between sample and detector (Boggs and Kringsley, 2006).  
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The blue CL color in metamorphic and plutonic quartz is often linked to the presence of 

trace elements of Ti in the crystal lattice. The amount of Ti in quartz can be used as a 

geothermometer, using TitaniQ (Wark andWatson, 2006; Spear and Wark, 2009). Other possible 

trace elements in quartz that can cause CL are Al, K, Li, Na, Fe, P (e.g. Marshall, 1988; Demars 

et al., 1996; Götze et al., 2001; Rusk et al., 2006). Other workers state that CL in quartz is mainly 

caused by structural defects (e.g. Götze et al., 2001; Richter et al., 2003). In order to obtain 

information on the cause(s) of cathodoluminescence (or the nature of the luminescence centers) 

additional techniques and instruments are necessary. For trace-element analysis common 

techniques include EPMA, secondary ion mass spectrometry (SIMS), laser-ablation-inductivity 

coupled plasma mass spectrometry (LA-ICP-MS), and particle-induced X-ray emission (PIXE 

and micro-PIXE). An example of a technique for evaluating defects in crystal structures is 

electron paramagnetic resonance (EPR).  

CL is used by workers to study pressure solution and its influence on porosity in 

sedimentary rocks (e.g Sprunt and Nur, 1977; Evans et al., 1994). CL is useful for this because 

the intergranular relationships and pore spaces are very distinct, although caution must be used 

when interpreting natural examples because of the change in luminescence with time. It is 

sometimes possible to differentiate between a detrital grain and an authigenic overgrowth if the 

two types of quartz contain different impurities or crystal defects. Detrital quartz commonly 

appears bright, whereas the overgrowths are dark. Although the rocks from the 

Mooselookmeguntic Pluton aureole and the Moretown Formation are metamorphic in nature, I 

expect that the mass transfer of quartz during crenulation cleavage will show comparable grains 

with overgrowths.      
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B.4. Method 

B.4.1. Cathodoluminescence  

In order to investigate the mass transfer of quartz during crenulation cleavage formation 

CL images were taken from several samples at different stages of crenulation cleavage 

development. The CL, and simultaneously derived SEM, images were taken using the Gatan 

ChromaCL detector on the Tescan Vega Scanning Electron Microscope at the University of 

Maine’s Department of Earth Sciences. The images were collected from untilted, carbon coated 

samples at a working distance of 12 mm, using a 20 kV acceleration voltage and a beam current 

of ~11nA. In order to minimize changes in the CL color from beam damage, the images were 

taken as soon as possible once the location of interest was reached. To get a good idea of the 

presence and geometry of overgrowths in the different domains of crenulation cleavage and 

because of limitations in field of view, a mosaic of images (up to 260) was collected across the 

different domains (P and QF). The images were manually stitched in Adobe’s Illustrator, with a 

different layer for each of the following: SEM images, the colored CL images, and, in some 

cases, just the blue component of the color CL images.        

 

B.4.2. Chemical Analysis 

 Because the blue CL color in metamorphic quartz is associated with the presence of trace 

amounts of titanium, I used the Cameca SX-100 electron microprobe at the University of Maine 

to determine if measurable amounts of Ti are present in the samples of the Mooselookmeguntic 

Pluton aureole and if these amounts could be used to calculate peak temperature conditions using 

the TitaniQ (Ti in quartz) geothermometer (Wark and Watson, 2006). Ti K-alpha X-rays were 

counted simultaneously using PET crystals on four spectrometers from which the results were 

averaged. The carbon coated samples were analyzed using a 15kV, 150nA, 20µm beam with a 

counting time of 300 seconds. Fifteen point measurements per region (core or rim) were taken for 

each grain (4 grains in total). The electron microprobe was calibrated using a rutile standard. 
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Detection limits and analytical error were determined using a 95% confidence level of peak and 

background measurements (adapted Love and Scott, 1978). With the number of measurements 

taken (15), the detection limit is 29.4 ppm. 

 

B.5. Results  

 The CL behavior of quartz grains in samples representing different stages of crenulation 

cleavage is studied to identify overgrowths and relate them to mass transfer of quartz during the 

formation of this fabric. In the Mooselookmeguntic Pluton samples the quartz grains have a 

reddish/blue color that shifts to orange/red over time with accumulated beam damage. The 

plagioclase grains in these samples have a bright blue color. Other minerals in these samples 

show no CL. The CL of the quartz grains display red colors at the grain boundaries. Most grains 

show a gradation of color from red to blue within the grain (Figure B3a-d, f). Other quartz grains 

show a distinct blue core with a gradation to red in the rim (Figure B3e, g-l). These blue cores 

commonly display filled fractures that are not visible with the light microscope or SEM (Figure 

B3h, j-l).  

In the Moretown sample, the quartz grains have a gradation of colors from bright orange 

to darker orange. The plagioclase grains display clearly the core and rim features that were 

reported by Williams et al. (2001): in CL the An3 cores are red and the An14-16 rims are blue 

(Figure B4). The blue component of the color CL images display core and rim features in the 

quartz grains that are not visible in the full spectrum images. Other minerals in this sample show 

no CL.   

   

B.5.1. CL of Quartz per Stage – Mooselookmeguntic Pluton Aureole Samples 

 The quartz grains in the samples furthest away from the pluton (stage I and II of 

crenulation cleavage development) typically display the color gradation from blue to red without 

a clear core-rim boundary (Figure B3a-d). In the samples collected closer to the pluton (stage IV  
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and V), the quartz grains show similar CL structures, but in these samples, grains are also present 

that have bright blue cores. These cores commonly show healed fractures (Figure B3h, j-l) and 

can be shaped very irregularly (Figure B3h-l). The fractures in the grain in Figure B3l show a 

radiating pattern off a biotite grain. The healed fractures are only visible in the bright blue cores.     

 

Figure B4. Color CL and corresponding blue component CL and BSE images for sample 

MT1G1. The orange grains in the color CL images are quartz grains, the red and blue grains are 

plagioclase, and the grains with no CL (black) are muscovite and/or biotite. More explanation on 

the features in this figure can be found in the text. The scale bars in the BSE images are all 

100µm.     

 

B.5.2. CL of Quartz per Domain – Mooselookmeguntic Pluton Aureole Samples 

 Color CL mosaic maps of several mm
2
 are made per sample (containing both P and QF 

domains for stage IV samples) to get a better indication of the spatial variation of the structures 

described above. Figure B5 shows the map of sample D3034. The quartz grains in this sample 

show the gradation of blue to red colors as also shown in Figures B3a-d. None of the grains have 

distinct cores and rims. Figure B6 and B7 show the mosaics of samples D3051 and Ra36n, both 
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with a well developed crenulation cleavage. Although the quartz grains in the P-domains are 

smaller, they do contain bright blue cores as well. Sample Ra36n has much more plagioclase and 

quartz grains with bright blue cores. The shapes of the cores are irregular. Unlike the other stage 

IV and the stage V samples, the sampled area of sample D3051 shows no healed fractures. 

 

B.5.3. CL of Quartz – Moretown Formation Sample 

 The color CL mosaic map of sample MT1G1 is shown in Figure B8. The traced cores in 

the quartz grains are based on observations in the blue component images. The cores are 

elongated and aligned with the S2 fabric. The mapped P-domain has little to no quartz, and cores 

and rims could not be distinguished in the few quartz grains that are present in this domain.    

 

B.5.4. Ti Concentrations 

 Four grains with bright blue CL cores from sample Ra36n were chemically analyzed for 

Ti using the electron microprobe. Fifteen point measurements were taken in each core and the 

same amount of measurements were taken in the rim of each grain. The results can be found in 

Figures B9 and B10, and Table B1. Figure B9 shows the wt% Ti (averaged from the 4 

spectrometers) per measured point. Table B1 shows the average concentration per region (core or 

rim) for each grain. The table shows both the average amount of Ti per region of the raw data and 

the data that excludes certain measurements. Figure B10 shows the wt% Ti per spectrometer per 

measured point. The outcomes are non-conclusive; the concentrations of Ti were all below 0.003 

wt%, which is below the detection limit. There was no pattern between the averages of the cores 

and the rims. In 3 out of the 4 grains the concentrations of Ti appeared to be higher in the rim 

than in the core. Yet, considering the results of the individual spectrometers, the variation appears 

to be large for a number of measurements. Especially the values of Ti SP5/1 appear to be 

significantly different in comparison to the values of other spectrometers for a large number of 

measurements.        
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Figure B6. Mosaic of color CL maps of sample D3051 (stage IV). The bright blue grains are 

plagioclase grains, the red-blue grains are quartz, and the grains with no CL (black) are muscovite 

and/or biotite. The scale bar has a width of 1 mm. Bright blue cores in the quartz grains are 

outlined in yellow. More explanation can be found in the text.   
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B.6. Discussion 

 Color CL images were acquired from samples from the Mooselookmeguntic Pluton 

aureole and the Moretown Formation to investigate the mass transfer of quartz during crenulation 

cleavage formation. Williams et al. (2001) showed that during crenulation cleavage formation 

overgrowths with a different chemical composition formed on plagioclase grains in the Moretown 

Formation; similar observations are expected for quartz. Because of a lack of chemical variability 

in quartz, CL imaging was used instead of chemical mapping to display internal grain-structures. 

Mosaics were made for mm
2
 scale regions to investigate the spatial variation of the structures 

found in the quartz grains.  

 

B.6.1. Mooselookmeguntic Pluton Aureole 

B.6.1.1. Core-Rim Geometries. The results of the Mooselookmeguntic Pluton aureole 

show that samples collected furthest from the pluton contain quartz grains that are mottled, with 

color gradations from red to blue. In most grains, the grain boundaries appear red, turning more 

blue towards the center and darker/reddish at the center. There are no clear core-rim boundaries in 

the grains from samples furthest from the pluton. In samples collected closer to the pluton, more 

grains do show clear core-rim boundaries within quartz grains. The cores in these grains are 

bright blue, irregularly-shaped, and commonly contain fractures that are healed and not visible 

with light-microscopy or SEM. One of the goals of this study was to quantify the mass transfer 

from quartz during crenulation cleavage formation, but because the cores and rims in the quartz 

grains in the studied samples from the Mooselookmeguntic Pluton aureole appear to not have 

geometries that can be linked to the crenulation cleavage formation this cannot be done with the 

samples studied.   

B.6.1.2. Ti in Quartz. The concentration of bright blue cores is variable between samples 

with a stage IV crenulation cleavage, but it appears that the concentration is highest nearest to the 

pluton. This suggests that the cores may have formed during pluton emplacement. The bright blue 
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color is indicative of higher temperatures and contact metamorphism. Alternatively, the 

observation that there is a higher concentration of bright blue cores closer to the pluton might be 

coincidental. The cores may be inherited, and the variability between samples can be explained 

by the geologic provenance (turbidite sequence) of the area. The bright blue color in higher 

temperature quartz is commonly associated with the presence of titanium in the lattice (e.g. Spear 

and Wark, 2009). The concentrations of titanium in quartz grains from electron microprobe 

quantitative analysis were not sufficient to give a reliable temperature calculation (using TitaniQ, 

Wark and Watson, 2006), even in the brighter blue cores. When eliminating the measurements 

made with spectrometer Ti SP5/1, the data points taken in the core do consistently give higher 

totals of Ti than the points analyzed in the rims, which corresponds better with what is expected, 

but the measured values are still highly variable and may not be reliable. More work needs to be 

done to perfect the method of measuring trace amounts of Ti on the electron microprobe, or, 

alternatively, an apparatus more suitable for measuring trace elements in minerals, such as ICP-

MS, should be employed to work out the concentrations of Ti in these rocks. Other causes for the 

blue CL coloring, such as other trace elements than Ti or defects, should be investigated as well.   

B.6.1.3. Fracturing. The healed fractures also appear to be only present at higher 

concentrations in rocks closest to the pluton. The radial fracturing of the quartz grain adjacent to a 

biotite grain in Figure B3l suggests that the fractures formed in-situ. The fracturing may be linked 

to the pluton emplacement; Dutrow and Norton (1995) calculated that fluids contained in isolated 

pores and fractures expand when temperatures rise due to contact metamorphism, produce and 

maintain pore fluid pressures that are sufficient to propagate fractures closest to a pluton. During 

crenulation cleavage development gradients of mean stress and volumetric strains form between 

the different domains (P and QF) and especially at the grain interfaces the values can be high 

(Naus-Thijssen et al., 2010), possibly enough to cause fracturing in the quartz. Volumetric 

changes due to the temperature rise caused by the pluton can cause the fracturing as well.      
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B.6.2. Moretown Formation  

The quartz grains in the sample of the Moretown Formation do show core and rim 

geometries that are associated with crenulation cleavage formation. The cores in the QF-domains 

are elongated and aligned with the S2 foliation and the overgrowths are fairly equant in shape, 

consistent with the structures of the plagioclase grains in this domain as described by Williams et 

al. (2001). Only one small area in one sample was studied, and more CL mapping will be 

necessary to do any calculations regarding mass transfer of quartz during crenulation cleavage 

formation. A CL detector that has a larger field of view and that can be set up to create automated 

maps will make this exercise less time consuming.   

 

B.6.3. Implications for Crenulation Cleavage Formation 

The studied samples show the same type of fabric: crenulation cleavage, but come from 

two different geological settings, the results from this study only amplify that. The crenulation 

cleavage from the Mooselookmeguntic Pluton aureole is formed in a contact metamorphic 

setting, whereas the fabric in the rocks from the Moretown Formation has a tectonic history. The 

differences in temperature, deformation rate, fluid flow, and associated metamorphic reactions, 

causes that one set of samples (from the Moretown Formation) is suitable for quantifying mass 

transfer of both quartz and feldspar (this study and Williams et al., 2001), whereas the other set of 

samples shows interesting features related to the pluton emplacement, but no indication of mass 

transfer.           

 

B.7. Conclusions 

CL images of samples from the Mooselookmeguntic Pluton aureole and the Moretown 

formation were used to study the mass transfer of quartz during crenulation cleavage formation. 

The main findings are: 
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1) Quartz grains in the rocks from the Mooselookmeguntic Pluton Aureole show mottled 

structures away from the pluton, and grains with bright blue, fractured cores are found in samples 

collected closest to the pluton. The geometries of the cores and rims indicate that they are 

probably not associated with the crenulation cleavage formation process that can be found in 

these rocks. The bright cores and the fractures that are present in these samples are most likely 

associated with the rising temperature and rising pore fluid pressures associated with the pluton. 

2) Quartz grains in the rocks from the Moretown formation do show core and rim geometries that 

are associated with crenulation cleavage formation, but more investigation is necessary to come 

to conclusions regarding the amount of mass transfer of quartz during the formation of this fabric.   
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