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Abstract

The number of visual distraction-caused crashes highlights a need for non-visual
information displays in vehicles. Auditory-supported air gesture controls could fill that
need. This dissertation covers four experiments that aim to explore the design auditory-
supported air gesture system and examine its real-world influence on driving
performance. The first three experiments compared different prototype gesture control
designs as participants used the systems in a driving simulator. The fourth experiment
sought to answer more basic questions about how auditory displays influence
performance in target acquisition tasks. Results from experiment 1 offered optimism for
the potential of auditory-supported displays for navigating simple menus by showing a
decrease in off-road glance time compared to visual-only displays. Experiment 1 also
showed a need to keep menu items small in number but large in size. Results from
experiment 2 showed auditory-supported air gesture controls can result in safer driving
performance relative to touchscreens, but at the cost of slight decrements in menu task
performance. Results from experiment 3 showed that drivers can navigate through simple
menu structures totally eyes-free, with no visual displays, even with less effort compared
to visual displays and visual plus auditory displays. Experiment 4 showed that auditory
displays convey information and allow for accurate target selection, but result in slower
selections and relatively less accurate selections compared to displays with visual
information, especially for more difficult target selections. Overall, the experimental data
highlight potential for auditory-supported air gesture controls for increasing eyes-on-road

time relative to visual displays both in touchscreens and air gesture controls. However,
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this benefit came at a slight cost to target selection performance as participants generally
took longer to process auditory information in simple target acquisition tasks.
Experimental results are discussed in the context of multiple resource theory and Fitts’s

law. Design guidelines and future work are also discussed.



Chapter 1

1 Introduction

The prevalence of touchscreens in vehicles has increased in recent years. Touchscreen
use in vehicles introduces a conflict for visual attention between driving and in-vehicle
information system (IVIS) use. This conflict has been shown to increase crash risk
(Horrey & Wickens, 2007; Klauer et al., 2006; Olson, Hanowski, Hickman & Bocanegra,
2009; Wierwille & Tijerina, 1998; Dingus, et al., 2006) and has been a subject of concern
among driving researchers for many years (Green, 2000; Ranney, Mazzae, Garrott, &
Goodman, 2000; Burnett, Summerskill & Porter, 2004) which has sparked efforts to
develop new IVISs that reduce the demands for drivers’ visual attention (e.g., Sodnik et
al., 2008; Reiner, 2012; May, Gable, & Walker, 2014; Shakeri, Williamson, & Brewster,

2017).

Recent technological advances have made it possible to cheaply and effectively measure
hand positions of drivers using infrared sensors (e.g., LEAP Motion) or computer vision
(e.g., Microsoft Kinect). Some researchers have recently begun exploring these
technologies as an effective means to develop in-vehicle control systems that are easier to
use and reduce the crash risk associated with using traditional 1VISs (May, Gable &
Walker, 2014; Gable, Raja, Samuels & Walker, 2015). The purpose of this dissertation is

to further develop and improve on these first efforts to create safer IVISs.
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Figure 1.1 user moves from menu item A to menu item B with air
gesture controls

Fundamentally, the operation of air gesture controls described here is similar to the
current touchscreen model. Inputs are still based on the WIMP (windows, icons, menus,
pointer) style of interaction, i.e., users select menu items laid out in a hierarchy via
control of a cursor (Figure 1.1). This is opposed to a symbolic system controlled via
performance of dynamic gestures such as taps, swipes, or a type of sign language.
Although such a system is possible and maybe even beneficial in some cases, my initial
efforts were to develop a simple menu structure that represents the home page of typical
in-vehicle touchscreen controls, with a selection of four to sixteen high-level menu items

(e.g., audio, navigation, etc.).

In order to develop an air gesture control system that is less visually demanding than
touchscreens, auditory displays can be used to convey information about cursor position.
Well-designed air gesture controls supported by auditory displays could supplement or
even replace the visual information needed to use an IVIS, allowing drivers to focus

visual attention on the road while operating in-vehicle controls eyes-free.

11



To evaluate the effectiveness of air gesture controls in reducing visual demands and

improving driving safety, four experiments were conducted:

Experiment 1 aimed to determine what menu layout is more effective between a 2x2
grid with 4 four menu items and a 4x4 grid with 16 menu items, and also answer my
questions about the impact of auditory displays on driving performance, secondary task

performance, eye glance behavior, and driver workload.

Experiment 2 aimed to compare the performance of the best gesture control prototypes

to emerge from Experiment 1 to touchscreen controls.

Experiment 3 addressed to emergent questions — 1) What is the impact of display control
congruency and movement orientation? 2) What happens if we remove all visual

information?

Experiment 4 was a basic experiment designed to answer more fundamental questions
about how different auditory displays impact movement performance during simple

target acquisitions.

1.1 Research Goals and Overview

The research objective of this dissertation is:

To improve understanding of how auditory displays and air gesture
controls can be used effectively to enable safer driving through mitigation

of visual and physical demands of in-vehicle information system use.
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In pursuit of this goal, several primary research questions were investigated, some of
which build on results from previous experiments. The five primary research questions

are:

a) How does the menu layout for air gesture controls influence driving
performance, secondary task performance, eye glance behavior, and
driver workload?

b) What effect do supplementary auditory displays have on driving
performance, secondary task performance, eye glance behavior, driver
workload, and preference?

c) What kind of auditory displays best facilitate goal-directed movement
for simple target acquisitions?

d) How do these prototype systems compare to equivalent touchscreen
systems in their influence on driving performance, secondary task
performance, eye glance behavior, driver workload, and preference?

e) How does movement orientation influence driving performance,
secondary task performance, eye glance behavior, driver workload,

and system preferences?

To answer these research questions, the following research experiments were completed:

1.1.1 Experiment 1
Designed to answer questions (a) and (b), this experiment required participants to drive in

a simulator while using four different air gesture control prototypes: a 2x2 grid with

auditory feedback, a 2x2 grid without auditory feedback, a 4x4 grid with auditory

13



feedback, and a 4x4 grid without auditory feedback. The 2x2 grids had a total of four
large targets arranged in a square, while the 4x4 grids had sixteen total targets (Figure

1.2).

Prototypes with auditory feedback provided information about the current position of the
cursor. For example, when a user holds their hand so the cursor is in the “A” target, then
the system will say “A”. In addition, the auditory display provides non-speech tones as a
confirmation of target selection. Results showed that using air gesture controls with 2x2
grids resulted in better driving performance, fewer off-road glances, better secondary task
performance, and lower workload compared to 4x4 grid layouts. Results also showed that
adding auditory displays had no impact on driving performance or secondary task
performance, but did reduce the off-road glances and driver workload. More details can

be found in Chapter 3.

Figure 1.1 screen-capture of 2x2 grid (left) and 4x4 grid (right) used
in Experiment 1

14



1.1.2 Experiment 2
Designed to learn more about questions (b) and (d), this experiment required participants

to drive in a simulator while using 2x2 grids with and without audio for both air gesture
controls and touchscreens. Results showed that driving performance and workload was
equivalent between touchscreens and air gestures. Secondary task performance was
worse using air gesture controls compared to touchscreens. However, the number of off-
road glances was lower using air gesture controls with auditory displays. More details can

be found in Chapter 4.

1.1.3 Experiment 3
Designed to answer questions (b) and (e), this proposed experiment required participants

to drive in a simulator while using air gesture control systems with auditory displays with
and without visual displays, and also using vertical as well as horizontal control
orientations (Figure 1.3). Systems performed similarly with respect to driving
performance, with participants spending slightly more time in the correct lane when using
auditory-only controls. When examining secondary task performance, again, systems
performed similarly but auditory-only controls led to slower task completion times. These
results suggest a tradeoff between secondary task expediency and primary task

performance. Workload was also lower for participants when using the auditory-only

Figure 1.2 horizontal orientation (left) and vertical orientation (right)
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display, a surprising finding. There was no difference between the vertical and horizontal
control orientations, another surprising finding (or lack thereof). More details can be

found in Chapter 5.

1.1.4 Experiment 4
Designed to answer (c), this experiment required participants to complete a serial tapping

task, according to a traditional Fitts’s task paradigm. However, instead of tapping on
metal plates, or on a computer, participants completed the task in the air, using the LEAP
Motion to measure hand position, and using combinations of visual and auditory displays

to relay information about hand and target positions (Figure 1.4) Results showed that

Target

\/ Amplitude

Figure 1.4 traditional Fitts’s task, image from (MacKenzie, 1992) (left), proposed setup for
air gesture equivalent task (right)

mean selection times were slower for auditory-only displays (discrete and continuous)
compared to displays with visual information available. Error (distance from selection
point to target edge) was also lower for systems using only auditory displays relative to
systems with visual displays while accuracy (percent of selections in target) was similar
for all both auditory and visual displays. Both the speed and the accuracy degraded as
difficulty increased, but degraded more dramatically with auditory-only displays.

Throughput, a measure that combines both accuracy and speed was significantly higher
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(better) for conditions with visual stimuli compared to conditions without visual stimuli.

More details can be found in Chapter 6.

1.2 Contributions

This proposed dissertation makes the following contributions to the areas of in-vehicle
information systems, eyes-free gesture controls, auditory displays, and movement

science.

1.2.1 In-vehicle Information Systems
In collaboration with lab members, | developed a novel air gesture VIS that

demonstrated ability to reduce off-road glances compared to touchscreens in a driving
simulator. This research is among the first attempts to evaluate the viability of air gesture
controls in vehicles for navigating simple menus while driving. While only a simple
menu, this prototype successfully allowed for totally eyes-free interaction, improved
time-in-lane, and lower driver workload compared to equivalent touchscreens, which has
not been done to date, as far as | know. | have also defined early guidelines about
appropriate target sizes, measured by index of difficulty (ID), to facilitate eyes-free
selection of menu items. My research findings also highlighted performance decrements
for in-air target acquisition associated with different areas within the reach envelope of

drivers.

1.2.2 In-air Gesture Controls
Many of the findings that improve IVISs can also contribute more broadly to air gesture

controls in other domains, especially virtual reality. These contributions include defining

early guidelines for facilitating eyes-free target acquisition, and discovering uneven target
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acquisition performance within different areas within the reach envelope of air gesture
control users. | also described human performance limits in a target acquisition task for
systems that provide visual feedback, and different types of auditory feedback. This
research provides researchers and designers with a basic expectation of the capabilities

and limitations of eyes-free interaction performance for target acquisitions.

1.2.3 Auditory Displays
Through these experiments | have explored multiple sonification techniques, and

measured their impact on driving and secondary task performance, as well as driver
workload and preferences. By using different sonification techniques I can determine
which ones minimize annoyance and overload, and identify techniques that best facilitate
target acquisitions, using in-air gesture controls. In Experiment 4, | measured the
throughput of movements made with visual information, and with auditory information,
to more precisely define the influence of different auditory displays on target
acquisitions. This will help auditory display researchers to know whether adding an
auditory display will improve target acquisition performance for both visual and eyes-
free interactions for a variety of movement difficulties. Furthermore, this research
demonstrated the difference between adding a continuous vs a discrete auditory display.
Results from Experiment 4, should also be applicable to many other scenarios involving

the use of auditory displays in target acquisitions.

1.2.4 Movement Science
To my knowledge, there have been no studies done comparing movement performance in

target acquisition tasks using auditory displays as a means of conveying information

about relative position of user hand and target position. It may be of interest to some

18



researchers in the movement science community to learn about the influence of
continuous and discrete auditory displays on throughput for target acquisitions of a

variety of movement difficulties.

1.3 Dissertation Outline

Chapter 2 summarizes relevant background work in multitasking while driving, eye

glances and driving, auditory displays, and air gesture controls.

Chapter 3 presents Experiment 1, which investigated the impacts of grid layout and
auditory displays on driving performance, secondary task performance, eye glance

behavior, workload and preferences.

Chapter 4 presents Experiment 2, which used the same measures as Experiment 1, but

compared air gesture controls to an equivalent touchscreen system.

Chapter 5 presents Experiment 3, which measured the impact of auditory displays,
without corresponding visual displays, on driving performance, secondary task
performance, eye glance behavior, and driver workload. This experiment also measured
the impact of two movement orientations (vertical vs. horizontal) on those same

measures.

Chapter 6 summarizes relevant background work in movement science, and presents
Experiment 4 which measured the influence of combinations of visual and auditory

displays on movement performance for target acquisitions using air gesture controls.

19



Chapter 7 draws conclusions, summarizes limitations, and suggests possible future work

related to this dissertation.

20



Chapter 2

2 Literature Review
2.1 Related Work

This chapter presents work on multi-tasking in vehicles, auditory displays, and target
acquisition. I begin by introducing the theoretical factors that influence drivers’ abilities
to multitask while driving, and support theoretical expectation by citing experimental
results and naturalistic driving data. Next, | present the relationship between eye glance
behavior and driving performance and summarize how auditory displays have been used
in similar contexts to facilitate eyes-free device use. Finally, I present literature from
movement science that can help me understand how well people will be able to acquire

targets, a key task in menu navigation, using an eyes-free air gesture control system.

2.2 Multi-tasking in Vehicles

In-vehicle information systems (IV1Ss), like navigation devices, mobile phones, and
radios require driver input to be used. When a driver wants to use an IVIS, he/she must
balance the demands of the driving task with the demands of using the VIS, often
switching attention between the two. Multiple Resource Theory (Wickens, 2002) models
how the demands of each task influence the performance when task-switching between
multiple tasks. It suggests that while multi-tasking, performance on two or more tasks is
dependent on their overlap in demand for resources. If two tasks share demands for the
same finite resources then performance on one, or both tasks will suffer. Since driving

and VIS use are primarily visual-manual tasks, multiple resource theory predicts that
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driving performance may be degraded when drivers attempt to use IVISs, as long as
those IVISs require visual-manual resources to use.

Still the question remains, how do we determine if two tasks are using the same
resources? We need to answer this question to understand more deeply which tasks will
interfere with the performance of which tasks. A deeper look at Multiple Resource
Theory (MRT) shows that Wickens (1984) described task demands on three separate

dimensions (Figure 2.1):

1a) Perceptual modality — comprised of visual and auditory subcategories.
Describes what information channel is being used for a task.

1b) Visual channel — comprised of ambient or focal subcategories. Describes
whether information is in focal visual area or in the periphery.

2) Processing format — comprised of spatial or verbal subcategories. Describes
whether language is being processed by reading or listening.

3) Information processing stage — comprised of perception, cognition,

response. Describes the three stages of information processing.

Every task we engage in throughout the day lies somewhere on each of these
independent dimensions and each subcategory represents a unique pool of resources. If
we examine a task, we can define its characteristics within these three dimensions
(Figure 2.1). The degree to which another task overlaps for those resources will predict
how much multitasking performance will be degraded. For example, lane keeping — the

task of staying in correct lane while driving — requires the visual channel and ambient
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visual attention, and spatial processing, and requires all stages of information
processing. Using an in-vehicle information system, requires focal visual attention and
both verbal and spatial processing in the perception and cognition stages. From this
analysis we can predict that drivers will encounter some difficulty as a result of the
common demand for visual attention in the perceptual stage. Even though the overlap is
not total, focal visual attention is necessary for both verbal and spatial processing for the
IVIS use. The lane keeping task also requires spatial processing and visual attention.
Even though the visual attention required for lane keeping is only ambient, the two types
of visual resources are more similar, and therefore more prone to competition, than any
visual resource is compared to auditory resources. Wickens’ model (Figure 2.1)
visualizes the three dimensions on a cube. In this model, each block represents a unique
resource type. When multiple tasks require use from the same block of resources,
conflict arises that degrades multitasking performance (Wickens, 1984). Of course,
driving tasks are not limited to these subtasks. Drivers engage in a host of other
activities which require focal visual attention, such as reading traffic signs, tracking
movement of other vehicles and pedestrians, or listening to instructions from a

navigation device.
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Figure 2.1 Multiple Resource Theory model (Wickens, 1984; image from Wickens 2002;
copyright permission granted). Shows the three stages of processing and each of the
subcategories used to categorize tasks according to their resource demands.

In his later work, Wickens (2002) also stated that task difficulty may impact multi-
tasking performance. Difficult tasks demand relatively more resources and sap the
remaining resources available to allocate to other tasks, even if both tasks do not use the
same resources. This aspect of MRT explains why drivers can struggle to complete tasks
that do not overlap for the same resources. For example, a driver who is driving on a
straight empty highway may be able to carry a conversation with a passenger but the
same driver may be unable to hold a conversation while driving in heavy traffic or at an

unfamiliar intersection.
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One of the strategies people use to manage the demands of multitasking is task-
switching — moving their attention back and forth between multiple tasks. This strategy
is necessitated when multiple tasks require focal visual attention because focal visual
attention cannot be split between two locations (Hoffman & Subramaniam, 1995). For
this reason, focal visual attention is often used as a proxy metric of attention (Granka,
Joachims & Gay, 2004; Nielsen & Pernice, 2010; Goldberg, Stimson, Lewenstein, Scott
& Wichansky, 2002). However, attention is not confined to vision. For example, a driver
may look at the road, but really be focused on a conversation they are having with a
passenger. In this case, the driver is looking at the road, but cognitive resources are
being funneled to the conversation. Competition leading to diversion of attention away
from driving to secondary tasks that results in degraded driving is called driver
distraction (Young & Regan, 2007). Under this definition of driver distraction, IVIS use
is a driver distraction, and so is talking to a passenger. The task left to driving
researchers and IVIS designers is to mitigate the crash risk associated with IVIS and
reduce the probability of a crash to the lowest possible level. The utility of multiple
resource theory in this pursuit is that MRT can describe and predict when conflicts for

finite resources will give rise to distractions that will degrade driving performance.

2.2.1 Impacts of driver distraction
Since we just determined that IVVIS use is a type of driver distraction, this section

introduces literature on the influences of different types of driver distraction on driving

performance.
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2.2.1.1 Mobile devices
Much of the research in driver distraction has been related to the use of cell phones in

vehicles. Texting, holding conversations, dialing phone numbers, and using route
guidance apps have all been investigated. In this section | present a short summary of the
research conducted on in-vehicle information systems.

Research has shown that engaging in secondary activities such as texting (Drews,
Yazdani, Godfrey, Cooper, & Strayer, 2009) and talking on a cell phone (Strayer, &
Johnston, 2001; Horrey, & Wickens, 2006) degrade driving performance. Meta-analysis
of 28 experiments on texting and driving showed that texting increases off-road eye
glances, reaction times to changes in the environment, number of collisions, and vehicle
headway, and reduces lane control and speed (Caird, Johnston, Willness, Asbridge, &
Steel, 2014). Another meta-analysis of 23 studies on the effects of talking on a cell
phone while driving showed that cell phones primarily degrade driving by increasing
reaction times, rather than reducing lane control (Horrey, & Wickens, 2006).

The takeaway lesson from this research is that mobile devices use while driving leads to
increased crash risk primarily by increasing reaction time to changes in the environment
and not degraded lane keeping ability.

2.2.1.2 Infotainment systems

Cell phones do not present the only risk of in-vehicle information system distraction.
Infotainment systems also require visual demands. Below I introduce a brief summary of
research on the distracting effects of infotainment systems.

Tijerina and colleagues examined distractions associated with route guidance systems

(Tijerina, Parmer, & Goodman, 1998). They found that destination entry in a route
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guidance system took substantially longer to complete than cell phone dialing or tuning
a radio. They also found that visual-manual inputs took longer, increased the number of
off-road glances and number of lane departures compared to a voice-controlled system.
Younger adults (under 35) had less difficulty balancing the data entry with driving than
older adults (over 55), who took twice as long, on average, to complete the destination
entry tasks. Tijerna and colleagues also investigated the effects of menu structure on
driving performance and eye glance behavior. They used a short list menu (3 items
visible) navigated by a knob, a longer list menu (11 — 13 items visible) navigated using
an arrow, or a keyboard layout navigated with a joystick. Their results showed that short
list menu structures led to shorter task completion times, fewer off-road glances, and
fewer lane departures. Naturalistic observations of drivers using different route guidance
methods, i.e., paper maps, route guidance without voice guidance, and route guidance
with voice guidance, revealed that both conventional maps and route guidance without
voice guidance resulted in increased visual demands and driving degradation (Dingus et
al., 1995; Srinivasan, & Jovanis, 1997). Route guidance systems with voice guidance
were associated with the best performance.

When touchscreen technology was introduced to vehicle head units, researchers began to
focus on touchscreen keyboards and their impacts relative to voice command technology
(Tsimhoni, Smith, & Green, 2004). Results showed that touchscreen keyboards took
longer to use than voice inputs, and also degraded lane keeping more than voice input
controls. Touchscreens also include more complicated WIMP-inspired (“windows,
icons, menus, pointer”) interfaces, which introduce layers of menu depth, and require

precise movements, and searching for and selecting small targets that are grouped
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closely together, as in toolbar or ribbon menus (Balakrishnan, 2004; McGuffin &
Balakrishnan, 2005). As a consequence, touchscreen use may require more visual
demand compared to other methods of in-vehicle control use. Additionally, both driving
and in-vehicle controls require biomechanical resources, which, in combination with
visual demands (e.g., text entry into route guidance systems), have been shown to
degrade driving performance (Hurwitz & Wheatly, 2002; Tijerna, Palmer, & Goodman,
1998).

It is noteworthy that each of the results from the driving research literature aligns very
well with the predictions from Multiple Resource Theory (MRT). For example, we
would expect touchscreen controls to lead to degraded multitasking performance for
drivers because they both require focal vision (at least to drive safely). Voice controls,
on the other hand, do not require the same visual resources and therefore, we should

expect relatively better multitasking performance.

2.2.2 Eye glances and driving
The driving literature clearly points to conflict for visual attention as one of the major

causes of distraction-related crashes. We know that off-road glances are bad. However,
not all off-road glances are equal in their impact on driving performance. According to
data taken from real-world drivers by Klauer et al. (2006), short glances away from the
road pose little or no risk to driving safety compared to a baseline condition in which
drivers drove with no imposed distraction. Long glances away from the road — 2 seconds
or more — increase near-crash/crash risk by at least two times normal driving (Klauer,

Dingus, Neale, Sudweeks & Ramsey, 2006).

28



To improve driving safety, the National Highway Traffic Safety Administration
(NHTSA) developed guidelines for IVIS design that suggest limits for permissible visual
demands of IVIS use (National Highway Traffic Safety Administration, 2012):
(1) Driver should be able to complete tasks while driving with glances
away from the road of 2 seconds or less
(2) Cumulative eyes-off-road time should not exceed 12 seconds for a
single task
The Alliance of Automobile Manufacturers (AAM) also produced voluntary guidelines
for system designs (Boyle et al., 2013). Their principle 2.1 addresses distraction stating,
“Systems with visual displays should be designed such that the driver can complete the
desired task with sequential glances that are brief enough not to adversely affect
driving.” They state that there are two methods for verifying adherence to those
guidelines:
(1) The 85" percentile of all glance durations should not exceed 2
seconds
(2) The number of lane departures should not exceed those of a reference
task, such as tuning a radio
These guidelines and principles informed the design and analysis of Experiments 1, 2,
and 3 and will inform future iterations of the prototype design and future evaluations of
the prototype effectiveness.
While the automotive standards and guidelines focus on the role of focal visual attention
on driving performance, another important aspect of visual attention is peripheral visual

attention. Research has shown that useful field of view (UFOV) is a better predictor of
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driving performance than performance on a battery of tasks including a visual acuity
task, brake reaction time task, split-attention task, and sign recognition task (Myers, Ball,
Kalina, Roth, & Goode, 2000). Useful field of view includes is the area from which
people can gather information at a glance without moving their head or eyes (Ball,
Wadley, & Edwards, 2002). The observation that UFOV was a better predictor of driving
performance than brake reaction time is interesting as apparently contradicts Horry and
Wickens’ finding (2006) that impacts of distraction were mediated primarily by delays in
reaction time. The observation from Myers et al. that UFOV is a better predictor of
driving performance than performance on a reaction time task likely arose because there
were no distractions during their driving scenario. Therefore, it is still the case that
distraction-related driving performance degradation is mediated by increased reaction
times, but it is also true that during un-distracted driving, UFOV can be a better predictor
of driving performance. The effectiveness of UFOV as a predictor makes theoretical
sense because peripheral vision is also necessary for important driving tasks such as lane
keeping, monitoring positions of other agents on the road, locating and identifying
posted signs, and detecting changes in traffic lights. Based on the experimental
observations and theoretical principles, it would be fair to consider individual differences
in UFQV as an important factor in driving performance.

Peng et al. (2013) showed in a naturalistic study that drivers’ ability to maintain good
lane control degrades proportionately with the eyes-off-road-time. Donmez et al. (2010)
showed that drivers who had non-visual feedback completed tasks on their infotainment
systems while driving without looking away from the road as frequently compared to

using the system with only visual feedback.
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2.3 Auditory Displays

Why use auditory displays?

There are a few basic factors to consider when establishing the case for using auditory
displays in vehicles. First, the human auditory system is tuned to detect patterns in sound
over time (Bregman, 1990; Kramer et al., 1999). Secondly, multiple resource theory
predicts a competition for similar resources that could result in performance degradation
and distraction. This conflict for visual attention is recognized by the in-vehicle display
guidelines that require in-vehicle controls be usable with only very short visual glances.
Past meta-analytic studies have also demonstrated that auditory displays or multimodal
displays that provide visual and auditory information outperform visual-only displays in
vehicles (Wickens & Seppelt, 2002; Liu, 2001). This rules out visual displays, but what
about tactile or haptic displays? Well, one of the major benefits of auditory displays is
that the auditory system can receive information from any direction, at any time, whereas
a tactile display requires contact with a vibrating surface. Implementation of a haptic
system would either need to accept the risk that a driver would not be contacting the
display surface. This practical consideration means that auditory displays are more

suitable for conveying information in vehicles.

Auditory displays in target selection tasks

Auditory displays have been frequently used in devices designed for visually-impaired
individuals (Gaver, 1989; Edwards, 1989; Mynatt & Edwards, 1992). Auditory displays

have also been shown to decrease subjective workload and improve performance for
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sighted users completing computer-based drag and drop tasks as well (Brewster, 1998a;

Brewster, 1998b).

Previous research comparing target selection task performance across visual, auditory,
and tactile presentation modalities has shown that audio feedback and tactile displays
resulted in similar numbers of overall successful task selections completed but visual
displays resulted in comparatively more successful task completions
(Charoenchaimonkon, Janecek, Dailey, & Suchato, 2010). This research also showed that
participants were more accurate when using the visual displays compared to auditory or
tactile displays, which performed similarly. Other researchers (e.g., Akamastu,
MacKenzie, & Hasbroug, 1995) have also shown that tactile feedback can be processed
more quickly, and result in shorter times between displaying feedback (cursor in target
area triggers feedback, but do not impact the overall time it took from the start to end of a
selection task. Shakeri, Williamson, and Brewster (2017) showed that auditory displays
led to relatively better performance using an in-vehicle gesture system. A meta-analysis
of the impact of multimodal displays on user performance showed that adding auditory or
tactile displays improves reaction times to stimuli but does not reduce error rates for
target acquisition tasks (Burke et al., 2006). Burke and colleagues also noted from their
meta-analysis that tactile-visual displays generally led to better user performance for
systems that were used in high workload conditions or when multitasking. However,
these effects were only consistently observed for target acquisition tasks and were
mediated by task type. It is important to consider the type of task associated with IVIS

use. While target acquisitions are included, searching is also an important task. Efficient
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searching requires much more information than simple feedback needed to target
acquisition. Since the auditory system can process information at a higher bandwidth, it is
a more appropriate modality to facilitate searching. On balance, the existing literature
suggests that tactile displays may or may not confer a small benefit over auditory displays
leading to faster reaction-times to feedback for target acquisition tasks. Yet auditory
displays are still necessary to facilitate searching that users are required to do to use an
in-vehicle menu. Therefore, in an effort to develop a simple working system, it appears
reasonable to develop an auditory-supported system and forgo the minimal additional

benefits of tactile displays.

In-vehicle auditory displays

In-vehicle controls, if supported with appropriate auditory feedback, may limit visual
demands and allow drivers to navigate menus and controls without looking away from
the road. Sonification — the use of non-speech audio to convey information — (Kramer,
1993) can provide information about the position of the hand, and the gap between the
current position and target position. However, existing guidelines (e.g., Driver Focus-
Telematics Working Group, 2002) provide little help in the design of in-vehicle auditory
displays, leaving designers with many unanswered questions about best practices for in-

vehicle auditory display design.

Despite the apparent lack of official dictation of best practices, it is possible to glean
some basic guidelines about in-vehicle auditory display design from auditory display
literature. Nees and Walker (2011) reviewed the auditory display literature and described

three basic axioms of auditory display design thus:
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Detectability — use sounds that people can hear.

Discriminability — when sounds are used to represent distinct system states, use

sounds that people can perceive as being different.

Identification — use sounds for which people can identify the intended meaning.

Now we can examine each of these basic axioms more deeply to determine how to

consider each aspect in an auditory display.

Detectability

People are only sensitive to sounds within a certain range of frequency. Keeping sounds
between 100 -10,000 Hz will help, but maximal sensitivity is between 2000 Hz and 5000
Hz (Gelfand, 2009). This fact cannot be easily translated into a universal design because
of the influence of auditory masking from other sound sources inside and outside the
vehicle. It is impossible to give an exact guide because there are a number of variables
than impact the frequency of background cabin and road noise. For the purposes of the
following experiments, the frequency can be reasonably ignored because of the
aforementioned reasons, but it is also a matter more relevant to real-world
implementation rather and is not immediately relevant to the more fundamental questions

that are the subject of this dissertation.

Discriminability

People should be able to tell two distinct signals apart. Sound parameters that influence

discriminability include: pitch (Stevens, Volkmann, & Newmann, 1937), loudness
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(Stevens, 1936), tempo (Boltz, 1998), duration (Jeon & Fricke, 1997), background noise
and signal similarity (Aiken & Lau, 1966), and time lapsed between signals (Aiken,
Shennum, & Thomas, 1974). Again, because the in-vehicle environment is complex, it is
difficult to prescribe specific parameters to follow for each aspect of a sound. The best
practice as described by Neese and Walker (2011) is to avoid thresholds of discrimination

as much as possible.

Identification

People should be able to associate the appropriate meaning with each sound. Ability to
identify sound meanings is limited to a small set when using abstract sounds (Watson &
Kidd, 1994). More ecologically meaningful sounds can be easier to identify (Bonebright
& Nees, 2007; McKeown & Isherwood, 2007). Identification is a common problem in
modern vehicles because of the amount of abstract sounds used in in-vehicle information

systems.

The use of speech can facilitate both discriminability and identification. Discriminability
is easily achieved due to the heightened sensitivity to even small differences in speech
patterns. ldentification is also more easily achieved due to the pre-existing mappings of

meanings to speech sounds.

Research has shown that detectability, discriminability, and ability to identify sounds
become more difficult as the number of concurrent sounds increases, especially if the
sounds are similar (Bonebright, Nees, Connerley, & McCain, 2001; Walker & Lindsay,

2006). Another common concern associated with auditory displays is annoyance
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(Edworthy, 1998; Kramer, 1994). Too many sounds can over-saturate the vehicle cabin
and overwhelm drivers. Although not problems unique to the auditory modality, false
alarms and misses can contribute to the annoyance of listeners. These are among the
factors that designers should consider when developing an auditory display for in-vehicle

use.

Overall, these basic axioms provide a general guideline that suggests, restricting the
frequency range to that most sensitive to the human ear, distinguishing sounds as much as
possible on each of the sound parameters to facilitate discrimination and avoiding
confusion, and using ecologically representative sounds that cue listeners to the meaning
associated with the sound. Speech appears to offer an easy path to discrimination and
identification, which makes it a potential design element to include within an in-vehicle

information system.

2.4 Air Gestures in Vehicles

Why use air gesture controls?

If drivers are required to move their hands over the surface of the screen to search and
navigate through the menu, it will require a lot of hand-on-touchscreen time. Currently, the
J287 SAE standard provides guidelines that detail where to place controls in vehicles so
that most people can reach them and use them (Society for Automotive Engineers, 1988;
2007). However, more recent research has shown that these reach envelope standards may

allow for reachable controls but they are not necessarily easily reachable, and some of the
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limits are at medium difficulty levels on average for drivers (Yu et al., 2017; Liu et al.,
2017). Of course, auditory/tactile displays on touchscreens could still be a viable solution,
especially if positioned in a more easily reachable position. Overall, research has shown
that tactile feedback overall offers no benefits over auditory displays in terms of task
completion times, and an auditory-only touchscreen display would require moving
touchscreens into a more reachable area of the vehicle. Meanwhile, gesture sensors can
record movement data within a wide range of space, allowing for less physically

demanding reaching movements for drivers.

In-vehicle air gesture controls

There are many questions surrounding the application of air gestures in vehicles. As a
result, there have been many different types of research done on this topic. Some research
has focused on the engineering of the software and hardware required for air gestures to
work (Akyol, Canzler, Bengler, & Hahn, 2000; Ohn-bar, Tran, & Trivedi, 2012), some
has focused on pointing gestures (Cairnie, Ricketts, Mckenna & Mcallister, 2000) or
static symbolic gestures (Aykol et al., 2000), and others on motion-path gestures
(Rahman, Saboune, Saddik & Ave, 2011). Most of the studies have either not developed
a gesture control system (Alpern & Minardo, 2003) in favor of Wizard-of-Oz
methodologies or they have not conducted any evaluation of system usability and/or its
impact on driving (Akyol et al., 2000; Cairnie et al., 2000; Rahman et al., 2011). In this
dissertation, | attempt to both develop and evaluate a working prototype air gesture

control system through an iterative design process.
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Despite the demand for eyes-free in-vehicle controls, there is little work for which
researchers have developed air-gesture controls and evaluated the system’s usability and
impact on driving performance. One exception comes from May, Gable, and Walker
(2014) who performed an experiment in which participants drove in a simulator while
completing simple menu navigation tasks using both air gesture controls and
touchscreens. They found that driving performance was comparable between the two
systems, but air gesture control actually resulted in more short glances away from the
road and participants reported a higher overall workload when using the air-gesture
control system. Despite mixed results, eye glance behavior was still within NHTSA
guidelines (National Highway Traffic Safety Administration, 2012). This study
demonstrates the feasibility of air gesture controls in vehicles. | was interested in
furthering this line of research and developing a system that may improve driving

performance and reduce off-road eye glances relative to touchscreens.

Another exception comes from Shakeri, Williamson, and Brewster (2017) who evaluated
the impacts of different display modalities on lane deviations, eye glance behavior, and
secondary task performance. They found that auditory displays outperformed tactile
displays for secondary task performance, but performed worse than the visual display
condition. However, the auditory displays led to drastically reduced eyes-off-road-time.

Regarding driving performance, there were no differences in observed lane deviations.

The potential advantages of an air-based gesture control system over a touch-based
system remains an open question. Auditory-supported touch interfaces have been

demonstrated to be helpful in navigating through long song lists using systems such as
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the Earpod (Zhao, Dragicevic, Chignell, Balakrishnan, & Baudisch, 2007) and have been
widely used by blind people to facilitate touchscreen use, utilizing the slide rule
technique (Kane, Bagham, & Wobbrock, 2008). One potential benefit of gesture controls
is the ability to utilize three-dimensional space, which allows for more efficient use of
space. However, the utility of three dimensional space is not easily realized in vehicles
because three-dimensional menus could be too demanding physically and cognitively to
be operated while driving. The objective of air gestures and, likewise, touch gestures, is
to improve upon the safe and effective use of in-vehicle information systems. Bach,
Jaeger, Skov, and Thomassen (2008) showed in their research that use of non-visual
touch gesture interfaces did not result in improvements relative to traditional touchscreen
interfaces with regard to driving safety or performance. Instead, their touch gesture
interface demonstrated reduced visual demand, as intended, but at the cost of degraded
performance using the interface, i.e., drivers took longer to complete tasks using the

gesture interface but they did not need to look away from the road as frequently.

2.5 Menu structure

One more important line of questioning surrounds the menu structure. The experiments
detailed in this dissertation investigated very simple grid menu structures, resembling the
home page of many in-vehicle infotainment systems. However, infotainment systems
generally have many different menu structures at lower levels in the menu hierarchy (e.g.,
lists for audio tracks). It remains an open question how other menu structures can be

designed to be used safely and eyes-free. What is the best way to design a gesture
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controlled list menu for eyes-free navigation? What is the impact of breadth versus depth
in arranging menu items? Previous research has shown that there is an optimal tradeoff
when searching through a 64-item hierarchical menu (Miller, 1981) with 2 levels of 8
menu items outperformed other displays of 1 level of 64 items, 3 levels with 4 items, 6
levels of 2 items. Miller also suggests that, if menus require more items, that menus
expand in breadth rather than depth. Related studies have shown similar results (Zaphiris,
2000; Snowberry, Parkinson, & Sisson, 1983; Jacko, Salvendy, & Koubek, 1996), all
generally pointing in the direction that breadth outperforms depth with respect to task
completion times, error rates, and perceived complexity. However, all of those studies
were investigating menus designed to be used on computers where users can devote
100% of attention to the menu. Drivers, in contrast to computer users, cannot devote all
of their attention to the searching for and selecting a target. Research by Manes and
Green (1997) showed a 26% increase in off-road eye glances and a 14% increase in lane
departures when drivers used broad menus as compared to deep menus. So, in the context
of driving, the optimal balance of depth/breadth shifts towards depth because of visual
demand required to search through broad menus is higher. Hick (1952) and Hyman
(1953) showed in their research that it takes longer to react to a visual stimulus as more
information is presented. The Hick-Hyman law says that there is a logarithmic
relationship between the number of items presented and the time to identify a target
among the items. The common explanation for the logarithmic relationship is that as
people visually scan for their target by eliminating half of the items, and then half again,
until reaching the single target item. However, this explanation and model only works

when people can anticipate the approximate location of the target (Cockburn & Gutwin,
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2009). If approximate knowledge of the position is not known, a linear relationship
describes the relationship between the number of items and response time (Cockburn &
Gutwin, 2009). The Hick-Hyman law explains why broader menu structures take more
visual attention and could therefore pose a greater threat to drivers than deeper menu
structures in theory. One interesting study, conducted by Burnett, Lawson, Donkor, and
Kuriyagawa (2013), demonstrated that broader menus were superior to deep menus in
task completion times both with and without visual occlusions (in accordance with ISO
standards: Klauer et al., 2006) when the menu information was structured alphabetically,
but there was no difference between broad versus deep menus when the information was
unstructured, leading the authors to the conclusion that broader menus were generally
preferred. The experiment from Burnett et al. (2013) was conducted in a driving
simulator but did not require the participants to drive, which calls into question the
external validity of their results and suitability of the conclusions. Overall, the existing
literature shows that broader menu structures facilitate faster, less error prone, and easier
target selections. Even when vision is limited to 1.5 second windows, as is done in
standard occlusion studies, broader menus still outperform deep menus. However, in real
world driving environments, driving is degraded when using broader menus relative to
deeper menu structures, leading to the conclusion that in-vehicle menus should be tend to
be deep rather than broad. More research will need to be done to see if these trends hold
up when considering factors such as input method (e.g., gesture controls) or visual

display size.
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2.6 Target acquisition

Using air gesture control systems fundamentally requires simple target acquisitions,
similar to touchscreen use. That is, users are moving their hands through space, towards a
target with the intention of selecting that target. It is important to learn what target sizes
are feasible for in-vehicle gesture controls and what the impact of adjusting target sizes is

on task completion times and accuracy.

Paul Fitts’s seminal work, in which he described the relationship among movement
difficulty, movement distance, and target size (Fitts, 1954; Fitts & Peterson 1964) allows
us to predict what targets will be more difficult to select and provides a means to compare
the difficulty of target acquisition tasks. The modified Shannon formulation of Fitts’s

original formula is the most frequently used in HCI (1) (MacKenzie, 1992).
ID = log, (4 +1), (1)

Here, A is amplitude, or distance from the start of the movement to the target and W is
the target width. Index of difficulty (ID) is logarithmically proportional to the ratio of
distance to target width. In other words, as the distance between the starting point and the
target increases and/or the target width decreases, the difficulty of the movement (1D)
increases. Fitts also showed that ID has a positive correlation with movement time and
error rates (Fitts, 1954). From this | can predict that menu layouts with smaller targets
will be more difficult to use, i.e., movements will take longer, and have increased error

rates compared to menus with larger targets.
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Research has shown that movements along the z-plane (forward/backward) are slower
and more error prone compared to movements along the x (left/right) and y axes
(up/down) (Grossman & Balakrishnan, 2004; Cockburn et al., 2011). Cockburn points
out that their results may be influenced by the inability for their participants to easily
perceive depth on their 2D visual display. However, Grossman and Balakrishnan found
the same result using a volumetric display, which do not have the same limitations

(Cockburn et al., 2011).
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Chapter 3

3 Experiment 1 — Investigating Impacts of Menu Layout
and Auditory Displays

3.1 Introduction

We developed four prototype systems: a 2x2 grid with auditory feedback, a 2x2 grid
without auditory feedback, a 4x4 grid with auditory feedback, and a 4x4 grid without
auditory feedback (Figure 3.1). Each of these prototype systems was created to
investigate the influence of grid layout and auditory feedback on vehicle speed, lateral
vehicle control, frequency of off-road glances, secondary task performance, and driver

workload.

Figure 3.1 using air gestures to move from target A to target B in a 2x2 grid
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3.2 Design Process

The purpose of the development air gesture control system prototypes was to evaluate
their potential. From the beginning of the project, the design process was expected to be
iterative, with learnings and questions from each experiment informing potentially

improved prototype designs for the next experiment.

As a first test, we decided to develop several simple menus in order to benchmark their
relative performance. The menus, while not representative of the full depth seen in many
modern in-vehicle menus, provide a chance to observe differences between different
designs, while also being much simpler to create. The expectation is that observed
differences with a simple menu may be exaggerated in a more complex menu, so we
should be careful not to over-generalize from observations made with drivers using these

simple menus.

In this experiment there were 2x2 grids, with only four square targets, 5x5 inches across
and 4x4 grids, with sixteen 2.5x2.5 inch targets. The 2x2 grids and 4x4 grids were chosen
because they represented large size differences with 2x2 grid targets being twice the
width and four times the area of the 4x4 grid targets. This allows for a clear method to

determine the influence of target size on the dependent measures.

The addition of auditory displays was to investigate the influence of an auditory display
in combination with an air gesture control on the dependent measures. The auditory

display was a speech readout of the target name. This was done to allow for the greatest
learnability of the system. With speech, as opposed to more abstract non-speech sounds,

drivers have to dedicate less mental effort to learning and remembering the associated
45



meaning. In reality, it may not always be realistic to represent all menu item names with a
speech sound. In fact, a combination of speech and abstract sounds may ultimately be the
best because it could allow for expert users to quickly search through complex menus
while novice users can wait for the speech readout to provide more information. For the
purposes of the first experiment the auditory display was intended to be highly learnable
to avoid the need to go through a lengthy learning process. However, this does mean that
use of gesture controls with auditory displays could be a little slower than its potential

with non-speech sounds.

The visual display shows a grid, with the menu item name in each box. The visual display
also shows the cursor position, represented by a small colored box, and also highlights
each menu item box in white whenever the cursor is in it. When a selection is made the
visual display changes the highlight color to indicate to the driver they have made a
selection. These design decisions were made to visually convey as much information as
possible to the driver so they can gather information at a glance (highlighted box) or in
detail (cursor position) and also so they have confidence that the system is responding to

them (cursor and selection highlight).

The auditory display was made to mirror the information conveyed by the visual display
as much as practically possible. There was a speech readout of each target name to mirror
the visual text display. There was a raindrop sound corresponding with menu items
selections for which the visual displays show a colored highlighted box. The only visual
component for which there was no corresponding auditory element was the cursor

position. While the auditory display allowed users to tell which menu item they had
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selected, it did not give them any more fine grain information about their position which
the cursor could with the visual display. It is potentially possible to convey this
information in an auditory display through an auditory display by using non-speech
sounds and modulating non-speech sounds according to distances between the cursor and
absolute positions within the menu. However, this would have potentially been more
complicated system for drivers to learn and would have added more time to pre-drive
training, and it could also be very distracting and no