
The University of San Francisco
USF Scholarship: a digital repository @ Gleeson Library |
Geschke Center

Mathematics College of Arts and Sciences

2012

Stability and Clustering of Self-Similar Solutions of
Aggregation Equations
Hui Sun

David Uminsky
University of San Francisco, duminsky@usfca.edu

Andrea L. Bertozzi

Follow this and additional works at: http://repository.usfca.edu/math

Part of the Mathematics Commons, and the Physics Commons

This Article is brought to you for free and open access by the College of Arts and Sciences at USF Scholarship: a digital repository @ Gleeson Library |
Geschke Center. It has been accepted for inclusion in Mathematics by an authorized administrator of USF Scholarship: a digital repository @ Gleeson
Library | Geschke Center. For more information, please contact repository@usfca.edu.

Recommended Citation
Sun, Hui, David Uminsky, and Andrea L. Bertozzi. 2012. "Stability and clustering of self-similar solutions of aggregation equations."
Journal of Mathematical Physics 53, no. 11. http://dx.doi.org/10.1063/1.4745180

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by University of San Francisco

https://core.ac.uk/display/216980321?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://repository.usfca.edu?utm_source=repository.usfca.edu%2Fmath%2F10&utm_medium=PDF&utm_campaign=PDFCoverPages
http://repository.usfca.edu?utm_source=repository.usfca.edu%2Fmath%2F10&utm_medium=PDF&utm_campaign=PDFCoverPages
http://repository.usfca.edu/math?utm_source=repository.usfca.edu%2Fmath%2F10&utm_medium=PDF&utm_campaign=PDFCoverPages
http://repository.usfca.edu/artsci?utm_source=repository.usfca.edu%2Fmath%2F10&utm_medium=PDF&utm_campaign=PDFCoverPages
http://repository.usfca.edu/math?utm_source=repository.usfca.edu%2Fmath%2F10&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/174?utm_source=repository.usfca.edu%2Fmath%2F10&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/193?utm_source=repository.usfca.edu%2Fmath%2F10&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:repository@usfca.edu


JOURNAL OF MATHEMATICAL PHYSICS 53, 115610 (2012)
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(Received 5 April 2012; accepted 17 July 2012; published online 6 September 2012)

In this paper we consider the linear stability of a family of exact collapsing similarity
solutions to the aggregation equation ρ t = ∇ · (ρ∇K ∗ ρ) in Rd , d ≥ 2, where
K(r) = rγ /γ with γ > 2. It was previously observed [Y. Huang and A. L. Bertozzi,
“Self-similar blowup solutions to an aggregation equation in Rn,” J. SIAM Appl.
Math. 70, 2582–2603 (2010)] that radially symmetric solutions are attracted to a self-
similar collapsing shell profile in infinite time for γ > 2. In this paper we compute
the stability of the similarity solution and show that the collapsing shell solution is
stable for 2 < γ < 4. For γ > 4, we show that the shell solution is always unstable
and destabilizes into clusters that form a simplex which we observe to be the long
time attractor. We then classify the stability of these simplex solutions and prove that
two-dimensional (in-)stability implies n-dimensional (in-)stability. C© 2012 American
Institute of Physics. [http://dx.doi.org/10.1063/1.4745180]

Dedicated to Peter Constantin of the occasion of his 60th birthday.

I. INTRODUCTION

In this paper, we consider the active scalar equation:

ρt = ∇ · (ρ∇(K ∗ ρ)) in Rd , (1)

where ρ is the active scalar, ∗ denotes convolution, and K is a potential function. This equation
arises in many applications such as swarming of animal flocks,2–9 chemotaxis,10–12 self-assembly
of nanoparticles,13, 14 and granular flow,15–19 to name just a few. Recently, the finite time blow up
problem of (1) has drawn much attention. The existence and uniqueness of solutions for rough initial
data and singular potential K has been proven for both one dimension2, 4 and n space dimensions.20

Finite-time blow-up of solutions under rotationally symmetric kernels with a Lipschitz point at the
origin is also known.21, 22 For weak measure solutions the well-posedness theory, uniqueness, and
global existence has been recently been explored.23, 24 An Osgood condition on the kernel which is a
necessary and sufficient condition for finite time blow up has also been derived.25, 26 For power law
kernels

K (r ) = rγ

γ
, (2)

the critical power is γ = 2 for finite vs. infinite time blow up.25 Blow up of solutions exhibit
self similarity which has been demonstrated numerically1, 27 by Huang and Bertozzi for radially
symmetric solutions. In particular they show that symmetric initial conditions blow up at the origin
in a self-similar way in finite time for γ < 2; while it collapses to a delta shell in a self-similar way
in infinite time for γ > 2.

a)E-mail: huiprobable@math.ucla.edu.
b)E-mail: duminsky@usfca.edu.
c)E-mail: bertozzi@math.ucla.edu.

0022-2488/2012/53(11)/115610/18/$30.00 C©2012 American Institute of Physics53, 115610-1

http://dx.doi.org/10.1063/1.4745180
http://dx.doi.org/10.1063/1.4745180
http://dx.doi.org/10.1063/1.4745180
mailto: huiprobable@math.ucla.edu
mailto: duminsky@usfca.edu
mailto: bertozzi@math.ucla.edu


115610-2 Sun, Uminsky, and Bertozzi J. Math. Phys. 53, 115610 (2012)

We consider the case γ > 2 in Rd , where the delta shell solution has been shown to be an
attractor under the self-similar collapse in the space of radially symmetric solutions.1, 27 Stability
of self-similar solutions has been investigated for gravitational collapse and star formation,28–30

pinchoff in surface diffusion,31 as well as chemotactic collapse,11, 32, 33 and is a problem of general
interest. After rewriting Eq. (1) in self-similar variables, the aggregation kernel (2) has a local
repulsion and global attraction structure. Numerical simulations24, 34–36 of (1) with this repulsion-
attraction structure yield uniformly distributed shell solutions as well as a rich diversity of both
radially and non-radially symmetric ground states. In previous work,34, 35 stability analysis has been
used to accurately predict which patterns will arise from the gradient flow dynamics.

Using the stability analysis of shell solutions we find that there is a regime of stability in which the
collapsing shell solution is still an attractor and a regime where the shell solution becomes unstable.
In the unstable case, solutions aggregate not on a shell profile but cluster to the more singular simplex
solution, for example the vertices of an equilateral triangle (in R2) or a regular tetrahedron (in R3).
The clustering problem for general space dimensions is related to the question of sphere packing.
Many researchers have discovered various configurations on a sphere that minimize specific energies.
In particular, Cohn and Kumar derive the universal optimality of sharp configurations,37 stating that
sharp configurations minimize the energy defined by

∑
x,y∈C φ(|x − y|2), with φ : (0, 4] → R s.t. φ

∈ C∞ and ( − 1)kφ(k) ≥ 0 for all k, where C is a finite collection of points on the unit sphere. However,
their work is done for purely repulsive potentials φ while restricting the domain of the particles to
a sphere, whereas we consider the free space problem where our potential has both repulsion and
attraction.

To perform this analysis we begin in Sec. II by deriving a weak formulation of Eq. (1) where
the solutions are supported on a d − 1 dimensional manifold which follows the derivations found
here.35 In Sec. III, we analytically derive simple conditions for the stability of shell solutions
for general, non-radially symmetric perturbations. We also investigate the form of the long time
solutions in R2 and observe that, in the regime of instability, the ring breaks up into a finite number
of clusters distributed around the center of mass. Under general perturbations, the distribution is
generically an equilateral triangle and a simplex in higher dimensions. In Sec. IV we first derive
stability conditions for cluster solutions inR2 and then derive simple conditions for whenR2 simplex
(in-)stability implies Rd simplex (in-)stability. We provide concluding remarks and future work in
Sec. V.

II. WEAK FORMULATION OF THE PROBLEM

In this section, we apply the similarity transformation as discussed in Refs. 1 and 27, and
then derive the evolution equations for the solution to (1) and (2) concentrating on a co-dimension
one manifold. We remark here that this weak formulation generalizes the classical Birkhoff-Rott
equation in two dimensions,38 and has been extended to general dimensions24, 35 to study the stability
of ground states which aggregate on co-dimension one manifolds.

To begin, we rewrite the system (1) and (2) as:

xt = u = −
∫
Rd

K ′(|x − x′|) x − x′

|x − x′|ρ(x′)dx′ (3)

ρt = −∇ · (ρu), (4)

where x ∈ Rd , u is the velocity at any point x ∈ Rd , and K′(r) = rγ − 1. We define the similar
variables

y = xtβ, τ = ln t, p = tαρ,

with α = n

γ − 2
and β = 1

γ − 2
(5)



115610-3 Sun, Uminsky, and Bertozzi J. Math. Phys. 53, 115610 (2012)

which leads to the following set of equations:

yτ = v

=
∫
Rd

(β|y − y′| − K ′(|y − y′|)) y − y′

|y − y′| p(y′)dy′, (6)

pτ = −∇ · (pv). (7)

Remark: We note here that the similarity transformation has resulted in our new evolution
equations (6) and (7) to have a repulsion-attraction interaction kernel, β|y − y′| − K′(|y − y′|).
This has the effect of fixing the collapsing Sd−1 solutions to be frozen and we can then study the
stability of these constant states.

The solutions we consider are co-dimension one and thus the density concentrates on a surface.
We parameterize the surface with Lagrangian parameter ξ ∈ D ⊂ Rd−1, and denote the material
point position on the surface as Y(ξ ); Eqs. (6) and (7) reduce to:

Yτ = v

=
∫

D
(β|Y − Y′| − K ′(|Y − Y′|)) Y − Y′

|Y − Y′| P(ξ ′, τ )dSξ ′ (8)

Pτ (ξ , τ ) = 0, (9)

where the density P(ξ , τ ) has the weak formulation:

p(y, τ ) =
∫

D
δ(y − Y(ξ ′, τ ))P(ξ ′, τ )dξ ′. (10)

Equation (9) implies P(ξ , τ ) = P(ξ , 0). Hence Eq. (8) can be written as

Yτ = v

=
∫

D
(β|Y − Y′| − K ′(|Y − Y′|)) Y − Y′

|Y − Y′| P0(ξ ′)dSξ ′ , (11)

where P0(ξ ) is the initial density. Note that one can approximate Eq. (11) by replacing the continuous
density function as a discrete set of particles {Y(ξ i ) : i = 1, 2, . . . , N } scattering on the surface
{Y(ξ ) : ξ ∈ D} with mass {mi = p0(ξ i )	ξ i : i = 1, 2, . . . , N }, where {ξ i ,	ξ i } defines the partition
of D. With the notation Yi = Y(ξ i ), we arrive at the following discretized particle interaction
equation:

Ẏ j = v = 1

N

∑
k 
= j

f (|Y j − Yk |) Y j − Yk

|Y j − Yk |mk (12)

with the same interacting kernel

f (|Y j − Yk |) = β|Y j − Yk | − K ′(|Y j − Yk |). (13)

The continuous equation (11) allows for linear stability analysis, while the discrete equation (12)
provides a straightforward method for simulating the fully nonlinear problem. For simplicity of
analysis, we assume the particles are equally weighted, i.e, mk = 1 ∀ k.

III. LINEAR STABILITY OF SHELL SOLUTIONS

A. Linear stability of shell solution in Rd

In this section, we analyze the stability of shell solutions, hereby denoted as Sd−1, with constant
initial density, i.e, P0(ξ ) = 1. Recall that in Rd , the distance between two vectors on a sphere |Y
− Y′| can be related to their inner product through the following formula:

|Y − Y′|2/2 = R2 − Y · Y′,

given |Y| = |Y′| = R. (14)
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For convenience, we rewrite (11) as:

Yτ = v =
∫

D
g

( |Y − Y′|2
2

)
(Y − Y′)dSξ ′ (15)

where: g

( |Y − Y′|2
2

)
= f (|Y − Y′|)

|Y − Y′|

=β − K ′(|Y − Y′|)
|Y − Y′| . (16)

Von Brecht et al.35 also consider perturbations of Sd−1 , and get a scalar eigenvalue problem for the
linear stability. In this paper, we apply the technique to the kernel in (13) to derive the necessary and
sufficient conditions for the collapsing Sd−1 to be linearly stable. In what follows, we first describe
the general settings of the eigenvalue problem as written in Ref. 35, and then we derive the conditions
for stability.

We begin by writing the unit sphere as: B(ξ )e1, where B serves as a rotation matrix, e1 is a unit
vector (1, 0, . . . , 0) in Rd , and ξ is a parameterization of the unit sphere. The columns of the matrix
B = [b1, b2, . . . , bd] can be defined as the following: b1 is the position on the sphere, b̂j = b1ξ j−1

,

the derivative of b1 with respect to ξ j − 1, and bj = b̂j/|b̂j| for 2 ≤ j ≤ d. The perturbed solution can
be written as

Y(ξ ) = B(ξ ) · (Re1 + δ(ξ )eλt ), (17)

δ(ξ ) = ε[c1Sm(ξ ), c2
Sm

ξ1
(ξ )

|b̂1|
, · · · , c2

Sm
ξd−1

(ξ )

|b̂d−1|
], (18)

where R satisfies the radius condition:∫ 1

−1
g(R2(1 − s))(1 − s)(1 − s2)

d−3
2 ds = 0, (19)

and Sm is a spherical harmonic of mode m. Through the definition of B, we notice that c1 corresponds
to the perturbation in the normal direction and c2 corresponds to the perturbation in the tangential
direction of the shell. Because of the spherical symmetry of the shell, all tangential directions are
equivalent.

The linearization of the system (15) and (16) can be formulated as a scalar eigenvalue problem:35

λ

[
c1

c2

]
= Md (m)

[
c1

c2

]

=
[

α + λd,m(g1) m(d + m − 2)λd,m(g2)
λd,m(g2) m(d + m − 2)λd,m(g3)/R2

][
c1

c2

]
, (20)

with α = vol(Sd−2)
∫ 1

−1
(1 − s2)

d−3
2 ·

(
g(R2(1 − s)) + R2g′(R2(1 − s))(1 − s)2) ds,

g1(s) = R2g′(R2(1 − s))(1 − s)2 − g(R2(1 − s))s,

g2(s) = g(R2(1 − s))(1 − s),

g′
3(s) = −R2g(R2(1 − s)). (21)

Here, m denotes the mode of the spherical harmonic and, for any function h smooth enough,

λd,m(h) = vol(Sd−2)
∫ 1

−1
h(s)P (d/2−1)

m (s)(1 − s2)
d−3

2 ds, (22)

where P (d/2−1)
m are Gegenbauer polynomials,39 normalized so that Pm(1) = 1.
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TABLE I. Summary of the stability of Sd−1 with respect to the power γ and mode m.

γ \m m ≥ 2 and even m ≥ 2 and odd

γ ∈ (2, 2m − 2) and
0.5 < γ /4 − [γ /4] < 1 stable stable
γ ∈ (2, 2m − 2) and
0 < γ /4 − [γ /4] < 0.5 unstable unstable
γ ∈ (2, 2m − 2) and neutrally neutrally
γ /4 − [γ /4] ∈ {0, 0.5} stable stable
γ > 2m − 2 stable unstable

We observe that g1, g2, and g3 are essentially polynomials of 1 − s, for which we have the
following formula:

λd,m((1 − s)p)

=(−1)m2p+d−2 vol(Sd−2)(p + d−1
2 )(p + 1)( d−1

2 )

(m + p + d − 1)(1 − m + p)
. (23)

The necessary and sufficient condition for the system to be stable with mode m perturbation is
that the matrix Md(m) is negative definite – that is, the trace being negative and determinant being
positive. Using (23), we obtain the following two conditions for stability of mode m perturbation for
(15) and (16):

(i) λd,m((1 − s)
γ

2 ) < 0,

(ii) α + (2R2)
γ−2

2 λd,m((1 − s)
γ−2

2 )

<
2 − γ

2
λd,m((1 − s)

γ

2 ). (24)

By applying the identity (23), condition (i) in (24) can be simplified to:

(−1)m

(1 − m + γ

2 )
< 0. (25)

One can also show that condition (ii) in (24) is always satisfied for d ≥ 2 and m ≥ 2, as it is equivalent
to the following inequality:

(3 − γ − d − 1

γ + d − 3
) + (−1)m+1( γ

2 + d − 1)( γ

2 + 1)

(m + γ

2 + d − 1)(1 − m + γ

2 )

× (γ − 2 − (m + γ

2 + d − 2)( γ

2 − m)

( γ

2 + d−3
2 ) γ

2

) < 0, (26)

which we prove in the Appendix. We first note that the only factor which now determines the
stability is (25). Notice also that (25) is independent of the dimension d. The stability conditions are
summarized in Table I. Interestingly, all the modes are stable for 2 < γ ≤ 4, indicating the linear
stability of the shell solution; m = 3 gives the unstable mode for all γ > 4, indicating the linear
instability of the shell solution.

B. Particle simulations on shell stability

In this subsection, we investigate the different regimes of (in-)stability in R2 as predicted from
Table I to see how they manifest themselves in the nonlinear dynamics. To do so we apply a fourth
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⊥

m = 3, γ = 3
τ = 0 2000

m = 3, γ = 7
0 100 2000

m = 4, γ = 3
0 2000

m = 4, γ = 7
0 1000 2000

FIG. 1. Simulations of (12) and (27) with various m and γ . The ε⊥ on the first row indicates that ε‖ = 0 and ε⊥ = r0/100
for initial condition; the ε‖ on the second row indicates that ε⊥ = 0 and ε‖ = r0/100 for initial condition. We use N = 100
particles to perform the simulation and these structures have varying radii from 0.35 to 0.6.

order Runge Kutta Method to (12) in R2 and (13) with initial condition

Yk = R

(
cos 2πk

N

sin 2πk
N

)
+ ε⊥ cos

2πmk

N

(
cos 2πk

N

sin 2πk
N

)

+ ε‖ sin
2πmk

N

(
− sin 2πk

N

cos 2πk
N

)
, (27)

where k ∈ {1, 2, . . . , N}, and R satisfies the radius condition (19). ε⊥ represents the magnitude of the
perturbation in the normal direction to the circle and ε‖ represents the magnitude of the perturbation
in the tangential direction to the circle.

The simulations for eight cases are plotted in Figure 1. The ring solutions under m = 3, γ = 3
and m = 4, γ = 3 are linearly stable, and the fully nonlinear dynamics are consistent with this. The
ring solution under m = 3, γ = 7, and m = 4, γ = 5 deforms to three or four clusters as predicted
by Table I. However, the ring solution under normal perturbation deforms much slower than under
tangential perturbation, as is shown for m = 3 and γ = 7. Moreover, in the case m = 4, γ = 5, the
mode 4 normal perturbation is stable while mode 4 tangential perturbation is unstable, and the mode
3 perturbation comes in through roundoff error and develops into three clusters.

In Figure 2, we plot the time evolution of (12) and (27) with m = 5, γ = 40 and m = 7, γ = 40.
We observe that the modes 5 and 7 instabilities grow and develop into clusters. However, in both cases
the long time dynamics result in a final ground state of clusters of 3. This can be understood from the
linear theory which predicts that the mode 3 eigenvalue is much larger than those corresponding to
modes 5 and 7 in the case of γ close to 4, however for larger γ these eigenvalues become comparable.
γ = 40 guarantees that the eigenvalues for mode 5 and 7 are comparable to that of mode 3 and thus
we see transient mode 5 and mode 7 behavior until the transition to the final ground state of a 3
cluster. In Sec. IV, we will study the cluster stability of various clusters and we will see that even
though Table I tells us that 5 and 7 perturbations of the ring solution are both unstable for γ > 12,
(38) predicts 5 and 7 clusters to be unstable, and 3 clusters are stable for γ > 6.

FIG. 2. Simulations for time evolution of (12) and (27) with N = 100 particles for m = 5 (first row) and m = 7 (second row),
and γ = 40. The initial perturbation is tangential with ε‖ = r0/100. The ∗’s are the centers of mass.
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0 10 20 30 40
−0.4

−0.2

0

0.2

0.4

m = 2

m = 3
m = 5

m = 4

γ

c

4 6 8 10 12 14
−2

−1

0

1

2
x 10

−3

γ

c

0 10 20 30 40
−6

−5

−4

−3

−2

−1

0

γ

c⊥

(a)

(c)

(b)

FIG. 3. The eigenvalues of matrix M(m) given by (20) and (21), with respect to different modes m. This plot is for two space
dimensions, but for general space dimensions the behavior has the same qualitative features. The solid curves are for m even;
while the dashed curves are for m odd. (a) The larger eigenvalue of the two; (b) an enlargement of a long and thin region in
(a); (c) the smaller eigenvalue of the two.

Simulations of (12) and (27) capture the predicted instabilities of the collapsing ring solutions
from the linear theory. We have also simulated the original time dependent equations

ẋ j = −
∑

k

K ′(|x j − xk |) x j − xk

|x j − xk |mk, (28)

which is a discrete analogue of (3) and (4), with the initial condition given by (27) for varying values
of m and γ . The results are consistent with the simulations of (12) and (27). However, the restriction
of machine precision does not allow the simulations to go too far in time. The simulations are not
trustworthy when the collapsing ring approaches the roundoff error.

The stability of all the mode m perturbations of Sd−1 as indicated by Table I agrees exactly with
the calculation of M(m) given by (20) and (21) for modes 2 to 10 for 2 < γ ≤ 20. We more closely
investigate the eigenvalues (and hence stability) dependence on γ in Figure 3. In Figure 3(a) we
plot the bigger of the two eigenvalues, which generally corresponds to tangential perturbations; in
Figure 3(b) we plot the smaller of the two eigenvalues, and mainly corresponds to the radial
perturbations; and in Figure 3(c) we have enlarged a thin and long region in Figure 3(a) that exhibits
the oscillating pattern of the behavior of the bigger eigenvalues with respect to parameter γ .

In Figures 1 and 2, we see cases when Sd−1 is unstable and in each of these examples, Sd−1

breaks up and collapses to clusters of points. In R2, the most commonly observed long time attractor
is a three point cluster that are 3 vertices of an equilateral triangle. In higher dimensions this
behavior continues, i.e., in R3 the generic attractor is a four point cluster that forms the vertices of
a tetrahedron. In Sec. IV, we explain why we observe these attractors by studying the stability of
these cluster solutions.

IV. CLUSTER STABILITY

We have now observed when S1 is linearly unstable it generically breaks up into evenly
distributed clusters of particles. In two dimensions the distribution of these clusters is very often an
equilateral triangle (again with approximately even numbers of points at each vertex) and in this
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section we explain why this shape is the general attractor for the destabilized S1. We then leverage
these results in R2 to understand the clustering behavior in Sd−1.

In this study of cluster stability we will restrict ourselves to the case when we have evenly
distributed particles among the clusters. We remark that clustering behavior in R2 has also been
studied by another group40 for a different but related problem. In this section we will consider the
clusters in Rd for both d = 2 and d > 2. Given n particles in Rd , m clusters may form under
a given interaction force f when we impose the condition that n

m ∈ N. Let us denote the cluster
configuration as {pd,1, pd,2, . . . , pd,m}, and order the particles gathering in the ith cluster pd,i as
Yi, j, with j ∈ {1, 2, . . . , n

m }. In two dimensions, the positions of the clusters p2, i will be equally
distributed on the ring (see the statement of Theorem 4.1). Thus for our stability analysis we consider
perturbations εi, j on each particle such that Yi, j , so that Yi, j = pi, j + εi, j .

A. Stability of clusters in R2

We begin by summarizing in Theorem 4.1 the stability of clusters in R2 for a general interaction
kernel, f, which we then prove in the remainder of this section.

Theorem 4.1: Consider the discrete cluster problem (12) in R2 and let r satisfy the radius
condition

m∑
k=1

f (2r sin
πk

m
) sin

πk

m
= 0, (29)

then the m cluster configuration p2,k = (
r cos 2πk

m , r sin 2πk
m

)
with n

m ∈ Z particles in each cluster is
stable if and only if the following two conditions are satisfied:

1. c⊥ ≤ 0 and c‖ ≤ 0, with c⊥ and c‖ defined below in (30).

c⊥ = 1

m

m∑
k ′=1

(
(

f ′(2r sin πk ′
m )

2
+ f (2r sin πk ′

m )

4r sin πk ′
m

)

−(
f ′(2r sin πk ′

m )

2
− f (2r sin πk ′

m )

4r sin πk ′
m

) cos
2πk ′

m

)
,

c‖ = 1

m

m∑
k ′=1

(
(

f ′(2r sin πk ′
m )

2
+ f (2r sin πk ′

m )

4r sin πk ′
m

)

+(
f ′(2r sin πk ′

m )

2
− f (2r sin πk ′

m )

4r sin πk ′
m

) cos
2πk ′

m

)
. (30)

2. The matrix A(l) with entries A11(l), A12(l), A21(l), A22(l) defined below in (31) is non-positive
definite for l ∈ {0, 1, 2, . . . ,

[
m−1

2

]}.
A11(l) = A22(−l)

= 1

m

m∑
k ′=1

(
f ′(2r sin πk ′

m )

2
+ f (2r sin πk ′

m )

4r sin πk ′
m

)(1 − cos
2πk ′(l + 1)

m
),

A12(l) = A21(l)

= 1

m

m∑
k ′=1

(− f ′(2r sin πk ′
m )

2
+ f (2r sin πk ′

m )

4r sin πk ′
m

)(cos
2πk ′

m
− cos

2πk ′l
m

). (31)

We prove this by classifying the cluster instabilities that may occur into two types. The first
kind of instability comes from fixing the center of mass for each cluster. Since each particle has two
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principle directions of freedom, the tangential and radial directions, and fixing the center of mass
in both directions reduces two degrees of freedom for each cluster, the total degrees of freedom for
the first kind of instability is 2(n − m). The second kind of instability comes in by considering the
stability of centers of mass for the clusters by regarding each cluster as a single particle, introducing
another 2m degrees of freedom which brings the total degrees of freedom to 2n which is the
dimension of the problem. We will classify the stability of each of these types of instabilities to prove
Theorem 4.1.

Proof: Let ε⊥
k, j represent the normal perturbation, and ε

‖
k, j represent the tangential perturbation

of Yk, j, then we can write:

Yk, j =
[

cos 2πk
m − sin 2πk

m

sin 2πk
m cos 2πk

m

]
·
[

r + ε⊥
k, j

ε
‖
k, j

]
, (32)

where k is the index of clusters, j is the index of particles in each cluster, while r satisfies the discrete
radius condition (29).

First, we assume that the center of mass of each cluster is fixed, i.e.,
∑

j ε⊥
k, j = 0 and

∑
j ε

‖
k, j = 0

∀ k ∈ {1, 2, . . . , m}. The Taylor expansion of (12) yields to leading order

ε̇⊥
k, j = c⊥ε⊥

k, j ε̇
‖
k, j = c‖ε‖

k, j (33)

with c⊥ and c‖ defined in (30). This means that all the 2(n − m) degrees of freedom are fully
decoupled and hence independent of each other. Thus, positivity of c‖ or c⊥ determines, respectively,
the tangential or radial instabilities.

We next consider the second kind of instability where the center of mass for the particles in
each cluster experiences a perturbation. There are 2m degrees of freedom associated with this type
of perturbation. Since the system is finite dimensional, it suffices to do an explicit calculation of
linear stability. Let us now consider the following configuration:

p2,k =
[

cos 2πk
m − sin 2πk

m

sin 2πk
m cos 2πk

m

]
·
([

r
0

]
+

[
ε⊥

k

ε
‖
k

])
, (34)

with r satisfying (29) and[
ε⊥

k

ε
‖
k

]
=

m−1∑
l=0

(
φl

[
cos 2πkl

m

sin 2πkl
m

]
+ ψl

[
sin 2πkl

m

cos 2πkl
m

])
, (35)

where φm := φ0 and ψm := ψ0. Taylor expansions again lead us to the following eigenvalue problem:[
φ̇l

φ̇m−l

]
=

[
A11(l) A12(l)
A21(l) A22(l)

]
·
[

φl

φm−l

]
,

[
ψ̇l

ψ̇m−l

]
=

[
A11(l) −A12(l)

−A21(l) A22(l)

]
·
[

ψl

ψm−l

]
, (36)

with l ∈ {0, 1, 2, . . .
[

m−1
2

]}, where A11(l), A12(l), A21(l), A22(l) are defined in (31). Thus, the second
kind of stability is equivalent to A(l) being non-positive definite with l ∈ {0, 1, 2, . . .

[
m−1

2

]}. This
completes the proof of Theorem 4.1. �

Remark: The two-dimensional linear systems in (36) reduce to one dimension in certain
cases. For the case l = m

2 with m even or l = 0, we have l = m − l and hence φl = φm − l,
ψ l = ψm − l. Furthermore, we have A11(l) = A22(l) and A12(l) = A21(l). Hence (36) becomes
φ̇l = (A11(l) + A12(l))φl and ψ̇l = (A11(l) − A12(l))ψl , and the condition that A11(l) + A12(l) ≤ 0
and A11(l) − A12(l) ≤ 0 is equivalent to A(l) being non-positive definite. When l = 0, it is a direct
verification that A11(l) + A12(l) < 0 and A11(l) − A12(l) = 0, corresponding to our intuition that
the expansion is stable and rotation is neutrally stable.
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By plugging in our specific kernel f defined in (13) to (30) and (31), we arrive at:

c⊥ = 1

m

m∑
k ′=1

(
β − γ

2
(2r sin

πk ′

m
)γ−2

+ γ − 2

2
(2r sin

πk ′

m
)γ−2 cos

2πk ′

m

)
,

c‖ = 1

m

m∑
k ′=1

(
β − γ

2
(2r sin

πk ′

m
)γ−2

− γ − 2

2
(2r sin

πk ′

m
)γ−2 cos

2πk ′

m

)
. (37)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

A1,1 = 1
γ−2 − γ

2(γ−2)

∑m−1
j=0 sinγ−2 π j

m sin2 π j(l+1)
m∑m−1

j=0 sinγ π j
m

,

A1,2 = A2,1 = − 1
2 + 1

2

∑m−1
j=0 sinγ−2 π j

m sin2 π jl
m∑m−1

j=0 sinγ π j
m

,

A2,2 = 1
γ−2 − γ

2(γ−2)

∑m−1
j=0 sinγ−2 π j

m sin2 π j(l−1)
m∑m−1

j=0 sinγ π j
m

,

if l ∈ {0, . . . ,
[

m
2

]} and l 
= 1

A1,1 = 1−2γ

γ−2 + 2γ

γ−2

∑m−1
j=0 sinγ+2 π j

m∑m−1
j=0 sinγ π j

m

,

A1,2 = A2,1 = A2,2 = 0

if l = 1.

(38)

Equations (37) and (38) complete the clusters stability in R2 for f. However, since there is no closed
form of

∑m−1
k ′=1 sinγ πk ′

m for general γ > 2, we cannot evaluate them analytically. Therefore we
numerically investigate Eqs. (37) and (38) in Sec. IV B.

B. Numerical simulations of cluster stability in R2

Figure 4 contains plots of (37) for various values of m. From the plot, we see that the tangential
stability of clusters exactly complements the stability of S1 as indicated in Figure 3 and Table I. By
comparing the stability summary Table I for S1 with the summary Table III for cluster stability we
see that, precisely when the ring is unstable (γ > 4), there is at least one cluster that is stable; yet
when the ring is stable no cluster is stable.

Moreover when we look in Figure 2 (which is the large γ regime) we see the 5 and 7 clusters
eventually relax to the equilateral 3 cluster on longer timescales. This is understood because the 5
and 7 clusters are saddle points which have many decaying directions but just one or two growing
directions. These eventually break up into a stable 3 cluster. The growing directions can be computed
in the stability analysis of the clusters with moving center of mass, as summarized in (38).

We summarize the second kind of instability (center of mass) in Table II by simulating Eq. (38)
for l ∈ {0, 1, . . . ,

[
m
2

]}. By combining the results in Figure 4 and Table II, we obtain Table III for
the complete cluster stability in R2.

We also perform simulations of (12) with initial condition (32), where r satisfies the radius
condition (29), and ε

‖
k, j and ε⊥

k, j are small randomly chosen perturbations. As we can see from
Figure 5, for γ < 4, the clusters solution for any m is unstable and eventually expands to a circle,
but for γ > 4, m clusters always deform to 3 clusters, except for some cases when 4 < γ < 6 with
m ∈ {4, 5} which agrees precisely with Table III.



115610-11 Sun, Uminsky, and Bertozzi J. Math. Phys. 53, 115610 (2012)

5 10 15 20
−0.1

−0.05

0

0.05

0.1

m = 2

m = 3
m = 5

m = 4

γ

c

5 10 15 20
−4

−2

0

2

4
x 10

−4

γ

c

5 10 15 20
−0.5

0

0.5

(4,−1/3)

m = 2

m = 3

γ

c⊥
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(b)(a)

FIG. 4. We plot the behavior of c⊥ and c‖ in (37) for various values of m. The dashed curves are for m even, while the solid
ones are for m odd. (a) The tangential eigenvalues c‖ in (37); (b) an enlargement along the the γ -axis of (a); (c) the normal
eigenvalues c⊥ in (37). In (c), all the curves except m = 2 intersect at γ = 4 with value c⊥ = −1/3. The curve for m = 3
intersects 0 at γ = 8/3, indicating that mode 3 normal perturbation changes stability at γ = 8/3.

C. Stability of clusters in general space dimensions

Figure 5 and Table III give the whole picture of cluster stability in R2 for f defined in (13).
However, the argument does not extend naturally to higher dimensions. We observe that when 2
< γ < 4, the clusters are unstable for any m, but for γ > 4 and m = 3, the clusters are always stable.
For 4 < γ < 6, the clusters with m = 4 or m = 5 are also stable but m = 3 is the largest negative
and therefore dominant eigenvalue of them (see Figure 4). In fact, from our simulations, the m
= 3 cluster with equally sized clusters is the global attractor for γ > 4 for generic initial conditions
- though we have only proved that it is a local attractor in this paper. This configuration is in fact the
vertices of an equilateral triangle, so we refer to it as such. In general space dimensions Rd , it is a
natural guess that the simplex configuration - a higher dimensional generalization of the equilateral
triangle - is a local attractor for γ > 4 in Rd . We prove this result in this section.

Let us define the vertices of a simplex in general space dimension in the following sequential
way: We begin by writing the vertices of an equilateral triangle as the following three points:

p2,1 =(r, 0), p2,2 = (r cos θ2, r sin θ2),

p2,3 = (r cos θ2,−r sin θ2), (39)

TABLE II. Stability table for center of mass of clusters, corresponding to the second kind of instability. It is stable if and
only if the eigenvalues of A(l) defined by (38) are all nonpositive.

m = 3 or m = 4 m = 5 m ≥ 6

γ ∈ (2, 4] stable stable stable
γ ∈ (4, 6] stable stable unstable
γ ∈ (6, ∞) stable unstable unstable
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TABLE III. Stability table for m clusters, combining both kinds of instabilities. It is stable if and only if conditions 1 and 2
in Theorem 4.2 are satisfied.

m = 3 m = 4 or m = 5 m ≥ 6

γ ∈ (2, 4] unstable unstable unstable
γ ∈ (4, 6] stable stable unstable
γ ∈ (6, ∞) stable unstable unstable

with θ2 = 2π /3. We can naturally express the vertices of a tetrahedron using this notation as the
following four points:

p3,1 = (r, 0, 0), p3,2 = (r cos θ3, sin θ3p2,1),

p3,3 =(r cos θ3, sin θ3p2,2), p3,4 = (r cos θ3, sin θ3p2,3), (40)

with θ3 = arccos(− 1
3 ). Let us call the vertices of an equilateral triangle p2 := {p2,1, p2,2, p2,3} a

simplex in R2, and the vertices of a regular tetrahedron p3 := {p3,1, p3,2, p3,3, p3,4} the vertices of a
simplex in R3. In higher dimensions we have the following recursive relation for pi, j :

pi,1 = (r, 0, · · · , 0),

pi, j = (r cos(θi ), sin(θi )pi−1, j−1) for j ≥ 2, (41)

where θi = arccos(− 1
i ). It is easy to verify that:

pi, j

|pi, j | · pi, j ′

|pi, j ′ | = −1

i
for j 
= j ′. (42)

and we set pi := {pi,1, . . . , pi,i+1} to be the vertices of a simplex in Ri . Notice that for the vertices of
a simplex to be a steady state for (12) and (13), we need the distance λ between any two points pi, j

and pi, j ′ to be exactly the zero of f in (13). We summarize this discussion in the following definition.

Definition. A simplex configuration solution is a configuration with clusters
{pd,1, pd,2, . . . , pd,d+1} as vertices of a simplex with inter-vertex distance λ > 0 where f(λ) = 0. We
also enforce that at each cluster pd,i there are an equal number particles {Yi, j , j ∈ {1, 2, . . . , n

m }}.

Given this definition we can now write our perturbation ansatz of our simplex solution as:

εi, j = Yi, j − pd,i .

γ 3 5 7 9
m

3

4

5

6

(a) τ = 50

γ 3 5 7 9
m

3

4

5

6

(b) τ = 10000

FIG. 5. Numerical simulation of the m clusters problem, with m = 3, 4, 5, 6 and γ = 3, 5, 7, and 9, each hole starting with
n = 20 particles with fixed-center small random perturbation. (a) and (b) are the plot of the particles at time τ = 50 and
τ = 10 000, respectively.



115610-13 Sun, Uminsky, and Bertozzi J. Math. Phys. 53, 115610 (2012)

We now state our main result which is that it is enough to just study the stability in R2 to classify
the stability of simplex solutions in Rd .

Theorem 4.2: Consider the cluster problem (12) in Rd , the simplex configuration solution is a
stable configuration if and only if the following two conditions are satisfied:

1. The simplex configuration in R2 is stable under tangential perturbations εi, j with
∑

j εi, j = 0
∀i.

2. f ′(0) + d+1
2 f ′(λ) ≤ 0.

Remark: Recall that f being repulsive at short distance and attractive at long distance implies
that there is only one non-zero root of f. For our particular f defined by (13), we have λ = ββ ,
f′(0) = β, and f′(λ) = −1, so condition 2 of Theorem 4.2 reads γ ≥ 2 + 2

d−1 . Thus, the simplex
configuration is stable for γ ≥ 4 and unstable for 2 < γ < 4.

To prove the above theorem, we make use of the following three lemmas:

Lemma 4.3: The simplex configuration in Rd , d > 2 is stable under tangential perturbations
εi, j of particles Yi, j with

∑
j εi, j = 0 ∀ i ⇐⇒ the simplex configuration in R2 under tangential

perturbations of each particle Yi, j with
∑

j εi, j = 0 ∀ i.

Lemma 4.4: The simplex configuration in Rd is stable under normal perturbations of particles
Yi, j with

∑
j εi, j = 0 ∀i ⇐⇒ 2f ′(0) + (d + 1)f ′(λ) ≤ 0.

Lemma 4.5: The simplex configuration in Rd is always stable under perturbations to the
positions of each cluster pd, j .

We first provide a short proof of Theorem 4.2 and then prove Lemmas 4.3–4.5.

Proof of Theorem 4.2: A general perturbation of the simplex configuration Yi, j can be decom-
posed into three parts: The first being tangential perturbations with the center of mass for each
cluster fixed, i.e,

∑
j εi, j = 0 or equivalently d+1

n

∑
j Yi, j = pd,i , which have (d − 1)(n − d

− 1) degrees of freedom; the second being normal perturbations with the center of mass for each
cluster fixed, i.e, d+1

n

∑
j Yi, j = pd,i , which have n − d − 1 degrees of freedom; and finally the

third being perturbations of clusters pd,i , having d(d + 1) degrees of freedom. These three kinds of
perturbations are orthogonal to one another and exhaust all the nd degrees of freedom. The third kind
of perturbation always decays because of Lemma 4.5 and the first and second kinds of perturbations
are considered in Lemmas 4.3 and 4.4, which give the necessary and sufficient conditions for the
simplex configuration to be stable in Theorem 4.2. �

Proof of Lemma 4.3: To prove that the tangential perturbations of the simplex configuration in
R2 with

∑
j εi, j = 0 ∀ i are stable ⇐⇒ the tangential perturbations of the simplex configuration in

Rd with
∑

j εi, j = 0 ∀ i are stable for any d, it is enough to prove the following induction statement:
∀ d ≥ 2, the tangential perturbations of the simplex configuration in Rd with

∑
j εi, j = 0 ∀ i

are stable ⇐⇒ the tangential perturbations of the simplex configuration in Rd+1 with
∑

j εi, j = 0
∀ i are stable.

For simplicity, we prove the above statement for the base case d = 2, as the inductive step follows
similarly to this argument. A simplex configuration in d = 3, as shown in Figure 6, is constructed
by adding to an equilateral triangle configuration {p3,2, p3,3, p3,4} a cluster p3,1 (in d = 2) whose
projection is right on the center of the triangle {p3,2, p3,3, p3,4}, with the distance between p3,1 and
p3,i being λ ∀ i ∈ {2, 3, 4}, and then enforcing that the number of particles in each cluster to be n

4 ∈ R.
A general tangential perturbation {εi, j , i ∈ {1, 2, 3, 4}, j ∈ {1, 2, . . . , n

4 }} with
∑

j εi, j = 0 can be
written as a linear composition of tangential perturbations to the ith cluster {εi, j , j ∈ {1, 2, . . . , n

4 }}.
So our task is now to consider the stability of perturbations of the ith cluster with

∑
j εi, j = 0 and

εi ′, j = 0 ∀ i′ 
= i.
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c1

c2

o
o

FIG. 6. Regular tetrahedron on sphere.

To classify the stability let us return our attention to Figure 6 and the case i = 1 for simplicity. Let
us consider the tangential perturbations {ε1, j , i ∈ {1, 2, . . . , n

4 }} on the point p3,1, with
∑

ε1, j = 0.
We can further decompose ε1, j uniquely into a tangential component ε1

1, j in the plane determined by
three points p3,1, p3,2, p3,3 and a tangential component ε2

1, j in the plane determined by three points
p3,1, p3,3, p3,4. The magnitude of the perturbation ε1

1, j satisfies Eq. (33) with c‖ determined by (30)
and, by Taylor expanding (12), the perturbation ε1

1, j has a higher order therefore negligible effect on
particles Y4, j located at the point p3,4. Thus any perturbation {ε1, j = ε1

1, j , εi ′, j = 0,∀i ′ 
= 1} with
arbitrary ε1

1, j and
∑

j ε1
1, j = 0 is an eigenvector of the linearization of (12) with eigenvalue c‖. The

same analysis applies for ε2
1, j . In general, by analyzing perturbations {εi, j , j ∈ {1, 2, . . . , n

4 }} for i
∈ {2, 3, 4} similarly, we find that εi, j satisfies the following:

ε̇i, j = c‖εi, j , (43)

with c‖ determined by (30). In another word, any perturbation {εi, j , i ∈ {1, 2, 3, 4}, j
∈ {1, 2, . . . , n

4 }} with
∑

j εi, j = 0 ∀ i is an eigenvector of the linearization of (33) with eigen-

value c‖. The value c‖ as calculated for m = 3 in R2 is f ′(0) f ′(λ)
2 . This completes the base case of d

= 2.
The induction in higher dimensions is proved similarly by adding a single new point orthogonally

to the lower dimensional simplex and then showing that the original simplex has a higher order effect
on the tangential linear stability of the new vertex. The details are left to the reader. We can thus
conclude that the sign of f ′(0) + f ′(λ)

2 determines the stability of tangential perturbations in Rd with∑
j εi, j = 0 for all d ≥ 2. �

Proof of Lemma 4.4: Consider the simplex configuration {pd,i : i ∈ {1, . . . , d + 1}} in Rd with
n

d+1 ∈ N particles {Yi, j , j ∈ {1, 2, . . . , n
d+1 }} in each pd,i . Let us now consider perturbations in the

normal direction εi, j = εi, j
pd,i

|pd,i | to the point Yi, j. The leading order interaction of particle Yi ′, j ′

from particle Yi, j is 1
n f ′(λ)

√
d+1
2d (εi, j + εi ′, j ′ ) pd,i −pd,i ′

|pd,i −pd,i ′ | . Under the assumption that
∑

j ′ εi ′, j ′ = 0

∀ i′, we have that by summing over j′ the total leading order interaction of particles {Yi ′, j ′ , j ′

∈ {1, 2, . . . , n
d+1 }} of pd,i ′ on particle Yi, j is 1

d+1 f ′(λ)
√

d+1
2d εi, j

pd,i −pd,i ′
|pd,i −pd,i ′ | . If we now sum over all i′


= i the total leading order interaction of all the particles {Yi ′, j ′ , j ′ ∈ {1, 2, . . . , n
d+1 }} on the particle

Yi, j as 1
2 f ′(λ)εi, j

pd,i

|pd,i | . We can also easily compute the leading order interaction of all the particles

{Yi, j ′ , j ′ ∈ {1, 2, . . . , n
d+1 }} in the same cluster pd,i of particle Yi, j is 1

d+1 f ′(0)εi, j
pd,i

|pd,i | . Combing
all of the above leading order interactions {Yi ′, j ′ , j ′ ∈ {1, 2, . . . , n

d+1 }} has on Yi, j , we arrive at the
following:

ε̇i, j = 2 f ′(0) + (d + 1) f ′(λ)

2(d + 1)
εi, j . (44)

Thus, Lemma 4.4 is proved. �
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For our particular kernel (13), we have f ′(0) = β and f ′(ββ) = −1, hence the normal perturba-
tions with fixed center of mass is stable if and only if γ ≥ 2 + 2

n+1 .

Proof of Lemma 4.5: We consider perturbations to the center of mass of each cluster pd,i . In
this case we need not study the dynamics of each individual particle but instead the interactions
between the clusters pd,i . This configuration is analogous to a spring system, with a spring joining
each pair pd,i and pd,i ′ . Given that f is short range repulsive and long range attractive, each such
spring has a spring constant of − 1

d+1 f ′(λ) > 0, and the spring force of pd,i ′ on pd,i to leading order

is 1
d+1 f ′(λ)(|pd,i − pd,i ′ | − λ) pd,i −pd,i ′

|pd,i −pd,i ′ | . We can therefore define the energy of this system to leading
order as

E(pd,1, pd,2, . . . , pd,d+1)

= − 1

2

∑
i ′ 
=i

f ′(λ)

d + 1
(|pd,i − pd,i ′ | − λ)2. (45)

It is now straightforward to check that (12) to leading order is a system that describes the gradient
flow of the energy as defined by (45). Thus the system settles down to a local minima of E, which is
exactly the simplex configuration. �
D. Numerical simulations on simplex configuration

Theorem 4.2 extends the simplex configuration stability in R2 to arbitrary dimensions which
allows us to conclude that for (12) and (13), the simplex configuration in Rd is unstable for 2 < γ

< 4 and stable for γ ≥ 4, for d ≥ 2.
To observe this phenomena we apply a Range Kutta 45 method to (12) with n randomly selected

points {Yi ∈ Rd , i ∈ {1, 2, . . . n}}. After evolving time long enough, the solution approaches final
steady state, we measure the normalized inner product of all pairs of two points{

Yi

|Yi | · Yi ′

|Yi ′ | , i 
= i ′
}

, (46)

and we plot both the final steady state and the probability distribution of the normalized inner
products in Figure 7.

It is clear from Figure 7 that for γ = 3 (in the unstable simplex regime), Sd−1 is the stable
steady state solution for (12) and (13) while for γ > 5 (in the stable simplex regime), the simplex
solution is the attractor. We also can observe that this behavior is independent of dimension, just as
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FIG. 7. Numerical simulation of (12) and (13) with n = 150 random initial points in Rd . Capital letters correspond to
simulations done for γ = 3 and lower case letters correspond to γ = 5. First Row: Figures (A1) and (a1) are the final
computed steady states in d = 3. Similarly for (B1), (b1) in d = 4 though the plots are projected into R3 by taking the first
three coordinates. (C1) and (c1) are for d = 5 and are projections into R3 by also taking the first three coordinates. Second
Row: (A2), (a2), (B2), (b2), (C2), and (c2) are plots of the corresponding probability distributions of the normalized inner
product of any two points in the final steady state.
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we expect. For γ > 5 in Rd , we have

P
(∣∣∣∣ Yi

|Yi | · Yi ′

|Yi ′ | + 1

d

∣∣∣∣ � 1

)
≈ d

d + 1

and P
(∣∣∣∣ Yi

|Yi | · Yi ′

|Yi ′ | − 1

∣∣∣∣ � 1

)
≈ 1

d + 1
,

indicating that our simulations are close to simplex configurations. We started these simulations with
random distributions of particles so these simulations suggest that the simplex configuration may be
the global attractor for any d ≥ 2 and γ ≥ 4.

V. CONCLUSION

In this paper we derive the linear stability of the self-similar collapsing shell solution in the case
of a power law interaction potential. In the regime of instability we observe that solutions aggregate
to clusters of points, in particular simplex configurations in Rd . We next derive the complimentary
stability analysis for these simplex solutions. Taken together, we have a theoretical framework for
understanding the dynamics of collapse for this class of problems. For γ > 2 it was previously shown
numerically1, 27 that the collapsing shell profile was the long time attractor when one first restricts
to purely radially symmetric solutions. Our analysis shows that for 2 < γ < 4, the shell solution is
stable to non-radially symmetric perturbations but for γ > 4 the shell destabilizes. Our simulations
support this analysis and suggest that in the destabilizing regime the solution collapses to clusters
of equally distributed points. These clusters are generally in the form of a simplex. We then perform
the stability analysis of these simplex distributions and find that the results complement those of the
shell. In particular these simplex configurations are unstable precisely when the shell is stable and
vice versa.

We have constructed a significant portion of the stability picture of (1) with interaction kernel (2)
as a dynamical system. This allows us to predict when collapsing solutions will maintain spherical
symmetry or when solutions will aggregate onto more singular simplex configurations. However,
the entire story is not complete. Global and nonlinear stability of solutions are still open problems.
Finally, the cluster problem in arbitrary dimensions with a general (non-simplex) configuration
remains open.
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APPENDIX: PROOF OF INEQUALITY (26)

In proving the criteria for linear stability of Sd−1 in Sec. III A, the inequality (26) is required.
We provide a proof of this inequality here. Let us define the following quantity:

Q(γ, m, d) = ( γ

2 + d − 1)( γ

2 + 1)

(m + γ

2 + d − 1)(1 − m + γ

2 )
. (A1)

Then the RHS of Eq. (26) can be written as:

(3 − γ − d − 1

γ + n − 3
) + (γ − 2)(−1)m+1 Q(γ, m, d)

+γ + 2d − 4

γ + d − 3
(−1)m Q(γ − 2, m, d). (A2)
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The term Q(γ , m, d) can be written out as the following:

Q(γ, m, d) = �m
i=1( γ

2 − m + i)

�m
i=1( γ

2 + d − 2 + i)
. (A3)

Notice that both | γ

2 − m + 1| and γ

2 are less than γ

2 + d + m − 2, so that |Q(γ , m, d)| < 1 always.
Furthermore, if 2 ≤ γ

2 ≤ m then |Q(γ, m, d)| ≤ 1
γ+2d−2 , and |Q(γ − 2, m, d)| ≤ 1

γ+2d−4 ; while
γ

2 > m − 1 implies 0 < Q(γ, m, d) <
γ−2m+2
γ+2d−2 .

We can now assert the inequality (26) by considering the following three cases for m ≥ 2:

• When 4 ≤ γ ≤ 2m, we have

(A2) ≤3 − γ − d − 1

γ + d − 3
+ γ − 2

γ + 2d − 2

+ γ + 2n − 4

γ + n − 3
· 1

γ + 2d − 4

=4 − γ − d − 2

γ + d − 3
− 2d

γ + 2d − 2
< 0

• When γ > 2m, we have

(A2) <3 − γ − d − 1

γ + d − 3
+ (γ − 2)

γ − 2m + 2

γ + 2d − 2

+ γ − 2m

γ + d − 3
.

In the case m ≥ 3, we have

(A2) < − d − 1

γ + d − 3
− (γ − 2)

(
γ − 4

γ − 2
− γ − 2m + 2

γ + 2d − 2

)

− 2m + d − 3

γ + d − 3

≤ − d − 1

γ + d − 3
− (γ − 2)(γ − 2m + 2)(2m + 2d − 6)

(γ − 2m + 4)(γ + 2d − 2)

− 2m + d − 3

γ + d − 3

<0;

while in the case m = 2, we have

(A2) < − 2d(γ − 2)

γ + 2d − 2
+ 2γ − 6

γ + d − 3

≤ − 2d(γ − 2)

γ + 2d − 2
+ 2γ + 2d − 4

γ + 2d − 2

≤ −2 ((γ − 3)(d − 1) − 1)

γ + 2d − 2
< 0

• When 2 < γ < 4, direct calculations show that we always have ( − 1)m + 1Q(γ , m, d) < 0 and
( − 1)mQ(γ − 2, m, d) < 0, and it is easy to see that (A2) < 0 in this case.

The above three cases exhaust all the possibilities, and hence we conclude that the inequality
(26) holds for m ≥ 2, d ≥ 2, and γ ≥ 2.
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