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# A dynamic system model of biogeography-based optimization 

Dan Simon<br>Cleveland State University, Department of Electrical and Computer Engineering, Cleveland, OH, United States

## 1. Introduction

Biogeography is the study of the migration, speciation, and extinction of species [1,2]. Biogeography has often been considered as a process that enforces equilibrium in the number of species in habitats. However, equilibrium in a system can also be considered as a minimum-energy configuration, so we see that biogeography can be viewed as an optimization process. This idea is further discussed in [3].

Biogeography-based optimization (BBO) is an evolutionary algorithm (EA) motivated by the optimality perspective of natural biogeography, and was initially developed in [4]. Just as species migrate back and forth between islands, BBO operates by sharing information between individuals in a population of candidate solutions. BBO has shown good performance both on benchmark problems [3-5] and on real-world problems, including aircraft engine sensor selection [4], power system optimization [6,7], groundwater detection [8], mechanical gear train design [9], satellite image classification [10], and neuro-fuzzy system training for biomedical applications [11].

Section 1.1 summarizes some of the important notation used in this paper. Section 1.2 gives an overview of BBO. Section 1.3 gives an overview and outline of the remainder of this paper.

[^0]
### 1.1. Notation

This section summarizes some of the notation used in BBO and in this paper. Some of these terms may be more general or more specific in other contexts. The definitions indicated here are not universal, but are commonly used, and more importantly for our purposes, are specifically used in this paper.

BBO: Biogeography-based optimization, an EA which is motivated by the mathematical principles of natural biogeography.

Dynamic system: A process whose state at time step $(t+1)$ depends only on the state at time $t$. The transition of the state from one time step to the next is deterministic.

Emigration: The sharing of a solution feature in BBO from one individual to another. The emigrating solution feature remains in the emigrating individual. This is similar to emigration of a species in biogeography, in which representatives of a species leave an island but the species does not become extinct from the emigrating island.

GASP: A genetic algorithm with single-point crossover.
GAGUR: A genetic algorithm with global uniform recombination. This means that a solution feature of an offspring can receive each solution feature from a different parent. The likelihood that any given solution feature in the offspring comes from any given parent is proportional to that parent's fitness.

Individual: A candidate solution in an EA.
Immigration: The replacement of an old solution feature in an individual with a new solution feature from another individual. The solution feature comes from the contributing individual by way of
emigration. The immigrating solution feature replaces a feature in the immigrating individual.

Markov process: A process whose state at time step ( $t+1$ ) depends only on the state at time $t$. The transition of the state from one time step to the next is probabilistic.

Population distribution: The distribution of individuals in the search space. For example, if the search space consists of four possible solutions, $\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\}$, and the population size is three, then a population distribution might consist of one copy of $x_{1}$, zero copies of $x_{2}$, two copies of $x_{3}$, and one copy of $x_{4}$.

Solution feature: An independent variable of an optimization problem. For example, if the solution domain is a bit string, then a solution feature is a bit.

Generational EA: An EA in which recombination is performed to create an entire new population before any of the old population members are replaced.

Steady-state EA: An EA in which recombination is performed to create a single new individual which replaces one of the old individuals in the population before the next recombination is performed.

### 1.2. Biogeography-based optimization

This section gives an overview of BBO. BBO operates by migrating information between individuals, thus resulting in a modification of existing individuals. Individuals do not die at the end of a generation. In addition, a high-fitness BBO individual is unlikely to accept information from a low-fitness individual. This is motivated by biogeography and does not have an analog in GAs. In natural biogeography, a very habitable island is unlikely to accept immigrants from a less habitable island [12]. This is due to two reasons. First, the very habitable island is already saturated with species and does not have many additional resources to support immigrants. Second, the inhabitable island does not have very many species to begin with, and so it does not have many potential emigrants.

BBO is motivated by biogeography but is not intended to be a simulation of biogeography. The analogy between biogeography and BBO breaks down at several points. For example, in biogeography the number of species varies from island to island, while in BBO the number of solution features is constant for all individuals and is equal to the problem dimension. BBO can currently only deal with optimization problems of constant dimension; its extension to variable-sized problems is a topic for future research. Although the analogy is not perfect, the key point in BBO is that the migration of solution features between individuals is motivated by the mathematical theory of species migration in biogeography.

Like other EAs, BBO operates probabilistically. The probability that an individual shares a feature with the rest of the population is proportional to its fitness. The probability that an individual receives a feature from the rest of the population decreases with its fitness. When a copy of feature $s$ from individual $z_{j}$ replaces a feature in individual $y_{k}$, we say that $s$ has emigrated from $z_{j}$ and immigrated to $y_{k}$; that is, $y_{k}(s) \leftarrow z_{j}(s)$.

Although nonlinear migration curves may give better optimization results [5], in this paper we use linear curves as shown in Fig. 1. Fig. 1 depicts two BBO individuals. $S_{1}$ depicts a poor solution and $S_{2}$ depicts a good solution. The immigration probability for $S_{1}$ will thus be higher than that of $S_{2}$, and the emigration probability for $S_{1}$ will be lower than that of $S_{2}$. Note that if a good solution is obtained in the population, then there may be a high probability that the population will converge towards that solution, resulting in premature convergence. As with any other EA, an appropriate mutation rate needs to be used in BBO to balance exploration and exploitation.

There are several ways to implement BBO. The original BBO algorithm, which we use in this paper, is called partial immigrationbased BBO [13]. In this approach, for each feature in each individual


Fig. 1. Illustration of two BBO individuals using linear migration curves. $S_{1}$ represents a poor solution and $S_{2}$ represents a good solution.
we probabilistically decide whether or not to immigrate. If immigration is decided upon, then a fitness-based probabilistic method (e.g., roulette wheel selection) is used to select the emigrating individual. This gives the algorithm shown in Fig. 2 as a description of one BBO generation. We perform migration and mutation for each individual in the current generation before any individuals are replaced, resulting in a generational EA [14]. The migration decision requires that the individuals be sorted in order of fitness, which is a computational consideration. However, in almost all real-world EA applications, fitness function evaluation comprises the vast majority of computational effort.

### 1.3. Overview and outline

In previous work we derived a Markov chain model for BBO $[15,16]$. A Markov chain is a random process which has $T$ possible state values [17, chap. 11]. The probability that the system transitions from state $i$ to state $j$ is given by the probability $P_{i j}$. The $T \times T$ matrix $P=\left[P_{i j}\right]$ is called the transition matrix. Each state in the BBO Markov model represents a population distribution, that is, a distribution of individuals in the search space. Probability $P_{i j}$ is the probability that the population transitions from the $i$ th population distribution to the $j$ th population distribution in one generation.

Although we use BBO Markov theory in this paper to derive a dynamic system model, the states in the dynamic system model are not the same as the states in the Markov model. BBO Markov states represent population distributions. BBO dynamic system states represent the proportion of each individual in the population; that is, the $i$ th state is the proportion of the $i$ th individual in the population. The state dimension of the BBO dynamic system will thus be only a small fraction of the state dimension of the BBO Markov model. This makes the dynamic system model applicable to larger problems than the Markov model.

Section 2 reviews the BBO Markov model which forms the basis for this work and which was derived in [15,16]. Section 3 and following comprise the new contributions of this paper. Section 3 derives the BBO dynamic system model and some of its properties. We also extend the dynamic system model to a GA with global uniform recombination (GAGUR). Section 4 compares the dynamic system models of BBO, GAGUR, and GA with single-point crossover (GASP). We provide concluding remarks and suggestions for future work in Section 5.

```
For each individual }\mp@subsup{z}{k}{}\mathrm{ , define emigration probability }\mp@subsup{\mu}{k}{}\propto\mathrm{ fitness of }\mp@subsup{z}{k}{}\mathrm{ , with }\mp@subsup{\mu}{k}{}\in[0,1
For each individual }\mp@subsup{z}{k}{}\mathrm{ , define immigration probability }\mp@subsup{\lambda}{k}{}=1-\mp@subsup{\mu}{k}{
y\leftarrowz (i.e., create a temporary population y)
For each individual }\mp@subsup{y}{k}{}(k=1,\ldots,N
    For each solution feature s
            Use }\mp@subsup{\lambda}{k}{}\mathrm{ to probabilistically decide whether to immigrate to }\mp@subsup{y}{k}{
            If immigrating then
                Use the }\mu\mathrm{ values to probabilistically select the emigrating individual }\mp@subsup{z}{j}{
                yk}(s)\leftarrow\mp@subsup{z}{j}{}(s
            end if
    next solution feature
    Probabilistically mutate }\mp@subsup{y}{k}{
next individual
z\leftarrowy
```

Fig. 2. One generation of the BBO algorithm. $z$ is the entire population of individuals, $z_{k}$ is the $k$ th individual, and $z_{k}(s)$ is the sth feature of $z_{k}$.

## 2. A Markov model for BBO

In $[15,16]$ we derived a Markov model for BBO. In this section we review that model as a foundation for our later development of a dynamic system model in Section 3. The BBO Markov model in this section is based on several assumptions. First, we use a generational BBO algorithm rather than a steady-state BBO algorithm, as can be seen from the use of the temporary population $y$ in Fig. 2. Second, an individual can emigrate a feature to itself. This means that in the statement "use the $\mu$ values to probabilistically select the emigrating individual $z_{j}{ }^{\prime \prime}$ in Fig. 2, $j$ might be chosen to be equal to $k$. This is similar to the possibility of selecting the same parent twice in a GASP, which results in an offspring which is a clone of its parent. However, in BBO it is not the individual, but rather the solution feature, that is cloned in this situation. Third, the migration rates are independent of the population distribution; that is, absolute fitness values rather than rank-based fitness values [18] are used to obtain migration rates. Fourth, our optimization problem has a binary search space. Fifth, we ignore the possibility of mutation; mutation will be considered in Section 3 when we derive the dynamic system model.

Suppose that the search space consists of all bit strings $x_{i}$ which have $q$ bits each. The cardinality of the search space is therefore $n=2^{q}$. The population size is denoted by $N$. The $n$-element population-count vector $v$ denotes the number of each $x_{i}$ individual in the population. Therefore,
$\sum_{i=1}^{n} v_{i}=N$.
The $k$ th individual in the population is denoted by $y_{k}$. The $y_{k}$ values are ordered so that identical individuals are grouped. Furthermore, the order of the $y_{k}$ values is same as that of the $x_{i}$ values. The BBO population can thus be depicted as

$$
\begin{align*}
\text { Population } & =\left\{y_{1}, \ldots, y_{N}\right\} \\
& =\{\underbrace{x_{1}, x_{1}, \ldots, x_{1}}_{v_{1} \text { copies }}, \underbrace{x_{2}, x_{2}, \ldots, x_{2}}_{v_{2} \text { copies }}, \ldots \underbrace{x_{n}, x_{n}, \ldots, x_{n}}_{v_{n} \text { copies }}\} . \tag{2}
\end{align*}
$$

The emigration probability of $x_{i}$ is denoted as $\mu_{i}$, and the immigration probability of $x_{i}$ is denoted as $\lambda_{i}$. The $s$ th
bit of $x_{i}$ is denoted as $x_{i}(s)$. We use $\mathcal{J}_{i}(s)$ to denote the set of search space indices $j$ such that $x_{j}(s)=x_{i}(s)$. That is,
$\mathcal{J}_{i}(s)=\left\{j: x_{j}(s)=x_{i}(s)\right\}, \quad i \in[1, n]$.
Note that $\left|\mathcal{J}_{i}(s)\right|=n / 2$ for all $i$ and $s$. From (2) we see that
$y_{k}= \begin{cases}x_{1} & \text { for } k=1, \ldots, v_{1} \\ x_{2} & \text { for } k=v_{1}+1, \ldots, v_{1}+v_{2} \\ x_{3} & \text { for } k=v_{1}+v_{2}+1, \ldots, v_{1}+v_{2}+v_{3} \\ \vdots & \vdots \\ x_{n} & \text { for } k=\sum_{i=1}^{n-1} v_{i}+1, \ldots, N\end{cases}$
which can also be written as
$y_{k}=x_{m(k)}$ for $k=1, \ldots, N$
$m(k)=\min r \quad$ such that $\sum_{i=1}^{r} v_{i} \geq k$.
We use the additional subscript $t$ to denote generation number. For example, $y_{k}(s)_{t}$ is the value of the sth bit of the $k$ th individual at generation $t$. With these definitions, it is shown in $[15,16]$ that the probability that $y_{k}(s)_{t+1}=x_{i}(s)$ can be written as
$\operatorname{Pr}\left(y_{k}(s)_{t+1}=x_{i}(s)\right)=\left(1-\lambda_{m(k)} \mathbf{1}\left[x_{m(k)}(s)=x_{i}(s)\right]+\lambda_{m(k)} \frac{\sum_{j \in \mathcal{J}_{i}(s)} v_{j} \mu_{j}}{\sum_{j=1}^{n} v_{j} \mu_{j}}\right.$
where $\mathbf{1}[\cdot]$ is the predicate function; that is, $\mathbf{1}[\mathcal{A}]=1$ if $\mathcal{A}$ is true, and 0 otherwise. There are $q$ bits in each $y_{k}$. Therefore, if the populationcount vector is equal to $v$ at the $t$ th generation, then the probability that immigration results in $y_{k, t+1}=x_{i}$ is denoted by $P_{k i}(v)$ and can be written as

$$
\left.\begin{array}{rl}
P_{k i}(v) & =\operatorname{Pr}\left(y_{k, t+1}=x_{i}\right) \\
& =\prod_{s=1}^{q}\left[\left(1-\lambda_{m(k)}\right) \mathbf{1}\left[x_{m(k)}(s)=x_{i}(s)\right]+\lambda_{m(k)} \frac{j \in \mathcal{J}_{i}(s)}{n} v_{j} \mu_{j}\right.  \tag{7}\\
v_{j} \mu_{j}
\end{array}\right] .
$$

$P_{k i}(v)$ can be computed for each $k \in[1, N]$ and each $i \in[1, n]$ in order to form the $N \times n$ matrix $P(v)$. This gives the probability that each of $N$ BBO migration trials results in each of $n$ search space individuals. We use $w_{i}$ to denote the total number of times that individual $x_{i}$ is obtained after all $N$ migration trials have been completed for a given generation, and we define $w=\left[\begin{array}{lll}w_{1} & \cdots & w_{n}\end{array}\right]^{T}$. The probability that we obtain the population-count vector $w$ at the $(t+1)$ st generation, given that $v$ is the population-count vector at the $t$ th generation, can be obtained from the generalized multinomial theorem $[15,16,19]$ as
$\operatorname{Pr}(w \mid v)=\prod_{J \in Y(w)}^{N} \prod_{k=1}^{n} P_{i=1}^{I_{k i}}(v)$
$Y(w)=\left\{J \in \mathbf{R}^{N \times n}: J_{k i} \in\{0,1\}, \quad J_{k i}=1\right.$ for all $k, \quad{ }_{k=1}^{N} J_{k i}=w_{i}$ for all $\left.i\right\}$.
The Markov transition matrix is obtained by computing (8) for each possible $v$ vector and each possible $w$ vector. The transition matrix is thus a $T \times T$ matrix, where $T$ is the total number of possible population distributions. That is, $T$ is the number of all possible $n \times 1$ integer vectors such that $\sum T_{i}=N$ and $0 \leq T_{i} \leq N$. In [20] it is shown that $T$ can be calculated using the formula for combinations:
$T=\binom{n+N-1}{N}$.
Other methods for calculating $T$ are discussed in [15].

## 3. A dynamic system model for BBO

In this section we use the Markov model of Section 2 to derive a dynamic system model for BBO and GAGUR. Eq. (7) gives $P_{k i}(v)$, which is the probability that the $k$ th migration results in $y_{k}=x_{i}$ at the $(t+1)$ st generation, assuming that $v$ is the population-count vector at the $t$ th generation. In order to derive a dynamic system model for BBO, we make a slight change in the algorithm of Fig. 2. We still cycle through the immigration loop $N$ times, where $N$ is the population size. However, instead of deterministically cycling through each population member $y_{k}$ for immigration, we randomly select a population member for immigration each of the $N$ times through the loop. Therefore, each time through the immigration loop, each $y_{k}$ has a $1 / N$ chance of being selected for immigration. Note that as $N \rightarrow \infty$, this is equivalent to the algorithm of Fig. 2. With this change, the BBO algorithm is modified to become the algorithm shown in Fig. 3.

With this algorithm, the probability that the $h$ th migration trial $M_{h}$ results in $x_{i}$ is
$\operatorname{Pr}\left(M_{h}=x_{i}\right)=\frac{1}{N}_{k=1}^{N} \operatorname{Pr}\left(y_{k}=x_{i}\right)$.
Now note that
$\operatorname{Pr}\left(y_{k_{1}}=x_{i}\right)=\operatorname{Pr}\left(y_{k_{2}}=x_{i}\right) \quad$ if $y_{k_{1}}=y_{k_{2}}$.

We can combine (4), (5) and (11) to get
$\operatorname{Pr}\left(y_{k_{1}}=x_{i}\right)=\operatorname{Pr}\left(y_{k_{2}}=x_{i}\right) \quad$ if $\left(k_{1}, k_{2}\right) \in\left[\begin{array}{cc}m(k-1) & \\ & v_{i}+1, \\ i=1 & \\ i=1\end{array}\right]$.

Therefore (10) can be written as
$\operatorname{Pr}\left(M_{h}=x_{i}\right)=\frac{1}{N}{ }_{k=1}^{n} v_{k}\left\{\prod_{s=1}^{q}\left[\left(1-\lambda_{k}\right) \mathbf{1}\left[x_{k}(s)=x_{i}(s)\right]+\lambda_{k} \frac{v_{j} \mu_{j}(s)}{n} v_{j=1}^{v_{j} \mu_{j}}\right]\right\}$
Now we define the proportionality vector $p$ as
$p=\frac{v}{N}$.
That is, $p_{i}$ is the proportion of $x_{i}$ individuals in the population for $i \in[1, n]$, and the elements of $p$ add up to 1 . Eq. (13) can then be written as

$$
\left.\left.\begin{array}{rl}
\operatorname{Pr}\left(M_{h}=x_{i}\right)= & p_{k=1}^{n}\left\{\prod _ { s = 1 } ^ { q } \left[\left(1-\lambda_{k}\right) \mathbf{1}\left[x_{k}(s)=x_{i}(s)\right]+\lambda_{k} \frac{v_{j} \mathcal{J}_{\mathcal{i}}(s)}{n} v_{j}\right.\right. \\
v_{j} \mu_{j} \tag{15}
\end{array}\right]\right\}
$$

The quantities on the right side of the above equation are defined at the $t$ th generation. The left side of the above equation gives the probability of obtaining $x_{i}$ at the $(t+1)$ st generation. We can use [21, Theorem 2] to see that the left side of the above equation is equal to the proportion of $x_{i}$ individuals in the population at the $(t+1)$ st generation:

$$
\begin{align*}
p_{i}(t+1) & =p_{k=1}^{n} \frac{p_{k}(t)}{\left(p^{T}(t) \mu\right)^{q}}\left\{\prod _ { s = 1 } ^ { q } \left[p^{T}(t) \mu\left(1-\lambda_{k}\right) \mathbf{1}\left[x_{k}(s)=x_{i}(s)\right]\right.\right. \\
& \left.\left.+\lambda_{k} \quad v_{j}(t) \mu_{j}\right]\right\} \tag{16}
\end{align*}
$$

where we have now explicitly shown that $p$ is a function of $t$. Writing the above equation for $i \in[1, n]$ gives a nonlinear dynamic system for the evolution of the proportionality vector:
$p(t+1)=f(p(t))$.
To include the possibility of mutation, we denote the $n \times n$ mutation matrix as $U$, where $U_{i j}$ is the probability that $x_{j}$ mutates to $x_{i}$. If the elements of the search space $\{x\}$ are in natural binary order and each bit has a probability $u$ of mutation, then
$U_{i j}=u^{d_{i j}}(1-u)^{q-d_{i j}}$
where $d_{i j}$ is the Hamming distance between $x_{i}$ and $x_{j}$ [22, p. 153]. This gives the dynamic system equation
$p(t+1)=U f(p(t))$.
If mutation is not used in the BBO algorithm, then $U$ is the identity matrix and (19) reduces to (17).

```
For each individual }\mp@subsup{z}{k}{}\mathrm{ , define emigration probability }\mp@subsup{\mu}{k}{}\propto\mathrm{ fitness of }\mp@subsup{z}{k}{}\mathrm{ , with }\mp@subsup{\mu}{k}{}\in[0,1
For each individual }\mp@subsup{z}{k}{}\mathrm{ , define immigration probability }\mp@subsup{\lambda}{k}{}=1-\mp@subsup{\mu}{k}{
y\leftarrowz (i.e., create a temporary population y)
For h=1,\ldots,N
    Randomly select one of the }\mp@subsup{y}{k}{}\mathrm{ individuals ( }k=1,\ldots,N
    For each solution feature s
        Use }\mp@subsup{\lambda}{k}{}\mathrm{ to probabilistically decide whether to immigrate to }\mp@subsup{y}{k}{
        If immigrating then
            Use the }\mu\mathrm{ values to probabilistically select the emigrating individual }\mp@subsup{z}{j}{
            yk}(s)\leftarrow\mp@subsup{z}{j}{}(s
        end if
    next solution feature
    Probabilistically mutate }\mp@subsup{y}{k}{
next h
z\leftarrowy
```

Fig. 3. One generation of the BBO algorithm with random selection of the immigrating individual.

### 3.1. Special case: $\lambda=0$

It is instructive to consider the dynamic system when $\lambda_{k}=0$ for all $k$. In this case, there is no possibility of immigration and (15) reduces to
$p_{i}(t+1)=p_{k=1}^{n} p_{k}(t) \prod_{s=1}^{q} \mathbf{1}\left[x_{k}(s)=x_{i}(s)\right]$.
Since each $x_{i}$ is distinct, we see that
$\prod_{s=1}^{q} \mathbf{1}\left[x_{k}(s)=x_{i}(s)\right]=\mathbf{1}[k=i]$
which gives
$p_{i}(t+1)={ }_{k=1}^{n} p_{k}(t) \mathbf{1}[k=i]=p_{i}(t)$.
That is, with no immigration and no mutation, the proportionality vector does not change from one generation to the next, which agrees with intuition.

### 3.2. Special case: $\lambda=1$ and random feature selection

If $\lambda_{k}=1$ for all $k$, then the BBO algorithm of Fig. 3 becomes a special type of a genetic algorithm with global uniform recombination (GAGUR) [23]. GAGUR can be implemented in many different ways, but if it is implemented with the entire population as potential contributors to the next generation [24], and with fitness-based selection for each solution feature in each offspring, then it is equivalent to BBO with $\lambda_{k}=1$ for all $k$. In this case, immigration takes place for all individuals in the population, and the new individual that results from each immigration can be thought of as an offspring of the previous generation. Suppose also that in addition to $\lambda_{k}=1$ for all $k$, each immigration trial migrates one randomly selected bit. Then the BBO algorithm of Fig. 3 becomes the GAGUR algorithm of Fig. 4.

The probability that $y_{k}$ at the $(t+1)$ st generation is equal to $x_{i}$, given that solution feature $s$ was selected for migration, can be
written as


The first term on the right side of (23) is the proportion of the population which has all bits $r$ such that $r \neq s$, equal to the corresponding bits in $x_{i}$. We denote the indices of these individuals as $\mathcal{L}_{i}(s)$ :
$\mathcal{L}_{i}(s)=\left\{j: x_{j}(r: r \neq s)=x_{i}(r: r \neq s)\right\}, \quad i \in[1, n]$.
Note that $\left|\mathcal{L}_{i}(s)\right|=2$ for all (i,s). Now we can write (23) as
$\operatorname{Pr}\left(y_{k, t+1}=x_{i} \mid s\right)=\left(\begin{array}{c}v_{j} \\ \frac{j \in \mathcal{L}_{i}(s)}{n} v_{j} \\ j=1\end{array}\right)\binom{v_{j} \mu_{j}}{\frac{j \in \mathcal{J}_{i}(s)}{n} v_{j} \mu_{j}}$.
We can use (1) and (14) to write the above equation as

$$
\begin{equation*}
\operatorname{Pr}\left(y_{k, t+1}=x_{i} \mid s\right)=\underset{j \in \mathcal{L}_{i}(s)}{p_{j} \frac{p_{j} \mu_{j}}{j \in \mathcal{J}_{i}(s)}}{ }_{j=1}^{n} p_{j} \mu_{j} . \tag{26}
\end{equation*}
$$

Fig. 4 shows that each bit $s \in[1, q]$ has a $1 / q$ probability of being selected as the migrating feature. Therefore,

$$
\operatorname{Pr}\left(y_{k, t+1}=x_{i}\right)=\frac{1}{q p^{T} \mu}{ }_{s=1}^{q}\left[\begin{array}{l}
j \in \mathcal{L}_{i}(s)
\end{array} p_{j}\left[\begin{array}{l}
j \in \mathcal{J}_{i}(s) \tag{27}
\end{array} p_{j} \mu_{j}\right] .\right.
$$

This is a quadratic function of the $p_{i}$ terms and can thus be written as
$\operatorname{Pr}\left(y_{k, t+1}=x_{i}\right)={ }_{a=1 \quad n=1}^{n} Y_{i, a b} p_{a} p_{b}$.

```
For each individual }\mp@subsup{z}{k}{}\mathrm{ , define emigration probability }\mp@subsup{\mu}{k}{}\propto\mathrm{ fitness of }\mp@subsup{z}{k}{
y\leftarrowz (i.e., create a temporary population y)
For h=1,\ldots,N
    Randomly select one of the }\mp@subsup{y}{k}{}\mathrm{ individuals ( }k=1,\ldots,N
    Randomly select a solution feature s
    Use {\mu} to probabilistically select the emigrating individual }\mp@subsup{z}{j}{
    yk}(s)\leftarrow\mp@subsup{z}{j}{}(s
    Probabilistically mutate }\mp@subsup{y}{k}{
next h
z \leftarrow y
```

Fig. 4. One generation of GAGUR with random selection of the immigrating individual and random selection of the migrating solution feature.

Eq. (27) shows that the $p_{m}^{2}$ coefficient on the right side of (28), where $m \in[1, n]$, can be written as

$$
Y_{i, m m}=\mu_{s=1}^{q} \mu_{m} \mathbf{1}\left[m \in \mathcal{J}_{i}(s)\right] \mathbf{1}\left[m \in \mathcal{L}_{i}(s)\right]={ }_{s=1}^{q} \mu_{m} \mathbf{1}\left[m \in\left(\mathcal{J}_{i}(s) \cap \mathcal{L}_{i}(s)\right)\right]
$$

From the definition of $\mathcal{L}_{i}(s)$ in (24) we know that $i \in \mathcal{L}_{i}(s)$. We also know that there is only one other element in $\mathcal{L}_{i}(s)$. The other element in $\mathcal{L}_{i}(s)$, say $\alpha$, has a bit string such that $x_{\alpha}(r)=x_{i}(r)$ for all $r \neq s$. But since $\alpha \neq i$ we know that $x_{\alpha}(s) \neq x_{i}(s)$, which means that $\alpha \notin \mathcal{J}_{i}(s)$. Therefore
$\mathcal{J}_{i}(s) \cap \mathcal{L}_{i}(s)=\{i\} \quad$ for all $s$.
Eq. (29) can therefore be written as
$Y_{i, m m}=\mu_{s=1}^{q} \mu_{m} \mathbf{1}[m=i]=q \mu_{m} \mathbf{1}[m=i]$.
We can use (27) to show that the $p_{m} p_{k}$ coefficient $(k \neq m)$ on the right side of (28) can be written as

$$
\begin{align*}
Y_{i, m k}+ & Y_{i, k m}=\mu_{m} \quad \stackrel{q}{s=1}\left[m \in \mathcal{J}_{i}(s)\right] \mathbf{1}\left[k \in \mathcal{L}_{i}(s)\right] \\
& \\
& +\mu_{k} \quad \stackrel{\mathbf{1}}{ } \quad\left[k \in \mathcal{J}_{i}(s)\right] \mathbf{1}\left[m \in \mathcal{L}_{i}(s)\right] \text { for } m \neq k . \tag{32}
\end{align*}
$$

The GAGUR dynamic system model can thus be written as the following set of $n$ coupled quadratic equations:
$p_{i}(t+1)=p^{T}(t) Y_{i} p(t), \quad i \in[1, n]$
where $Y_{i, m k}$ is the element in the $m$ th row and $k$ th column of $Y_{i}$. If mutation is included in the GAGUR algorithm, then
$p(t+1)=U \operatorname{diag}\left(p^{T}(t) Y_{i} p(t)\right)$
where $\operatorname{diag}\left(p^{T}(t) Y_{i} p(t)\right)$ is the $n \times n$ diagonal matrix consisting of $p^{T}(t) Y_{1} p(t), \ldots, p^{T}(t) Y_{n} p(t)$.

## 4. Dynamic system model results

Section 4.1 verifies the dynamic system model derived in the previous section. Section 4.2 compares the dynamic system models of GA with single-point crossover (GASP), GAGUR, and BBO.

### 4.1. Verification of dynamic system models

The dynamic system model for BBO is given in (16)-(19) with $\mu_{k}$ proportional to fitness, and $\lambda_{k}=1-\mu_{k}$. The dynamic system model for GAGUR is given in (16)-(19) with $\lambda_{k}=1$, which is equivalent to (34). The dynamic system model for GASP with roulette-wheel selection was originally developed in [25]. It is summarized in [22, chap. 6] as
$p_{i}(t+1)=\frac{p^{T}(t) \operatorname{diag}(\mu) U^{T} C(i) U \operatorname{diag}(\mu) p(t)}{\left(p^{T}(t) \mu\right)^{2}}$
where $\operatorname{diag}(\mu)$ is the $n \times n$ diagonal matrix consisting of the elements of $\mu$ (fitness), and $U$ is the mutation matrix given in (18). $C(i)$ is an $n \times n$ matrix such that the element in its $m$ th row and $k$ th column is the probability that $x_{m}$ and $x_{k}$ cross over to produce $x_{i}$.

To verify the dynamic system models, we consider a simple three-bit problem $(n=8)$ with a per-bit mutation rate $u=0.2$. The fitness values, which are equivalent to unnormalized BBO emigration rates, are given as follows:

$$
\begin{array}{ll}
\mu(000)=8, & \mu(001)=1 \\
\mu(010)=1, & \mu(011)=1  \tag{36}\\
\mu(100)=1, & \mu(101)=1 \\
\mu(110)=1, & \mu(111)=9 .
\end{array}
$$

This is a relatively difficult optimization problem because $x_{1}=000$ has a high fitness, and every time we add a 1 bit to it the fitness decreases dramatically, but the individual with all 1's has the highest fitness. We begin with an initial population with proportionality vector
$p(0)=\left[\begin{array}{llllllll}0.8 & 0.1 & 0.1 & 0 & 0 & 0 & 0 & 0\end{array}\right]^{T}$.

Figs. 5-7 show some dynamic system model results and simulation results for EAs with a population size of 1000. The plots provide confirmation for the dynamic system models presented earlier. The simulation results oscillate around their mean value, which is expected because of the mutation operator. The simulation results will vary from one simulation to the next, and will never exactly match the theory, due to the stochastic nature of the simulations. That is why the dynamic system models can be more useful than simulation; the models are exact while simulation results are only approximate.


Fig. 5. BBO dynamic system results giving confirmation that simulation matches theory. The traces show the proportion of the optimal individuals for a typical simulation, the mean of that proportion over all generations, and the proportion according to the dynamic system model.


Fig. 6. GAGUR dynamic system results giving confirmation that simulation matches theory. The traces show the proportion of the optimal individuals for a typical simulation, the mean of that proportion over all generations, and the proportion according to the dynamic system model.


Fig. 7. GASP dynamic system results giving confirmation that simulation matches theory. The traces show the proportion of the optimal individuals for a typical simulation, the mean of that proportion over all generations, and the proportion according to the dynamic system model.


Fig. 8. Dynamic system model results for a 3-bit problem (search space cardinality $n=8$ ) showing the steady-state proportion of optimal individuals.

### 4.2. Comparison of dynamic system models

Next we compare dynamic system model results between BBO, GAGUR, and GASP. We consider a problem whose fitness values are given as
$\mu_{i}=\begin{aligned} & 8 \text { for } x_{i}=(0 \cdots 0) \\ & 9 \\ & \text { for } x_{i}=(1 \cdots 1) \\ & 1 \\ & \text { for all other } x_{i} .\end{aligned}$
This is the same as (36) except that it is generalized for an arbitrary number of bits. The proportionality vector of the initial population is given as
$p(0)=\frac{1}{n-1}\left[\begin{array}{llll}1 & \ldots & 1 & 0\end{array}\right]^{T}$.
That is, the initial population is evenly distributed among the suboptimal individuals, and there are no optimal individuals. Figs. 8-10 show steady-state dynamic system model results for three different search space cardinalities, plotted as functions of mutation rate. Fig. 8 shows that BBO is much better at achieving a high percentage of optimal individuals than GASP and GAGUR for small problems. Figs. 9 and 10 show that as the problem dimension gets larger, BBO performance gets worse relative to the GAs for large mutation rates. However, BBO remains many orders of magnitude better than the GAs for small mutation rates, which are more typical for real-world problems.


Fig. 9. Dynamic system model results for a 5 -bit problem (search space cardinality $n=32$ ) showing the steady-state proportion of optimal individuals.


Fig. 10. Dynamic system model results for a 7 -bit problem (search space cardinality $n=128$ ) showing the steady-state proportion of optimal individuals.


Fig. 11. Dynamic system model results for mutation rate $=0.1 \%$ per bit showing the steady-state proportion of optimal individuals.

Figs. 11-13 depict the same information as that shown in Figs. 8-10, but presented in a different way. Figs. 11-13 show dynamic system model results for three different mutation rates, plotted as functions of problem dimension. Fig. 11 shows that BBO is much better than the GAs for all problem dimensions if the


Fig. 12. Dynamic system model results for mutation rate $=1 \%$ per bit showing the steady-state proportion of optimal individuals.


Fig. 13. Dynamic system model results for mutation rate $=10 \%$ per bit showing the steady-state proportion of optimal individuals.
mutation rate is low, as is typical of real-world problems. Figs. 12 and 13 show that as the mutation rate increases, BBO remains better than the GAs for small problem dimensions, but becomes worse than GASP as the problem dimension increases.

As seen in Fig. 11, with realistic mutation rates BBO is much better than the GAs for all problem dimensions. Furthermore, the relative advantage of BBO increases as the problem dimension increases. This is consistent with the conclusions presented in [23] which were based on a different type of analysis and which were confirmed with a variety of standard benchmark simulations.

Next we compare the dynamic system model results of BBO, GASP, and GAGUR, on standard benchmark functions. The Needle Function is given in (38). The Onemax Function has a fitness that is proportional to the number of one-bits in each bit string. The Deceptive Function is the same as the Onemax Function, except that the bit string with all zeros has the highest fitness. The continuous functions that we use are listed in Table 1 and are documented in [26-28]. We implemented the continuous functions as two-dimensional functions whose independent variables are coded with three or four bits per independent variable. This gives an optimization problem with either six or eight bits total, which results in a search space cardinality of either 64 or 256 . We initialized the population with a uniform distribution over all of the non-optimal solutions. The initial population did not have any optima. We recorded the percent of optimal solutions in the population after 10 generations, which gives an idea of how fast each algorithm converges. Table 1 shows the results. Note that these are not simulation results, but exact dynamic system model results.

For both the 64 -bit and 256 -bit problems, BBO performed the best in 15 out of 19 benchmarks. More importantly, for very difficult problems (the Needle and Deceptive Functions), BBO performed better than GASP and GAGUR by orders of magnitude.

These results are not intended to give a comprehensive comparison of BBO and GAs; extensive comparisons between BBO and other EAs using standard benchmark functions are shown in [3]. The theory and results here are instead intended to show how dynamic system models can be used to compare EAs in situations where probabilities are extremely small and where Monte Carlo simulations are therefore not useful. Dynamic system models can also be used to study the effect of various parameter settings and learning approaches. Dynamic system models can also aid in the development of adaptive algorithms or parameter update schemes that work well on many different types of problems. Our dynamic system models can also be used to help understand the behavior of BBO; for example, how and why it works well, or does not

Table 1
 result for each benchmark/cardinality combination is shown in boldface font.

| Function | Cardinality $=64$ |  |  | Cardinality $=256$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | BBO | GAGUR | GASP | BBO | GAGUR | GASP |
| Needle | $6.97 \times 10^{-3}$ | $2.32 \times 10^{-10}$ | $2.17 \times 10^{-6}$ | $6.72 \times 10^{-3}$ | $9.95 \times 10^{-6}$ | $6.48 \times 10^{-6}$ |
| Onemax | 46.04 | 47.67 | 42.64 | 22.44 | 23.84 | 19.43 |
| Deceptive | $3.89 \times 10^{-3}$ | $2.25 \times 10^{-4}$ | $2.33 \times 10^{-4}$ | $1.03 \times 10^{-3}$ | $5.36 \times 10^{-5}$ | $5.13 \times 10^{-5}$ |
| Rosenbrock | 10.37 | 3.56 | 9.13 | 6.60 | 4.18 | 6.49 |
| Ackley | 58.92 | 25.40 | 71.38 | 43.40 | 54.17 | 70.00 |
| Fletcher | 74.30 | 88.41 | 28.88 | 32.19 | 23.15 | 23.73 |
| Griewank | 67.82 | 44.18 | 49.00 | 36.12 | 15.07 | 25.61 |
| Penalty \#1 | 29.69 | 24.98 | 27.77 | 26.22 | 25.02 | 25.68 |
| Penalty \#2 | 32.83 | 24.96 | 28.98 | 13.03 | 12.51 | 14.08 |
| Quartic | 39.09 | 26.13 | 34.12 | 18.64 | 12.49 | 17.01 |
| Rastrigin | 43.93 | 50.05 | 41.79 | 46.85 | 14.64 | 42.43 |
| Schwefel 1.2 | 69.37 | 25.29 | 49.21 | 35.91 | 14.02 | 25.07 |
| Schwefel 2.22 | 69.14 | 25.80 | 51.27 | 38.10 | 13.36 | 26.84 |
| Schwefel 2.21 | 75.65 | 66.84 | 62.89 | 49.03 | 39.82 | 38.60 |
| Schwefel 2.26 | 15.93 | 0.47 | 1.30 | 38.07 | 15.69 | 8.70 |
| Sphere | 69.63 | 47.69 | 49.21 | 35.95 | 12.50 | 24.94 |
| Ellipsoid | 65.82 | 56.07 | 48.84 | 34.15 | 16.08 | 24.80 |
| Michalewicz | 34.01 | 33.30 | 30.38 | 14.47 | 12.32 | 15.67 |
| Step | 50.04 | 25.04 | 37.56 | 25.51 | 12.52 | 19.45 |

work well, on certain type of problems. This paper does not explore these many possible research directions, but we envision that the groundwork laid here will encourage these ideas and make their pursuit possible.

## 5. Conclusion

Mature EAs, such as GAs, have a well-structured theory. This paper attempts to extend BBO theory in that direction to enable its use and study as an alternative EA. We have summarized a previously derived BBO Markov model and used it to obtain a new dynamic system model for BBO. We have further shown how it can be used to derive a new dynamic system model for GAGUR. We compared the dynamic system models between BBO, GAGUR, and GASP on some simple optimization problems. We have seen that BBO far outperforms GAs when mutation rates are low ( $0.1 \%$ per bit), as are typically used for real-world problems. In addition, the relative advantage of BBO increases as the problem dimension increases. This indicates that BBO can be especially useful for large, real-world problems when small mutation rates are used.

For some real-world problems where small population sizes are required due to huge computational complexity for fitness evaluation, it may be desirable to use large mutation rates on the order of $10 \%$ per bit [29]. In this case BBO still outperforms the GAs for small problem dimensions, but GASP is the best performer for large problems. Note that these conclusions are similar to those of [23], which were obtained using a different approach. Reference [23] also provides a more extensive discussion of the conceptual similarities and differences between GAs and BBO.

There are many interesting possibilities for future work. One is to extend BBO using features of natural biogeography theory [1,2]. This could include modeling nonlinear migration curves, modeling species populations and their effects on migration, modeling predator/prey relationships, including species mobilities in the migration model, including directional migration momentum as a temporal effect from one generation to the next, modeling habitat area and isolation, and many others.

In this paper we used Markov theory for partial immigrationbased BBO to derive a dynamic system model. In addition, we analyzed a generational BBO algorithm; that is, modification of each individual in the current generation occurs before any individuals are replaced in the population [14]. Future work could include the extension of our Markov and dynamic system models for other
variations of BBO. These variations include partial emigrationbased BBO, single immigration-based BBO, single emigration-based BBO [13], oppositional BBO [30], and a steady-state BBO in which individuals in the population are modified with replacement. It would also be of interest to extend the Markov theory and dynamic system model to BBO with nonlinear migration curves [5]. Also, our results have been restricted to problems with binary representations, and it would be interesting and useful to develop Markov and dynamic system models of BBO with other types of representations. Finally, our results are exact only in the limit as the population size approaches infinity. Many EA applications have large populations, but many others do not. Further work could focus on obtaining a dynamic system model for small population sizes, perhaps by combining states into "meta-states," or perhaps by using the BBO Markov model in either [13] or [15].

These extensions would allow analytical comparisons between different types of BBO algorithms rather than a reliance on simulation results. Although simulation results are important and necessary, if used apart from theory they can be misleading. For example, Fig. 11 shows that BBO is orders of magnitude better than GAs for large problems with a low mutation rate. However, since the probabilities in Fig. 11 are so small, it would be difficult to derive such a conclusion from simulation results because of the huge amount of computation that would be required.

Another suggestion for future work is to combine BBO with other EAs. Hybrid EAs are an important topic of research and can exploit the strengths of multiple methods in a single optimization algorithm [31]. BBO has already been combined with opposition-based learning [30]. Future work could focus on combining BBO with the many other EAs that are available. These hybrid algorithms should be studied not only with benchmarks and real-world optimization problems, but also with analytical approaches such as the Markov and dynamic system theory used in this paper. Such analytical tools include the stochastic character of EAs, but do not depend on the random results of simulation studies to draw general conclusions.
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