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Abstract

This dissertation will present the following two studies: A Computational Study of Procyanidin
Binding to Histatin 5 and Thermodynamic Properties of Hofmeister-Anion Binding to a Hydropho-
bic Cavitand.
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A Computational Study of Procyanidin
Binding to Histatin 5

Abstract

Various studies suggest tannins act as antioxidants, anticarcinogens, cardio-protectants,
anti-inflammatory agents, and antimicrobials. However, more investigation is needed to examine
the bioavailability of tannins. Tannins bind to salivary peptides by hydrophilic and hydrophobic
mechanisms. Electrospray Ionization Mass Spectrometry (ESI-MS) has been used to assess both
hydrophilic and hydrophobic components of protein complexes. ESI-MS could potentially be an
effective tool for screening the bioavailability of tannins. Weaker binding tannins are predicted to
be more highly absorbed by the body, and should therefore exhibit greater bioavailability. Ran-
nulu and Cole have used ESI-MS to measure binding affinities of procyanidin tannin stereoisomers
for salivary peptides in aqueous solution. The condensed tannins procyanidin B1, B2, B3, and B4
demonstrated significantly different binding affinities (binding strengths) for the Histatin 5 salivary
peptide. The procyanidin-Histatin 5 binding mechanisms in the ESI-MS experiments by Rannulu
and Cole were investigated using the FRED docking program combined with molecular dynamics
optimization in the AMBER software suite. The simulations suggest residual liquid-phase binding
interactions in procyanidin-Histatin 5 complexes are maintained in the gas phase under condi-
tions resembling those in ESI-MS experiments, though the gas-phase interaction energies were
enhanced. Increased hydrogen bonding and decreased π-π stacking interactions were also de-
tected in gas versus liquid-phase procyanidin-Histatin 5 complexes. In addition, simulation results
suggest multiple conformations of procyanidins bind Histatin 5 at several sites and procyanidin
binding does not fix the Histatin 5 peptide backbone. The simulations agree with previous studies
which indicate aromatic Histatin 5 residues are responsible for procyanidin-Histatin 5 binding and
tannins can bind salivary peptides in multiple conformations.
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Introduction and Background

Plant tannins are water-soluble polyphenolic secondary metabolites having molecular weights

between 500 and 3000 Da, and possessing unique properties such as the ability to precipitate alka-

loids, gelatin, and other flexible proteins in addition to participating in typical phenolic reactions.1

Tannins have generally been classified as either hydrolyzable (gallotannins and ellagitannins) or

condensed based on their ability to readily undergo or resist hydrolysis.2 A more rigorous classi-

fication system based on structural characteristics and chemical properties distributes the tannins

into four major groups: gallotannins, ellagitannins, complex tannins, and condensed tannins (Fig-

ure 1.1).3 Gallotannins consist of polyol, catechin, or triterpenoid cores esterified to gallic acid

(Figure 1.2(d)) or meta-depsidically linked gallic acid derivatives (Figure 1.1(a)). Ellagitannins

are similar to gallotannins and also possess at least two galloyl units oxidatively coupled through a

C-C bond, but lack glycosidically linked catechin units (Figure 1.1(b)). Complex tannins contain

catechin units glycosidically linked to a gallotannin or ellagitannin (Figure 1.1(c)) and condensed

tannins are oligomers or polymers of flavan-3-ol derivatives with the C4 of one flavan-3-ol unit

linked to C6 or C8 of another flavan-3-ol unit (Figure 1.1(d)).

Tannins are present in a variety of plant foods in quantities up to several grams per kilogram

(Table 1.1).4,5 The intake of flavonoids (the class of polyphenols that includes condensed tannins)

in the U.S. is estimated to be approximately 20 milligrams per day, though other estimates range

up to 1 gram per day.4,6 Tannins have been found to produce hepatotoxicity, carcinogenesis, and

anti-nutritional effects in animal studies.7 However, other studies indicate tannins act as antiox-

idants, anticarcinogens, cardio-protectants, anti-inflammatory agents, and antimicrobials. More

investigation to determine the potential health benefits and adverse effects of tannins as well as

their mechanism(s) of action and bioavailability is therefore warranted.7,8
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1.1(a) gallotannins (R = gallic acid) 1.1(b) ellagitannins (R = gallic acid)

1.1(c) complex tannins (R = gallic acid) 1.1(d) condensed tannins

Figure 1.1. Tannin classification
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Table 1.1. Typical tannin-containing foods

Tannins bind and precipitate peptides with extended flexible conformations such as gelatin,

though binding affinities of tannins for a particular peptide can vary considerably.9 Tannins bind

salivary peptides even more strongly than gelatin and are believed to be responsible for the sensa-

tion of astringency associated with consumption of foods with high tannin content (Table 1.1).4,10

In addition, condensed tannin-salivary peptide complexes remain relatively insoluble under condi-

tions typically found in the digestive tract.11,12

A significant portion of the salivary peptidome is generated through proteolysis of six classes of

protein species secreted by the major salivary glands: acidic Proline Rich Proteins (aPRPs), basic

Proline Rich Proteins (bPRPs), glycosylated Proline Rich Proteins (gPRPs), Histatins, Statherin,

and Cystatins.13–15 Salivary peptides are involved in maintaining oral health, lubrication, and di-

gestion.13,16,17 Proline Rich Proteins (PRPs), including aPRPs, bPRPs, and gPRPs, constitute up

to 70% of secreted salivary proteins and tannin binding is proposed to be the main function of

bPRPs.14,18–23 The Histatins are a family of cationic histidine-rich peptides secreted by the parotid

and submandibular/sublingual glands.24–26 Of the twelve known Histatins, Histatins 4 through 12

are proteolytically cleaved from Histatin 3, while Histatin 2 is a proteolytic fragment of Histatin 1

4



(Table 1.2).25,27 Histatins are believed to contribute to innate immunity, and Histatin 5 demon-

strates potent antifungal activity against Candida albicans in particular.28 2D NMR studies indi-

cate that Histatin 5 assumes a random coil in aqueous solution.29,30 Histatin 5 has a propensity to

adopt transient helical conformations in DMSO, but a definitive global minimum energy confor-

mation is lacking.29 Also, tertiary structural changes in Histatin 5 were not observed upon binding

EGCG.31

Table 1.2. Amino acid sequences of Histatins 1 through 12

Histatin 1: DSHEKRHHGYRRKFHEKHHSHREFPFYGDYGSNYLYDN

Histatin 2: RKFHEKHHSHREFPFYGDYGSNYLYDN

Histatin 3: DSHAKRHHGYKRKFHEKHHSHRGYRSNYLDYN

Histatin 4: RKFHEKHHSHRGYRSNYLYDN

Histatin 5: DSHAKRHHGYKRKFHEKHHSHRGY

Histatin 6: DSHAKRHHGYKRKFHEKHHSHRGYR

Histatin 7: RKFHEKHHSHRGY

Histatin 8: KFHEKHHSHRGY

Histatin 9: RKFHEKHHSHRGYR

Histatin 10: KRHEKHHSHRGYR

Histatin 11: KRHHGYKR

Histatin 12: KRHHGYK

Various analytical techniques have been used to study tannin-protein binding, including: pre-

cipitation/centrifugation analysis,32 competitive binding assays,9 enzyme-linked immunosorbent

assay (ELISA) style assays,33 nephelometry,34 isothermal titration calorimetry (ITC),35–40 nuclear

magnetic resonance (NMR) spectroscopy,41–43 and mass spectrometry (MS).44–47 Histatins bind

5



more strongly to tannins than most other salivary peptides.48,49 One precipitation/centrifugation

study concluded Histatins 3 and 5 bind condensed tannins more strongly than Histatin 1.12 Another

study using combined chromatographic and proteomics based approaches concluded Histatin 1 has

the highest affinity for condensed tannins among the Histatins.49 The authors of the latter study

noted, however, that their experimental methods and conditions were significantly different from

the former.49 The effects of several structural features of condensed tannins on tannin-peptide

binding have been assessed, including: type of interflavanoid bond linkage (C4-C8 or C4-C6),

monomer stereochemistry (catechin versus epicatechin), esterification of galloyl groups to the C3

hydroxyl group, the hydroxylation pattern of the B ring, and the degree of polymerization (Fig-

ure 1.2).34,36 In addition, the degree of polymerization and the presence and arrangement of spe-

cific functional groups have been found to influence the antioxidant properties of tannins.50,51

O

OH

OH

OH

OH

HO
A C

B

1.2(a) (+)-catechin

O

OH

HO
OH

OH

OH
1.2(b) (-)-epicatechin

OHO

OH

OH

OH

O

O

OH

OH

OH
OH

1.2(c) epigallocatechin gallate (EGCG)

OH

OH
OH

O

OH

1.2(d) gallic acid

Figure 1.2. Procyanidin monomers

ESI-MS has been successfully applied to the study of tannin-PRP interactions to determine
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the relative binding affinities and stoichiometries of tannin-peptide complexes, and to investigate

the overall architecture of the tannin-peptide complex.44,45 The tannin-peptide complexes pos-

sessed a similar charge state distribution to the unbound peptide and collision-induced dissociation

(CID) was used as a means to determine the relative binding affinities of several condensed tannin

monomers for procyanidin B2.44,45 Some studies indicate salivary peptides bind tannins most effi-

ciently at or near their isoelectric point.32 However, Histatin 5, whose isoelectric point is estimated

to be around 10.3 (Table 1.3), was observed to bind and precipitate more epigallocatechin gallate

(EGCG) (Figure 1.2(c)) at pH 3.0 than pH 7.4.12,52 Thus, peptide neutrality is not a necessary

condition for effective binding of some tannins to Histatin 5.12

Table 1.3. Amino acid sequence and physical properties of Histatin 5 (pI: Isoelectric Point)

Histatin 5 amino acid sequence charge at neutral pH pI

DSHAKRHHGYKRKFHEKHHSHRGY +5 10.5

ESI-MS has been used to study numerous types of noncovalent protein complexes, including:

protein-protein, protein-peptide, protein-nucleic acid, protein-small molecule, and

polypeptide-metal ion complexes, and to assess both hydrophilic and hydrophobic components of

protein complexes.53–55 Stoichiometry data is readily obtained from ESI-MS studies and ESI-MS

can complement other bioanalytical techniques such as analytical ultracentrifugation and X-ray

crystallography as well as UV, IR, fluorescence, and NMR spectroscopy.53 In addition, ESI-MS

has notable advantages with respect to other biophysical methods, including high sensitivity, speci-

ficity, and speed.53 The power of ESI-MS to measure relative binding affinities of tannin stereoiso-

mers for salivary peptides could enable it as an effective tool for screening the bioavailability of

tannins. Weaker binding tannins are predicted to be more susceptible to absorption from the gut

and thus have higher bioavailability, though other factors including complexation with bile salts

can influence the bioavailability of tannins as well.12,31,78
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The condensed tannins procyanidin B1, B2, B3, and B4 are dimeric diastereomers of

(+)-catechin and (-)-epicatechin units (Figures 1.2(a) and 1.2(b)) with the structures:

epicatechin-(4β→8)-catechin, epicatechin-(4β→8)-epicatechin, catechin-(4α→8)-catechin, and

catechin-(4α→8)-epicatechin, respectively (Figure 1.3).7 Procyanidin B1, B2, B3, and B4 adopt

two distinct minimum energy conformations (rotamers) in aqueous solution corresponding to a

‘compact’ rotamer with π-π stacked monomers forming a dihedral angle at the interflavanoid bond

of +95◦ or an ‘extended’ unstacked rotamer with a dihedral angle of -81◦ (Figure 1.4).56
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1.3(b) procyanidin B2
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1.3(c) procyanidin B3

O

OH

O
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OH

OH
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HO
OH

1.3(d) procyanidin B4

Figure 1.3. Procyanidin B1, B2, B3, and B4
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1.4(a) procyanidin B1 compact rotamer 1.4(b) procyanidin B1 extended rotamer

1.4(c) procyanidin B2 compact rotamer 1.4(d) procyanidin B2 extended rotamer

1.4(e) procyanidin B3 compact rotamer 1.4(f) procyanidin B3 extended rotamer

1.4(g) procyanidin B4 compact rotamer 1.4(h) procyanidin B4 extended rotamer

Figure 1.4. Compact and extended rotamers of procyanidin B1, B2, B3, and B4*

*atomic coordinates of compact and extended rotamers of procyanidin B1, B2, B4, and the
compact rotamer of procyanidin B3 provided by Dr. Michel Laguerre, Institut Européen de
Chimie et de Biologie, 33607 Pessac, France.
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Rannulu and Cole used ESI-MS to probe the relative binding affinities (relative binding

strengths) of procyanidin B1, B2, B3, and B4 for the Histatin 5 salivary peptide in aqueous so-

lution. The ESI-MS studies used 10 µM Histatin 5 and 40 µM of procyanidin B1, B2, B3, and B4

at acidic pH. Binding strength quotients were calculated for each procyanidin diastereomer using

equation (1).57

binding strength quotient =

sum of peak intensities for all charge states and stoichiometries of the tannin-peptide complex
sum of peak intensities for all charge states of the unbound peptide

(1)

The relative binding affinities of procyanidin diastereomers in solution were ranked according to

their corresponding binding strength quotients: B1 > B4 > B2 > B3 (Table 1.4). Rannulu and

Cole also determined gas-phase dissociation quotients (the resistance of procyanidin-Histatin 5

complexes to collision-induced dissociation (CID)) for each procyanidin diastereomer.

Table 1.4. ESI-MS binding strength quotients and gas-phase dissociation quotients (averaged
over several trials) +/- 1 standard deviation of procyanidin B1, B2, B3 and B4 with Histatin 5
(PCB: Procyanidin B)

PCB Binding strength quotient Rank

PCB1 0.36 +/- 0.01 1
PCB4 0.32 +/- 0.02 2
PCB2 0.27 +/- 0.03 3
PCB3 0.210 +/- 0.004 4

PCB Gas-phase dissociation quotient Rank

PCB4 1.4 +/- 0.2 1
PCB2 4.1 +/- 0.5 2
PCB1 8 +/- 3 3
PCB3 14 +/- 3 4

The gas-phase dissociation quotients were calculated using equation (2). The relative binding
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gas-phase dissociation quotient =

sum of peak intensities for the dissociated product ions
peak intensity for the precursor ion

(2)

affinities of procyanidin diastereomers in the gas phase were ranked according to their correspond-

ing gas phase dissociation quotients: B4 > B2 > B1 > B3 (Table 1.4). The binding strength quo-

tients and gas-phase dissociation quotients of procyanidins somewhat differed, suggesting that the

relative binding affinities of procyanidins in solution and in the gas phase might also differ.

The Fast Rigid Exhaustive Docking (FRED) program performs rigid-body docking of a set

of ligand conformers to a fixed protein receptor in implicit aqueous solvent.58,59 FRED calcu-

lates a score for each pose using an empirical scoring function and ranks the ligands according

to their scores. A lower score corresponds to a stronger binding pose, and the rank of each lig-

and corresponds ideally to its relative binding affinity. FRED also outputs atomic coordinates for

the highest ranked poses of docked ligands, which can be subjected to further optimization. The

compact and extended rotamers of procyanidin B1, B2, B3, and B4 were docked to Histatin 5

with FRED, and subsequently optimized in molecular dynamics (MD) simulations using the As-

sisted Model Building with Energy Refinement (AMBER) software suite42 to further investigate

procyanidin-Histatin 5 binding mechanisms in the ESI-MS experiments by Rannulu and Cole.

11



Methods

In-house scripts for processing MD trajectory data were written using Python 2.5.6 or For-

tran 90 unless otherwise indicated. Two-dimensional chemical structures were drawn with Chem-

Draw version 13.0.61 Three-dimensional structures were rendered in PyMOL version 1.362 or

VMD version 1.9.146 and data were plotted with gnuplot version 4.4.

Atomic coordinates for the compact and extended rotamers of procyanidin B1, B2, and B4,

and the compact rotamer of procyanidin B3 were provided by Dr. Michel Laguerre of the Institut

Européen de Chimie et de Biologie, Pessac, France. The extended rotamer of procyanidin B3 was

obtained by manual rotation of the interflavanoid bond of the compact procyanidin B3 rotamer in

PyMOL.

Structural data for the Histatin 5 peptide was not available from a protein structure database. A

Histatin 5 structure was therefore generated with CS23D2.0,64 a web server for protein structure

prediction from sequence data and NMR chemical shifts. Proton chemical shifts for Histatin 5

in 10 mM phosphate/H2O buffer from a conformational study of Histatin 5 by Lajoie et al. were

used as input for CS23D2.0 (Table 1.5).29 CS23D2.0 was executed with the “number of GAFolder

iterations” set to 100. The final structure reliability for Histatin 5 generated by CS23D2.0 was out-

put as poor. Secondary structure analysis with PyMOL indicated a helical conformation for most

of the length of the Histatin 5 structure. Further optimization of side chain rotamers of the His-

tatin 5 structure was performed manually using the PyMOL Mutagenesis Wizard to reduce steric

clashes of side chain heavy atoms. Simulations of the resulting structure were implemented with

the sander module of AMBER 942 using the ff03 force field65 with periodic boundary conditions.

All bond lengths were constrained with the SHAKE algorithm and long-range electrostatics were

treated with the particle-mesh Ewald (PME) method. The Histatin 5 structure was neutralized by

addition of 5 chloride ions and solvated in a box of 986 TIP3P66 explicit waters. Fifty cycles of the

steepest descent method followed by 50 cycles of conjugate gradient minimization were used with
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Table 1.5. 1H NMR chemical shifts for Histatin 5 in 10 mM phosphate/H2O buffer at pH 7.5
(Data are from “D. Brewer, H. Hunter, and G. Lajoie. NMR Studies of the Antimicrobial Salivary
Peptides Histatin 3 and Histatin 5 in Aqueous and Nonaqueous Solution. Biochem. Cell Biol., 76:
247–256, 1998, Table 1”)

Residue NH CαH CβH Others

Asp1 4.25 2.72
Ser2 8.73 4.39 3.76, 3.82
His3 8.54 4.61 3.15, 3.25 4H 7.26, 2H 8.23
Ala4 8.15 4.22 1.32
Lys5 8.36 4.20 1.61 CγH 1.35, CδH 1.72, CεH 2.91, NH 7.49
Arg6 8.24 4.19 1.61 CγH 1.52, CδH 3.10, NH 7.11
His7 8.50 4.61 3.09, 3.15 4H 7.21, 2H 8.23
His8 8.58 4.62 3.10, 3.16 4H 7.22, 2H 8.20
Gly9 8.47 3.87
Tyr10 8.08 4.50 2.92 3,5H 7.11, 2,6H 6.73
Lys11 8.21 4.21 1.62 CγH 1.29, CδH 1.72, CεH 2.91, NH 7.49
Arg12 8.25 4.20 1.64 CγH 1.57, CδH 3.10 NH 7.09
Lys13 8.26 4.22 1.51 CγH 1.23, 1.30, CδH 1.62, CεH 2.75, NH 7.69
Phe14 8.19 4.51 2.79, 2.94 2,6H 7.13, 3,5H 7.24, 4H 7.31
His15 8.67 4.67 3.12, 3.23 4H 7.20, 2H 8.34
Glu16 8.29 4.21 1.88, 1.94 CγH 2.23
Lys17 8.28 4.20 1.62 CγH 1.35, CδH 1.69, CεH 2.91, NH 7.49
His18 8.53 4.60 3.14, 3.19 4H 7.21, 2H 8.23
His19 8.37 4.58 3.07, 3.16 4H 7.15, 2H 8.20
Ser20 8.44 4.37 3.77, 3.87
His21 8.62 4.67 3.11, 3.20 4H 7.22, 2H 8.23
Arg22 8.42 4.26 1.69, 1.73 CγH 1.53, CδH 2.85, NH 7.11
Gly23 8.42 3.86
Tyr24 8.05 4.53 2.89, 2.94 3,5H 6.73, 2,6H 7.19

an 8 Å nonbonded cutoff to minimize the system. The system was equilibrated for 10 ps in MD

simulations with a 9 Å nonbonded cutoff and a 1 fs time step under constant volume and temper-

ature (NVT) conditions at 298 K using the weak coupling algorithm with a 0.5 ps time constant,

followed by 140 ps of equilibration under constant temperature and pressure (NTP) conditions at

298 K and 1 bar. MD simulations were subsequently run under constant NTP conditions at 600 K

for up to 0.5 ns, then cooled to 298 K at random time steps in order to obtain conformers potentially

sampled by a Histatin 5 random coil. Six Histatin 5 conformers were selected for further analysis.
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All atom and backbone atom root-mean-square deviations (RMSDs) of the six conformers were

measured using the RMSD trajectory tool plugin in VMD. All atom RMSDs between pairs of the

six conformers ranged from 3.4 to 9.1 Å, while backbone RMSDs ranged from 2.0 to 8.3 Å.

Receptor files were prepared in OEB format from the six Histatin 5 conformers with the FRED

receptor GUI.58,59 Receptor files were created by extending a box around the volume of each con-

former and the inner and outer contours were disabled. FRED was used with the default scoring

function, Chemgauss3, to dock the compact and extended rotamers of procyanidin B1, B2, B3, and

B4 to each Histatin 5 conformer. The Chemgauss3 score for each ligand is a sum of the following

components: steric, desolvation, acceptor, donor, and metal. The steric component accounts for

increased van der Waals interactions between the docked ligand and the receptor, and desolvation

of hydrogen bond acceptors and donors on the receptor by lipophilic ligand atoms. The desolvation

component assesses an energy penalty for interactions between hydrogen bond donors/acceptors

on the ligand with solvent waters that are blocked by the receptor. The acceptor component ac-

counts for interactions between hydrogen bond acceptors on the ligand and hydrogen bond donors

on the receptor, whereas the donor component accounts for interactions of hydrogen bond donors

on the ligand with hydrogen bond acceptors on the receptor. The metal component accounts for

interactions between ligand metal coordinating atoms and metals on the receptor, but was not ap-

plicable in this instance. The clash scale was set to 0.25, 0.5, or 0.75. A higher clash scale invokes

a stricter energy penalty for steric clashes between atoms. A clash scale of 0.75 did not yield

docking solutions for every procyanidin rotamer docked with FRED. However, every procyanidin

diastereomer bound Histatin 5 in the ESI-MS experiments by Rannulu and Cole. In order to avoid

omission of relevant docking solutions due to an overly conservative clash scale, only docking

simulations with the clash scale set to 0.25 were subjected to further analysis.

The highest ranked poses of the compact and extended rotamers of procyanidin B1, B2, B3,

and B4 docked to the six Histatin 5 conformers with FRED were optimized in liquid-phase and
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gas-phase MD simulations with the sander module of AMBER 11 using the ff03 force field. The

SHAKE algorithm was used to constrain bond lengths involving hydrogens. Partial charges for

procyanidin atoms were fit to electrostatic potentials derived from closed-shell restricted

Hartree-Fock calculations with the augmented cc-pVTZ basis set using the NWChem software

package version 6.1.67 Additional parameters for the procyanidins were obtained from the gaff68

parameter set in the antechamber69 module of AMBER.

Liquid-phase MD optimization of procyanidins docked to Histatin 5 conformers was per-

formed under periodic boundary conditions. Long-range electrostatics were handled with the PME

method. Docked structures were neutralized by addition of 5 chloride ions and solvated in boxes

of approximately 800 to 1100 TIP3P explicit waters. Each system was minimized with 50 cycles

of the steepest descent method followed by 50 cycles of conjugate gradient minimization using a

12 Å nonbonded cutoff. Equilibration was performed for 10 ps with a 12 Å nonbonded cutoff and

a 1 fs time step under NVT conditions at 298 K using Langevin dynamics temperature regulation

with a collision frequency of 1 ps−1, followed by 160 ps of equilibration under constant NTP con-

ditions at 298K and 1 bar. MD simulations were subsequently run under constant NTP conditions

at 298 K for 1 ns. The total energy of a liquid-phase optimized Histatin 5 conformer bound to the

compact and extended rotamers of procyanidin B1 remained roughly constant throughout the 1 ns

trajectories, indicating simulations of liquid-phase optimized procyanidin-Histatin 5 complexes

were stable (Figure 1.5). All-atom and backbone-atom RMSDs of the Histatin 5 conformer bound

to the compact and extended rotamers of procyanidin B1 during the last 100 ps of equilibration

followed by 1 ns of MD optimization in the liquid phase were assessed with respect to the initial

configuration using the AMBER ptraj program. Following equilibration, backbone-atom RMSDs

of the Histatin 5 conformer bound to the compact and extended rotamers of procyanidin B1 grad-

ually increased throughout the 1 ns trajectories, while all-atom RMSDs appeared to remain stable

(Figure 1.6). Liquid-phase simulations of unbound compact and extended rotamers of procyanidin

B1, B2, B3, and B4 were run for 1 ns at 298 K using a similar method. No conformational changes
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1.5(a) compact rotamer of procyanidin B1 bound to Histatin 5
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1.5(b) extended rotamer of procyanidin B1 bound to Histatin 5

Figure 1.5. Total, potential, and kinetic energy of the compact and extended rotamers
of procyanidin B1 bound to a Histatin 5 conformer during 1 ns of MD simulation in the
liquid phase (kcal/mol)
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Figure 1.6. RMSDs of compact and extended rotamers of procyanidin B1 bound to a His-
tatin 5 conformer during the last 100 ps of equilibration and 1 ns of MD simulation in the
liquid phase (Å)
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were observed between compact and extended forms in liquid-phase simulations of bound and un-

bound procyanidins.

The strongest peaks observed for procyanidin-Histatin 5 complexes in the ESI-MS studies by

Rannulu and Cole had a 1:1 binding stoichiometry and a net charge of +5. In addition, the charge

state distribution of procyanidin-Histatin 5 complexes was the same as for the unbound peptide.

Thus, it was assumed Histatin 5 possessed all the charge contained in the complexes, while pro-

cyanidins bound as neutral species. Gas-phase MD optimization of procyanidins docked to His-

tatin 5 conformers was performed in vacuo with periodic boundary conditions disabled and the

electrostatic interactions calculated directly. Docked structures were not neutralized by addition

of ions in order to simulate the +5 net charge of procyanidin-Histatin 5 complexes in the ESI-MS

experiments by Rannulu and Cole. Each system was minimized with 50 cycles of the steepest de-

scent method followed by 50 cycles of conjugate gradient minimization using a nonbonded cutoff

of 999 Å. The systems were equilibrated for 170 ps with a 999 Å nonbonded cutoff at a constant

temperature of 298 K using Langevin dynamics temperature regulation with a collision frequency

of 1 ps−1. The temperature was increased from 298 K to 448 K during an additional 100 ps of equi-

libration as done in previous studies to simulate typical conditions in ESI-MS experiments.70–74

MD simulations were subsequently run under constant temperature conditions at 448 K for 1 ns.

The total energy of a gas-phase optimized Histatin 5 conformer bound to the compact and extended

rotamers of procyanidin B1 remained roughly constant, indicating simulations of gas-phase opti-

mized procyanidin-Histatin 5 complexes were stable (Figure 1.7). Following equilibration, signif-

icant fluctuations in all-atom and backbone-atom RMSDs of the gas-phase optimized Histatin 5

conformer bound to the compact and extended rotamers of procyanidin B1 were observed most

likely due to the high temperature conditions used in the simulations (Figure 1.8). Gas-phase sim-

ulations of unbound compact and extended rotamers of procyanidin B1, B2, B3, and B4 were run

for 1 ns at 448 K using a similar method. No conformational changes were observed between

compact and extended forms in the gas-phase simulations of bound and unbound procyanidins.
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1.7(a) compact rotamer of procyanidin B1 bound to Histatin 5
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1.7(b) extended rotamer of procyanidin B1 bound to Histatin 5

Figure 1.7. Total, potential, and kinetic energy of the compact and extended rotamers
of procyanidin B1 bound to a Histatin 5 conformer during 1 ns of MD simulation in the
gas phase (kcal/mol)
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Figure 1.8. RMSDs of compact and extended rotamers of procyanidin B1 bound to a His-
tatin 5 conformer during the last 100 ps of equilibration and 1 ns of MD simulation in the
gas phase (Å)
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Results and Data Analysis

Docked Procyanidin-Histatin 5 Complexes

To compare the docking scores of procyanidin diastereomers with their relative binding affini-

ties derived from ESI-MS, relative binding affinities (relative binding strengths) of the compact

and extended rotamers of procyanidin B1, B2, B3, and B4 were calculated by averaging their

docking scores for the six Histatin 5 conformers using equation (3), and relative binding affinities

of the procyanidin diastereomers were calculated with equation (4). However, the docking score

procyanidin rotamer relative binding affinity =

sum of rotamer docking scores for each Histatin 5 conformer
number of Histatin 5 conformers

(3)

procyanidin diastereomer relative binding affinity =

compact + extended rotamer relative binding affinity
2 rotamers per diastereomer

(4)

distributions of each procyanidin diastereomer were too similar to provide sufficient data to rank

the calculated relative binding affinities of the procyanidin diastereomers (Figure 1.9 and Table S1).

Interatomic distances of nearest-neighbor atoms of procyanidin rotamers docked to the six

Histatin 5 conformers were assessed manually with the PyMOL Measurement Wizard. Various

hydrogen bond forming atoms of the procyanidin polyphenol rings exhibited interatomic distances

of approximately 3 Å with side chain and backbone hydrogen bonding atoms of Histatin 5 (Fig-

ure 1.10). In addition, π-π stacking orientations and interatomic distances approximating the sum

21



-20

-15

-10

-5

 0

 5

 10

 15

 20

 25

 30

 35

 40

PCB1 PCB2 PCB3 PCB4

av
er

ag
e 

do
ck

in
g 

sc
or

e 
(a

rb
itr

ar
y 

un
its

)

procyanidin diastereomer

Figure 1.9. Average docking scores of procyanidin B1, B2, B3, and B4 (PCB1, PCB2, PCB3, and
PCB4) for six conformers of Histatin 5 +/- 2 standard deviations

of van der Waals radii were observed between procyanidin polyphenol rings and phenylalanine,

tyrosine, and histidine rings of Histatin 5 (Figure 1.10(a)).
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1.10(a) procyanidin B1 compact ro-
tamer docked to Histatin 5

1.10(b) procyanidin B1 extended ro-
tamer docked to Histatin 5

1.10(c) procyanidin B2 compact ro-
tamer docked to Histatin 5

1.10(d) procyanidin B2 extended ro-
tamer docked to Histatin 5

1.10(e) procyanidin B3 compact ro-
tamer docked to Histatin 5

1.10(f) procyanidin B3 extended ro-
tamer docked to Histatin 5

1.10(g) procyanidin B4 compact ro-
tamer docked to Histatin 5

1.10(h) procyanidin B4 extended ro-
tamer docked to Histatin 5

Figure 1.10. Interatomic distances of hydrogen bond forming atoms (dashed yellow lines) and
π-π stacking atoms (dashed magenta lines) of compact and extended rotamers of procyanidin B1,
B2, B3, and B4 and a Histatin 5 conformer
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Optimized Procyanidin-Histatin 5 Complexes

Procyanidin-Histatin 5 Binding Energies

Following liquid and gas-phase optimization of procyanidin diastereomers docked to the six

Histatin 5 conformers, procyanidin-Histatin 5 binding energies were calculated using their di-

rect interaction energies (without solvent-mediated interactions such as bridging water molecules)

according to equation (5), and averaged over the 1 ns trajectories using an in-house perl script.

procyanidin-Histatin 5 binding energy =

energy of procyanidin-Histatin 5 complex - Histatin 5 self energy - procyanidin self energy (5)

The direct interaction energy of each procyanidin-Histatin 5 complex was used as an approxi-

mation to its potential energy of binding (binding energy) and, by extension, binding affinity.

To compare the procyanidin-Histatin 5 binding energies of optimized procyanidin diastereomers

with the relative binding affinities derived from ESI-MS, relative binding affinities of the com-

pact and extended rotamers of procyanidin B1, B2, B3, and B4 were calculated by averaging their

procyanidin-Histatin 5 binding energies for the six Histatin 5 conformers using equation (6), and

relative binding affinities of the procyanidin diastereomers were calculated with equation (4).

procyanidin rotamer relative binding affinity =

sum of procyanidin rotamer-Histatin 5 binding energies for each Histatin 5 conformer
number of Histatin 5 conformers

(6)

The calculated relative binding affinities of liquid and gas-phase optimized procyanidin B1,

B2, B3, and B4 were ranked according to their average procyanidin-Histatin 5 binding
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energies: B1 > B4 > B2 > B3 and B2 > B4 > B3 > B1, respectively (Figure 1.11 and Table S3).

The calculated relative binding affinities of liquid-phase optimized procyanidin diastereomers were

consistent with the relative binding relative binding affinities derived from ESI-MS binding strength

quotients, though their average procyanidin-Histatin 5 binding energies were similar to each other

(Figure 1.11(a) and Table 1.4). The calculated relative binding affinities of gas-phase optimized

procyanidin diastereomers were inconsistent with the relative binding affinities derived from

ESI-MS gas-phase dissociation quotients, though again their average procyanidin-Histatin 5 bind-

ing energies were similar to one another (Figure 1.11(b) and Table 1.4). In addition, the distribu-

tions of procyanidin-Histatin 5 binding energies for the six Histatin 5 conformers were small in

both the liquid and gas phase (Figure 1.11).
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1.11(a) liquid-phase procyanidin-Histatin 5 binding energies
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Figure 1.11. Average procyanidin-Histatin 5 binding energies of procyanidin B1, B2, B3, and B4
(PCB1, PCB2, PCB3, and PCB4) for six conformers of Histatin 5 during liquid and gas-phase
simulations +/- about 2 standard errors (kcal/mol)
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Procyanidin Ligand Strain

The self energies of procyanidin ligands bound to Histatin 5 and self energies of unbound

procyanidins were averaged over their 1 ns trajectories using an in-house perl script. The self

energy can be defined as the sum of intramolecular Lennard-Jones and Coulombic interaction en-

ergies as well as bond stretching, bond angle bending, and torsional energy terms. However, only

Lennard-Jones and Coulombic interaction energies were used to calculate the self energies of the

procyanidin ligands. The self energies of bound compact and extended rotamers of procyanidin B1,

B2, B3, and B4 were calculated by averaging their self energies in complex with the six Histatin 5

conformers using equation (7). Strain induced by binding of procyanidin rotamers to Histatin 5 was

measured as the difference between the self energies of bound and unbound rotamers using equa-

tion (8) and strain energies for the procyanidin diastereomers were calculated with equation (9).

bound procyanidin rotamer self energy =

sum of bound rotamer self energies for each Histatin 5 conformer
number of Histatin 5 conformers

(7)

procyanidin rotamer strain energy =

bound - unbound rotamer self energy (8)

procyanidin diastereomer strain energy =

compact + extended rotamer strain energy
2 rotamers per diastereomer

(9)
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The strain energy would include the loss of hydrogen bonds and other favorable non-bonding

intramolecular interactions as well as increases in bond stretching, bond angle bending, and tor-

sional energies, though only Lennard-Jones and Coulombic interactions were included in this in-

stance. The strain energies of liquid-phase optimized procyanidin diastereomers resembled each

other (Figure 1.12(a)). Strain energies of gas-phase optimized procyanidin diastereomers were also

similar to each other (Figure 1.12(b)). In addition, strain energies of the liquid-phase optimized

procyanidin diastereomers were similar to the gas phase (Figure 1.12 and Table S5).
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Figure 1.12. Strain energies of procyanidin B1, B2, B3, and B4 (PCB1, PCB2, PCB3, and PCB4)
during liquid and gas-phase simulations +/- about 2 standard errors (kcal/mol)
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Compact and Extended Procyanidin Rotamer Energies

The difference between the self energy of the compact and extended rotamer of bound pro-

cyanidins was calculated with equation (10), and the difference in the self energy of the compact

and extended rotamer of unbound procyanidins was calculated with equation (11). The compact

bound procyanidin rotamer self energy difference =

compact - extended bound rotamer self energy (10)

unbound procyanidin rotamer self energy difference =

compact - extended unbound rotamer self energy (11)

rotamers of bound and unbound procyanidin B1, B2, and B4 exhibited lower energies than the

extended rotamers in both the liquid and gas phase, while the extended rotamer of procyanidin B3

had a somewhat lower energy than the compact rotamer (Figure 1.13 and Table S7). The differ-

ences in the self energies of compact and extended rotamers of unbound procyanidins in the liquid

phase resembled those in the gas phase (Figure 1.13). Differences in the self energies of bound

compact and extended procyanidin rotamers in the liquid phase also resembled those in the gas

phase (Figure 1.13). In addition, differences in the self energies of compact and extended rotamers

of unbound procyanidins resembled bound procyanidins in both the liquid (Figure 1.13(a)) and gas

phase (Figure 1.13(b)).
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Figure 1.13. Average compact - extended rotamer self energies of procyanidin B1, B2, B3, and B4
(PCB1, PCB2, PCB3, and PCB4) bound to six Histatin 5 conformers and unbound procyanidins
during liquid and gas-phase simulations +/- about 2 standard errors (kcal/mol)
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Procyanidin-Histatin 5 Binding Modes

To investigate potential binding modes of optimized procyanidin-Histatin 5 complexes, binding

energy distributions of the compact and extended rotamers of procyanidin B1, B2, B3 and B4 were

calculated for the six Histatin 5 conformers using energies output every 1000 time steps during

the one nanosecond trajectories. Probabilities of procyanidin-Histatin 5 binding energies in each

trajectory were plotted in histograms containing twenty bins ranging from the minimum to max-

imum binding energy of the trajectory. The binding energy distributions of almost all gas-phase

procyanidin rotamers exhibited a single maxima for each of the six Histatin 5 conformers (Fig-

ure 1.14). The binding energy distributions of most liquid-phase rotamers also exhibited a sin-

gle maxima for each Histatin 5 conformer, though several liquid-phase rotamers displayed two

maxima for some conformers (Figure 1.15). Structures of the procyanidin-Histatin 5 complexes

corresponding to the energy distribution maxima were inspected visually to determine the binding

characteristics of potential procyanidin-Histatin 5 binding modes. Procyanidin B1, B2, B3, and B4

bound multiple sites on the six Histatin 5 conformers in multiple ligand conformations in both the

gas and liquid phase (Figures 1.16 and 1.17, respectively). Gas-phase binding modes mostly ex-

hibited structural characteristics representative of hydrogen bonding interactions, i.e. interatomic

distances of around 3 Å between hydrogen bond forming atoms of procyanidins and side chain and

backbone hydrogen bonding atoms of Histatin 5 (Figure 1.16). However, gas-phase binding modes

also exhibited π-π stacking orientations and interatomic distances approximating the sum of van

der Waals radii between procyanidin polyphenol rings and phenylalanine, tyrosine, and histidine

rings of Histatin 5 (Figure 1.16). The majority of liquid-phase binding modes exhibited hydrogen

bonding and π-π stacking characteristics (Figure 1.17).
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1.14(a) procyanidin B1 compact rotamer
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1.14(b) procyanidin B1 extended rotamer
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1.14(c) procyanidin B2 compact rotamer
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1.14(d) procyanidin B2 extended rotamer
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1.14(e) procyanidin B3 compact rotamer
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1.14(f) procyanidin B3 extended rotamer
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1.14(g) procyanidin B4 compact rotamer
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Figure 1.14. Binding energy distributions of gas-phase procyanidins and Histatin 5 (kcal/mol)
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1.15(a) procyanidin B1 compact rotamer
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1.15(b) procyanidin B1 extended rotamer
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1.15(c) procyanidin B2 compact rotamer
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1.15(d) procyanidin B2 extended rotamer
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1.15(e) procyanidin B3 compact rotamer
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1.15(f) procyanidin B3 extended rotamer
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1.15(g) procyanidin B4 compact rotamer
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Figure 1.15. Binding energy distributions of liquid-phase procyanidins and Histatin 5 (kcal/mol)
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1.16(a) a potential binding mode of the procyanidin
B2 compact rotamer and Histatin 5

1.16(b) a potential binding mode of the procyanidin
B2 extended rotamer and Histatin 5

1.16(c) a potential binding mode of the procyanidin
B4 compact rotamer and Histatin 5

1.16(d) a potential binding mode of the procyanidin
B4 extended rotamer and Histatin 5

Figure 1.16. Potential binding modes of gas-phase optimized procyanidin rotamers and a con-
former of Histatin 5
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1.17(a) a potential binding mode of the procyanidin
B2 compact rotamer and Histatin 5

1.17(b) a potential binding mode of the procyanidin
B2 compact rotamer and Histatin 5

1.17(c) a potential binding mode of the procyanidin
B4 compact rotamer and Histatin 5

1.17(d) a potential binding mode of the procyanidin
B4 compact rotamer and Histatin 5

Figure 1.17. Potential binding modes of liquid-phase optimized procyanidin rotamers and a con-
former of Histatin 5
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Procyanidin-Histatin 5 Intermolecular Interactions

The percentage of nearest-neighbor atom contacts within a distance of 4 Å between

procyanidin diastereomers and each residue of Histatin 5 was calculated by averaging the number

of contacts over the 1 ns trajectories using an in-house tcl script in VMD. To compare

the percentage of nearest-neighbor contacts in liquid versus gas-phase optimized

procyanidin-Histatin 5 complexes, the average percentage of contacts of each rotamer of pro-

cyanidin B1, B2, B3, and B4 for the six Histatin 5 conformers was calculated with equation (12),

and the average percentage of contacts of each procyanidin diastereomer was

calculated with equation (13). More nearest-neighbor contacts were observed in gas

average percentage of procyanidin rotamer contacts =

sum of percentage of rotamer contacts for each Histatin 5 conformer
number of Histatin 5 conformers

(12)

average percentage of procyanidin diastereomer contacts =

compact + extended average percentage of rotamer contacts
2 rotamers per diastereomer

(13)

versus liquid-phase optimized procyanidin-Histatin 5 complexes, though the relative number

of contacts in the gas phase was similar to that in the liquid phase (Figures 1.18-1.21).
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1.18(a) percentage of contacts between liquid-phase optimized procyanidin B1 and
Histatin 5
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1.18(b) percentage of contacts between gas-phase optimized procyanidin B1 and His-
tatin 5

Figure 1.18. Average percentage of nearest-neighbor atom contacts less than 4 Å between pro-
cyanidin B1 and six conformers of Histatin 5 during liquid and gas-phase simulations with standard
errors
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1.19(a) percentage of contacts between liquid-phase optimized procyanidin B2 and
Histatin 5
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1.19(b) percentage of contacts between gas-phase optimized procyanidin B2 and His-
tatin 5

Figure 1.19. Average percentage of nearest-neighbor atom contacts less than 4 Å between pro-
cyanidin B2 and six conformers of Histatin 5 during liquid and gas-phase simulations with standard
errors
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1.20(a) percentage of contacts between liquid-phase optimized procyanidin B3 and
Histatin 5
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1.20(b) percentage of contacts between gas-phase optimized procyanidin B3 and His-
tatin 5

Figure 1.20. Average percentage of nearest-neighbor atom contacts less than 4 Å between pro-
cyanidin B3 and six conformers of Histatin 5 during liquid and gas-phase simulations with standard
errors
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1.21(a) percentage of contacts between liquid-phase optimized procyanidin B4 and
Histatin 5
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1.21(b) percentage of contacts between gas-phase optimized procyanidin B4 and His-
tatin 5

Figure 1.21. Average percentage of nearest-neighbor atom contacts less than 4 Å between pro-
cyanidin B4 and six conformers of Histatin 5 during liquid and gas-phase simulations with standard
errors
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The average percentage of nearest-neighbor contacts for all four procyanidin diastereomers (pro-

cyanidin B1, B2, B3, and B4) was calculated as well using equation (14). More contacts

average percentage of contacts for the four procyanidin diastereomers =

sum of average percentage of contacts for each diastereomer
number of Histatin 5 diastereomers

(14)

were observed in the gas versus liquid-phase optimized procyanidin-Histatin 5 complexes, though

the relative number of contacts in the gas phase was similar to that in the liquid phase (Figure 1.22).

In addition, the relative number of contacts of the procyanidin-Histatin 5 complexes resembled av-

erage changes in the proton chemical shifts of Histatin 5 residues upon titration with EGCG as

determined in 2D NMR studies by Bennick et al (Figures 1.18-1.23).31

The percentage of intermolecular π-π stacking interactions in procyanidin-Histatin 5 com-

plexes was assessed by averaging the number of intermolecular carbon-carbon or carbon-nitrogen

contacts less than 4.0 Å between procyanidin polyphenol rings and aromatic side chain atoms of

Histatin 5 over the 1 ns trajectories using an in-house tcl script in VMD, and by visual inspection

for π-π stacking orientations between the procyanidin polyphenol rings and aromatic side chains

of Histatin 5. The criteria for π-π stacking between procyanidins and Histatin 5 were: intermolec-

ular carbon-carbon or carbon-nitrogen contacts less than 4.0 Å and parallel stacked orientations

between procyanidin polyphenol rings and the aromatic side chains of phenylalanine, tyrosine,

or histidine. In addition, carbon-carbon and carbon-nitrogen bond distances between procyanidin

polyphenol rings and aromatic side chains of Histatin 5 were measured with VMD. To compare
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1.22(a) percentage of contacts between four procyanidin diastereomers and Histatin 5
during liquid-phase optimization
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1.22(b) percentage of contacts between four procyanidin diastereomers and Histatin 5
during gas-phase optimization

Figure 1.22. Average percentage of nearest-neighbor atom contacts less than 4 Å between four
procyanidin diastereomers (procyanidin B1, B2, B3, and B4) and six conformers of Histatin 5
during liquid and gas-phase simulations with standard errors
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Figure 1.23. Average changes in 1H NMR chemical shifts of Histatin 5 residues upon titration
with EGCG with standard deviations (Data are from “K. Wroblewski and R. Muhandiram and
A. Chakrabartty and A. Bennick. The Molecular Interaction of Human Salivary Histatins with
Polyphenolic Compounds. Eur. J. Biochem., 268: 4384–4397, 2001, Table 4”)

π-π stacking in liquid versus gas-phase optimized procyanidin-Histatin 5 complexes, the average

percentage of π-π stacking of each rotamer of procyanidin B1, B2, B3, and B4 for the six His-

tatin 5 conformers was calculated using equation (15), and the average percentage of π-π stacking

of each procyanidin diastereomer was calculated with equation (16).

average percentage of procyanidin rotamer π-π stacking =

sum of the percentage of rotamer π-π stacking for each Histatin 5 conformer
number of Histatin 5 conformers

(15)

average percentage of procyanidin diastereomer π-π stacking =

compact + extended average percentage of rotamer π-π stacking
2 rotamers per diastereomer

(16)

The average percentage of carbon-carbon and carbon-nitrogen contacts was greater in liq-

uid versus gas-phase optimized procyanidin-Histatin 5 complexes, though the relative number

of carbon-carbon and carbon-nitrogen contacts in the gas phase was similar to that in the liquid

phase (Figures 1.24-1.27). In addition, both liquid and gas-phase optimized procyanidin-Histatin 5

complexes exhibited parallel stacked orientations between procyanidin polyphenol rings and
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1.24(a) percentage of contacts between liquid-phase optimized procyanidin B1 and
Histatin 5
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1.24(b) percentage of contacts between gas-phase optimized procyanidin B1 and His-
tatin 5

Figure 1.24. Average percentage of carbon-carbon and carbon-nitrogen contacts less than 4 Å
between procyanidin B1 and six conformers of Histatin 5 during liquid and gas-phase simulations
with standard errors
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1.25(a) percentage of contacts between liquid-phase optimized procyanidin B2 and
Histatin 5
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1.25(b) percentage of contacts between gas-phase optimized procyanidin B2 and His-
tatin 5

Figure 1.25. Average percentage of carbon-carbon and carbon-nitrogen contacts less than 4 Å
between procyanidin B2 and six conformers of Histatin 5 during liquid and gas-phase simulations
with standard errors
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1.26(a) percentage of contacts between liquid-phase optimized procyanidin B3 and
Histatin 5
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1.26(b) percentage of contacts between gas-phase optimized procyanidin B3 and His-
tatin 5

Figure 1.26. Average percentage of carbon-carbon and carbon-nitrogen contacts less than 4 Å
between procyanidin B3 and six conformers of Histatin 5 during liquid and gas-phase simulations
with standard errors
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1.27(a) percentage of contacts between liquid-phase optimized procyanidin B4 and
Histatin 5
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1.27(b) percentage of contacts between gas-phase optimized procyanidin B4 and His-
tatin 5

Figure 1.27. Average percentage of carbon-carbon and carbon-nitrogen contacts less than 4 Å
between procyanidin B4 and six conformers of Histatin 5 during liquid and gas-phase simulations
with standard errors
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aromatic side chains of phenylalanine, tyrosine, and histidine (Figure 1.28). The average percent-

age of carbon-carbon and carbon-nitrogen contacts for all four procyanidin diastereomers (pro-

cyanidin B1, B2, B3, and B4) was calculated as well using equation (17). More carbon-carbon

average percentage of π-π stacking for the four procyanidin diastereomers =

sum of average percentage of π-π stacking for each diastereomer
number of Histatin 5 diastereomers

(17)

1.28(a) π-π stacking between the compact rotamer of pro-
cyanidin B1 and phenylalanine 14 of Histatin 5 during
liquid-phase optimization

1.28(b) π-π stacking between the compact rotamer of pro-
cyanidin B1 and phenylalanine 14 of Histatin 5 during
gas-phase optimization

Figure 1.28. Intermolecular π-π stacking (dashed magenta lines) between a polyphenol ring of the
compact rotamer of procyanidin B1 and phenylalanine 14 of a Histatin 5 conformer during liquid
and gas-phase simulations

and carbon-nitrogen contacts were observed in the liquid versus gas-phase optimized

procyanidin-Histatin 5 complexes, though the relative number of carbon-carbon and carbon-nitrogen

contacts in the gas phase was similar to that in the liquid phase (Figure 1.29). Additionally,

carbon-carbon and carbon-nitrogen bond distances between procyanidin polyphenol rings and aro-

matic side chains of Histatin 5 were similar in the gas and liquid phase (Figures 1.30 and 1.31).
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1.29(a) percentage of contacts between four procyanidin diastereomers and Histatin 5
during liquid-phase optimization
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1.29(b) percentage of contacts between four procyanidin diastereomers and Histatin 5
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Figure 1.29. Average percentage of carbon-carbon and carbon-nitrogen contacts less than 4 Å
between four procyanidin diastereomers (procyanidin B1, B2, B3, and B4) and six conformers of
Histatin 5 during liquid and gas-phase simulations with standard errors
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1.30(a) distance between procyanidin B1 and γ C of
phenylalanine 14
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1.30(b) distance between procyanidin B1 and δ 1C of
phenylalanine 14
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1.30(c) distance between procyanidin B1 and ε1C of
phenylalanine 14
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1.30(d) distance between procyanidin B1 and ζ C of
phenylalanine 14

Figure 1.30. Carbon-carbon bond distances between a polyphenol ring of the compact rotamer of
procyanidin B1 and phenylalanine 14 of a Histatin 5 conformer in the gas phase
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1.31(a) distance between procyanidin B1 and γ C of
phenylalanine 14
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1.31(b) distance between procyanidin B1 and δ 1C of
phenylalanine 14
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1.31(c) distance between procyanidin B1 and ε1C of
phenylalanine 14
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1.31(d) distance between procyanidin B1 and ζ C of
phenylalanine 14

Figure 1.31. Carbon-carbon bond distances between a polyphenol ring of the compact rotamer of
procyanidin B1 and phenylalanine 14 of a Histatin 5 conformer in the liquid phase
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Intermolecular hydrogen bonding between procyanidin rotamers and a Histatin 5 conformer

was assessed with the HBonds Plugin in VMD using a donor-acceptor cutoff distance of 3.2 Å

and a 20◦ cutoff angle. A greater number of Histatin 5 residues participated in hydrogen bonding

in gas-phase versus liquid-phase procyanidin-Histatin 5 complexes (Table 1.6). In addition, the

percentage of hydrogen bonding during the 1 ns trajectories was greater for gas versus liquid-phase

procyanidin rotamers (Table 1.6).
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Table 1.6. Percentage of intermolecular hydrogen bonding during gas and liquid-phase simulations
of procyanidin B1-Histatin 5 complexes (PCB1: procyanidin B1, Side: Side Chain Atom, Main:
Main Chain Atom, Standard three letter abbreviations are used for amino acid residues of Histatin
5 followed by the residue number)

1.6(a) gas-phase optimized compact rotamer of pro-
cyanidin B1 and a Histatin 5 conformer

donor acceptor hydrogen bonds

TYR10-Side PCB1 2.5%
LYS13-Side PCB1 19.6%
PCB1 HIS15-Side 15.3%
HIS15-Side PCB1 2.1%
HIS19-Side PCB1 3.1%
PCB1 TYR24-Side 0.1%
PCB1 PHE14-Main 7.3%
HIS18-Side PCB1 5.7%
PCB1 HIS19-Side 3.8%
PCB1 TYR10-Side 1.0%
PCB1 LYS13-Main 6.4%
TYR24-Side PCB1 0.4%
PCB1 SER20-Side 0.1%
ARG22-Side PCB1 0.9%
PCB1 HIS18-Main 0.5%

1.6(b) liquid-phase optimized compact rotamer of pro-
cyanidin B1 and a Histatin 5 conformer

donor acceptor hydrogen bonds

PCB1 PHE14-Main 42.5%
LYS5-Side PCB1 1.8%
PCB1 ALA4-Main 0.4%
LYS17-Side PCB1 0.1%
HIS15-Side PCB1 1.3%
PCB1 HIS18-Side 0.2%

1.6(c) gas-phase optimized extended rotamer of pro-
cyanidin B1 and a Histatin 5 conformer

donor acceptor hydrogen bonds

PCB1 HIS15-Side 1.3%
ARG6-Side PCB1 4.9%
ASP1-Main PCB1 21.3%
LYS5-Side PCB1 14.5%
PCB1 TYR10-Side 0.1%
PCB1 ASP1-Side 56.7%
TYR10-Side PCB1 0.6%
PCB1 PHE14-Main 1.1%
SER2-Side PCB1 29.6%
SER2-Main PCB1 13.5%
PCB1 SER2-Side 2.1%

1.6(d) liquid-phase optimized extended rotamer of pro-
cyanidin B1 and a Histatin 5 conformer

donor acceptor hydrogen bonds

PCB1 PHE14-Main 6.9%
LYS13-Side PCB1 1.7%
LYS5-Side PCB1 3.6%
ARG22-Side PCB1 1.2%
TYR10-Side PCB1 0.9%
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Discussion

Tannin binding to salivary peptides is attributed to both hydrophilic and hydrophobic mech-

anisms.75,76 Predominantly hydrophilic binding interactions have been proposed for condensed

tannins through hydrogen bonding of their phenolic hydroxyl groups, whereas hydrolyzable tan-

nins have been suggested to bind via mostly hydrophobic interactions through π-π stacking of

their phenolic rings.51 However, condensed tannins were found to bind proline rings of PRPs via

π-π stacking of their polyphenol rings, and the relative binding affinities of a selection of tannins,

including both hydrolyzable tannins and condensed tannin monomers, corresponded to the num-

ber of aromatic rings available for π-π stacking.31,77,78 In addition, the binding mechanism for the

condensed tannin diastereomers procyanidin B1, B2, B3, and B4 to the 14 residue PRP IB714 was

found to depend on the concentration of procyanidins, with hydrophilic interactions occurring at

concentrations below the critical micelle concentration (CMC), while above the CMC, both hy-

drophilic and hydrophobic interactions were observed.42,43

Association constants for self aggregation of procyanidin diastereomers were measured to

be around 6 M−1.79 2D NMR studies of procyanidin binding to IB714 were performed below

their self association constants, though self aggregation was taken into account when calculating

procyanidin-IB714 dissociation constants.42,43 The procyanidin-IB714 binding studies used 1 mM

peptide and 1 to 7 mM of procyanidins in 12% ethanol and 5 mM acetic acid at pH 3.5.43 CMCs

for procyanidin B1, B2, B3, and B4 range from 19 to 28 mM.79 The procyanidin-IB714 binding

studies demonstrated that the tendency for procyanidin diastereomers to adopt the extended versus

compact rotamer determined their relative binding affinities for IB714 in aqueous solution.42,43 Be-

low the CMC and at a tannin:peptide molar ratio > 2, the tendency for procyanidin diastereomers

to adopt the extended rotamer correlated with the amount of IB714 peptide precipitated. Above

the CMC, the conformational preference of procyanidins did not influence their binding to IB714

due to the effects of tannin aggregation. Procyanidin B2 had the highest percentage of extended

rotamer (45%), followed by B4(17%), B1(8%), and B3(5%).56 Below the CMC, the dissociation
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constants of procyanidin B1, B2, B3, and B4 for IB714 were calculated to be 2.9 mM, 1.1 mM,

8.0 mM, and 2.5 mM, respectively, and the number of IB714 binding sites for procyanidin B1,

B2, B3, and B4 were found to be 3.0, 3.2, 3.0, and 3.5, respectively. Thus, the relative binding

affinities of the procyanidin diastereomers for IB714 were ranked: B2 > B4 > B1 > B3. Since

the ESI-MS studies by Rannulu and Cole used procyanidins at concentrations below their CMCs,

both compact and extended rotamers of procyanidin B1, B2, B3, and B4 were docked to the six

Histatin 5 conformers with FRED to adequately sample the most significant conformations con-

tributing to procyanidin binding to Histatin 5.

PRPs possess a large number of tandem repeated proline-rich binding sites, which contributes

to their high tannin binding affinities.80,81 In addition, PRPs have a tendency to adopt a left handed

polyproline-II (PPII) helix in which the protein backbone is extended and flexible.41,82,83 The ex-

tended conformation of PRPs increases the availability of tannin binding sites when compared

with more globular proteins such as BSA.34,80 Changes in the tertiary structure of 19mer and

22mer PRPs upon tannin binding were not observed with 2D NMR.84,85 However, tertiary struc-

tural changes have been observed upon binding of tannins to longer peptides such as a 209 residue

proline-rich dephosphorylated β -casein protein and the 70 residue PRP IB-5.19,86,87 Dissociation

constants for flavan-3-ol binding to IB-5 could not be measured with ITC most likely due to con-

formational changes in the peptide upon tannin binding.86 2D NMR studies indicate EGCG binds

residual PPII helical structures on IB-5, resulting in increased structural content of the peptide.88

Furthermore, below the CMC, procyanidin B3 was observed to bind IB714 via anchorage to spe-

cific sites on the protein backbone, resulting in reduced conformational disorder of the peptide.41

2D NMR studies have shown that Histatin 5 adopts a random coil in aqueous solution.29,30 In-

trinsically unstructured proteins (IUPs) like Histatin 5 have been found to possess a high net charge

and/or a large number of polar amino acids.89,90 Histatin 5 possesses a net charge of +5 in aqueous

solution at neutral pH as well as a large number of polar and aromatic residues, including histi-
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dine, tyrosine, phenylalanine, lysine, and arginine (Table 1.3).52 2D NMR studies of Histatin 5

binding to EGCG used 3 mM peptide and 12.6 mM EGCG in 100 mM oxalate buffer.31 In the

EGCG-Histatin 5 binding studies, the EGCG-Histatin 5 dissociation constant was determined to

be about 1 mM with 6.6 EGCG binding sites per peptide, though another study detected little or no

binding and precipitation of Histatin 5 by EGCG.31,78 In addition, no changes in the tertiary struc-

ture of Histatin 5 were detected upon binding EGCG.31 Significant changes in the average chemical

shifts of aromatic residues of Histatin 5, including histidine, tyrosine, and phenylalanine, and also

the basic residues arginine and lysine were detected upon binding EGCG (Figure 1.23).31 More-

over, site directed mutagenesis of histidine, tyrosine/phenylalanine, lysine, or arginine residues

of Histatin 7, a C-terminal fragment of Histatin 5, resulted in loss of EGCG binding to the al-

tered sites. Despite minor decreases in average chemical shifts of unaltered residues of Histatin 7,

the pattern of binding for the remaining amino acids did not change. The average chemical shift

changes of Histatin 5 and Histatin 7 upon binding EGCG were concluded to be due to hydropho-

bic interactions between aromatic rings of EGCG and histidine imidazole rings, the aromatic side

chains of phenylalanine and tyrosine, and hydrophobic sections of the side chains of lysine and

arginine.31 Thus, it was hypothesized that histidine, tyrosine, phenylalanine, lysine, and arginine

residues of Histatin 5 could bind procyanidin B1, B2, B3, and B4 in multiple peptide backbone

conformations in aqueous solution. The protein structure prediction web server CS23D2.0 was

used to obtain atomic coordinates for Histatin 5, followed by random selection of six potential

Histatin 5 conformers from long MD simulations of the CS23D2.0 generated Histatin 5 structure

with the sander module of AMBER. Histatin 5 receptors were prepared from the six Histatin 5

conformers using the FRED receptor GUI with the inner and outer contours disabled to allow for

docking of procyanidins to multiple tannin binding sites on Histatin 5.

Refinement of docked ligands using a molecular mechanics force field improves identification

of hits in virtual drug screening.91,92 Structures of procyanidins docked to six Histatin 5 con-

formers were optimized in MD simulations with the sander module of AMBER. As in aqueous
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solution, Histatin 5 had a +5 net charge during liquid-phase optimization of procyanidins docked

to the Histatin 5 conformers, which was neutralized by the addition of 5 chloride ions.52 Unbound

Histatin 5 and procyanidin-Histatin 5 complexes had a +5 net charge in the EMS-MS experiments

by Rannulu and Cole, though unbound procyanidins were neutral. Therefore, during gas-phase

optimization, structures of procyanidins docked to the six Histatin 5 conformers were not neutral-

ized by addition of chloride ions in order to simulate the +5 net charge of procyanidin-Histatin 5

complexes in the ESI-MS experiments by Rannulu and Cole.

In order to compare the docking scores of procyanidin B1, B2, B3, and B4 with their relative

binding affinities derived from ESI-MS, relative binding affinities of the procyanidin diastereomers

were calculated by averaging their docking scores for the six potential Histatin 5 conformers. How-

ever, the similarity of docking score distributions of the procyanidin diastereomers precluded rank-

ing their calculated relative binding affinities (Figure 1.9). In addition, the interatomic distances of

docked procyanidins and six Histatin 5 conformers were assessed with the PyMOL Measurement

Wizard. Potential hydrogen bonding interactions were observed between hydrogen bond forming

atoms of the procyanidin polyphenol rings and side chain and backbone hydrogen bonding atoms

of Histatin 5 (Figure 1.10). In addition, potential π-π stacking interactions were observed between

procyanidin polyphenol rings and phenylalanine, tyrosine, and histidine rings of Histatin 5 (Fig-

ure 1.10(a)).

The procyanidin-Histatin 5 binding energies of optimized procyanidin B1, B2, B3, and B4 were

compared to their relative binding affinities derived from ESI-MS by averaging their

procyanidin-Histatin 5 binding energies for the six Histatin 5 conformers. The average

procyanidin-Histatin 5 binding energies of gas-phase procyanidin-Histatin 5 complexes were around

30 kcal/mol lower than the liquid phase, most likely due to enhanced electrostatic interactions in the

gas phase and/or loss of solvent mediated interactions in the liquid phase since only direct interac-

tion energies (without solvent-mediated interactions) were used to calculate the
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procyanidin-Histatin 5 binding energies (Figure 1.11).44,45 The calculated relative binding affini-

ties of liquid-phase procyanidin diastereomers were consistent with the relative binding affinities

derived from ESI-MS, though their average procyanidin-Histatin 5 binding energies were similar

to each other (Figure 1.11(a) and Table 1.4). However, the calculated relative binding affinities

of gas-phase procyanidin diastereomers were not consistent with the relative binding affinities

derived from ESI-MS, though again their average procyanidin-Histatin 5 binding energies were

comparable to each other, suggesting the general relationship among the relative binding affini-

ties of liquid-phase procyanidin diastereomers does not change appreciably in the gas phase (Fig-

ure 1.11(b) and Table 1.4). In addition, the binding energies of each procyanidin diastereomer for

the six Histatin 5 conformers were similar as evidenced by the narrowness of their distributions

(Figure 1.11).

Strain energies of procyanidin B1, B2, B3, and B4 induced by binding Histatin 5 were calcu-

lated as the difference between the self energies of bound and unbound procyanidins. The strain

energies were small enough to be neglected in calculations of the relative binding affinities of

the procyanidin diastereomers for Histatin 5 (Figure 1.12). The strain energies of liquid-phase

procyanidins were similar to each other, indicating little or no difference in the strain induced in

each procyanidin ligand upon binding Histatin 5 (Figure 1.12(a)). The strain energies of gas-phase

procyanidin diastereomers were also similar to each other, again indicating that differences in the

strain induced in each procyanidin ligand upon binding Histatin 5 were small (Figure 1.12(b)).

Additionally, the strain energies of liquid and gas-phase procyanidin diastereomers were similar

(Figure 1.12).

Differences in the self energies of compact and extended rotamers of procyanidin B1, B2,

B3, and B4 in complex with Histatin 5 were calculated by subtracting the average self energy

of the extended rotamer for the six Histatin 5 conformers from the average self energy of the

compact rotamer for the six Histatin 5 conformers. Differences in the self energies of compact
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and extended rotamers of unbound procyanidin diastereomers were calculated by subtracting the

self energy of the extended rotamer from the self energy of the compact rotamer. The compact

π-π stacked rotamers of procyanidin B1, B2, and B4 exhibited lower energies than the extended

unstacked rotamers in agreement with previous studies (Figure 1.13).56 However, the extended

rotamer of procyanidin B3 had a somewhat lower energy than the compact rotamer possibly

due to the method used for calculation of the procyanidin self energies which included only the

Lennard-Jones and Coulombic energy terms or perhaps insufficient sampling during the 1 ns MD

trajectories (Figure 1.13). Differences in the self energies of compact and extended rotamers of

procyanidins complexed with Histatin 5 in liquid-phase simulations resembled those in the gas

phase, indicating the self energies of compact and extended rotamers of liquid-phase bound pro-

cyanidins did not change relative to one another in the gas phase (Figure 1.13). Differences in

the self energies of compact and extended rotamers of unbound procyanidins in liquid-phase sim-

ulations also resembled the gas phase, again indicating the self energies of compact and extended

rotamers of liquid-phase unbound procyanidins did not change relative to one another in the gas

phase (Figure 1.13). In addition, differences in the self energies of compact and extended rotamers

of unbound procyanidins resembled those of bound procyanidins in the liquid (Figure 1.13(a)) and

gas phase (Figure 1.13(b)).

NMR studies employing time-averaged Nuclear Overhauser Effects (NOEs) demonstrated that

multiple conformations of EGCG bound several sites of a PRP heptapeptide.93 Visual inspection of

structures corresponding to maxima in the energy distributions of optimized

procyanidin-Histatin 5 complexes suggests that the compact and extended conformations of pro-

cyanidin B1, B2, B3, and B4 bind multiple sites on Histatin 5 as well (Figures 1.16 and 1.17). In

addition, both gas and liquid-phase binding modes of procyanidin-Histatin 5 complexes exhibited

hydrogen bonding and π-π stacking characteristics, though gas-phase binding modes appeared to

exhibit more hydrogen bonding and less π-π stacking than liquid-phase binding modes as expected

(Figures 1.16 and 1.17).
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The percentage of nearest-neighbor contacts in liquid-phase procyanidin-Histatin 5 complexes

was compared with the percentage of nearest-neighbor contacts in the gas phase by averaging the

percentage of contacts of each procyanidin diastereomer for the six Histatin 5 conformers. The

number of nearest-neighbor contacts in gas-phase procyanidin-Histatin 5 complexes was greater

than the liquid phase, though the relative number of contacts in the gas phase resembled that

in the liquid phase, suggesting some residual liquid-phase contacts may be retained in gas-phase

procyanidin-Histatin 5 complexes (Figures 1.18-1.21). The average percentage of nearest-neighbor

contacts for the four procyanidin diastereomers was also greater in the gas versus liquid phase,

though the relative number of contacts in the gas phase resembled that in the liquid phase, again

suggesting some residual liquid-phase contacts were retained in the gas phase (Figure 1.22).

The percentage of intermolecular π-π stacking in liquid-phase procyanidin-Histatin 5 com-

plexes was compared with the percentage of π-π stacking in the gas phase by averaging the

percentage of aromatic carbon-carbon or carbon-nitrogen contacts between procyanidin diastere-

omers and Histatin 5 for the six Histatin 5 conformers, and by visual inspection for intermolecular

π-π stacking characteristics. The average percentage of carbon-carbon and carbon-nitrogen con-

tacts was greater in liquid versus gas-phase procyanidin-Histatin 5 complexes, though the relative

number of carbon-carbon and carbon-nitrogen contacts in the gas phase resembled that in the liquid

phase, suggesting some residual π-π stacking was retained in the gas-phase

procyanidin-Histatin 5 complexes (Figures 1.24-1.27). Additionally, π-π stacking characteris-

tics were visually detected in both liquid and gas-phase procyanidin-Histatin 5 complexes (Fig-

ure 1.28). The average percentage of carbon-carbon and carbon-nitrogen contacts for all four

procyanidin diastereomers was also greater in the liquid versus gas phase, though the relative num-

ber of carbon-carbon and carbon-nitrogen contacts in the gas phase resembled that in the liquid

phase (Figure 1.29). In addition, carbon-carbon and carbon-nitrogen bond distances between the

procyanidin diastereomers and Histatin 5 were similar in the gas and liquid phase, suggesting some
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residual π-π stacking was retained in the gas-phase complexes (Figures 1.30 and 1.31).

Intermolecular hydrogen bonding in liquid-phase procyanidin-Histatin 5 complexes was com-

pared with hydrogen bonding in the gas phase using the HBonds Plugin in VMD. The num-

ber of Histatin 5 residues involved in hydrogen bonding was greater for gas versus liquid-phase

procyanidin-Histatin 5 complexes (Table 1.6). Also, the percentage of hydrogen bonding during

the MD simulations was greater for gas versus liquid-phase complexes (Table 1.6). Thus, a greater

number and percentage of hydrogen bonding interactions were observed in gas versus liquid-phase

procyanidin-Histatin 5 complexes, though fewer π-π stacking interactions, most likely due to the

reduced permittivity of the gas phase.44,45

Calculations of the procyanidin-Histatin 5 binding energies of procyanidin B1, B2, B3, and B4

using liquid-phase optimization of procyanidin-Histatin 5 complexes were unable to definitively re-

produce the relative binding affinities of procyanidin diastereomers derived from ESI-MS binding

strength quotients. Also, calculations of the procyanidin-Histatin 5 binding energies of procyani-

din B1, B2, B3, and B4 using gas-phase optimization of procyanidin-Histatin 5 complexes did not

coincide with the relative binding affinities of procyanidin diastereomers derived from ESI-MS

gas-phase dissociation quotients. Again, it should be noted that only direct interaction energies be-

tween the procyanidin ligands and Histatin 5 were included in these calculations without the effects

of solvent and other components of the system. Free energy calculations, which include entropic

and desolvation effects not taken into account in docking and MD simulations, could be used to

more accurately estimate the relative binding affinities derived from ESI-MS.55,57,59,60,97,98,100–104

Also, molecular mechanics force fields have been reported to be too rigid to accurately model tan-

nin conformations in solution.105 Interestingly, no interconversions between compact and extended

rotamers of the procyanidin diastereomers were observed during one nanosecond MD simulations

of the unbound or bound procyanidins in the liquid or gas phase. In addition, the binding strength

quotients of procyanidin B1, B2, B3, and B4 for Histatin 5 were of the same order of magnitude
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and the gas-phase dissociation quotients of procyanidin B1, B2, B3, and B4 for Histatin 5 were of

the same order of magnitude. Dissociation constants of the procyanidin diastereomers for IB714

from previous studies (vide supra) were also of the same order of magnitude.43 Thus, the algo-

rithms and force fields used in this study were unable to effectively reproduce the relative binding

affinities of procyanidin diastereomers for Histatin 5 as determined in the ESI-MS experiments by

Rannulu and Cole. However, analogous to previous studies, the correspondence between bind-

ing mode characteristics, including procyanidin-Histatin 5 binding energies, ligand self energies,

nearest-neighbor contacts, hydrophobic contacts, and carbon-carbon/carbon-nitrogen bond dis-

tances in liquid and gas-phase MD simulations suggests that residual structural features of

liquid-phase procyanidin-Histatin 5 complexes may be retained under gas-phase ESI-MS con-

ditions, though simulations were run for only one nanosecond.70–74 It should be noted that the

procyanidin-Histatin 5 binding energies and the self energies of bound procyanidins were weighted

equally when averaged over the six Histatin 5 conformers, though Boltzmann weighted averages

would seem more appropriate. However, assuming the conformations sampled by a Histatin 5

random coil should be relatively close in energy and the energy differences between the com-

pact and extended rotamers of each procyanidin are small enough to be neglected, averages of the

procyanidin-Histatin 5 binding energies and procyanidin self energies using equal weights could

be applicable in this instance.

The relative number of nearest-neighbor contacts between Histatin 5 residues and procyanidin

diastereomers resembled average changes in proton chemical shifts of Histatin 5 residues upon

titration with EGCG as determined by Bennick et al.31 such that a greater number of contacts

corresponded to a larger average chemical shift change (Figures 1.18-1.23). The average chemi-

cal shift changes are suggested to be due to hydrophobic interactions between aromatic rings of

EGCG and aromatic side chains of histidine, phenylalanine, and tyrosine, and also hydrophobic

sections of the side chains of lysine and arginine. A significant number of contacts were ob-

served for histidine, tyrosine, and phenylalanine, and also arginine and lysine during optimization
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of procyanidin-Histatin 5 complexes. Despite sampling only six potential Histatin 5 conformers

as well as current limitations in modeling tannins with molecular mechanics force fields, these

data suggest procyanidins bind a diverse array of peptide backbone conformations sampled by a

Histatin 5 random coil in aqueous solution via mostly hydrophobic and π-π stacking interactions

between procyanidin polyphenol rings and histidine, phenylalanine, tyrosine, lysine, and argi-

nine residues of Histatin 5, thereby resulting in a mixture of procyanidin-Histatin 5 complexes.

Moreover, gradual increases in the backbone-atom RMSDs of a Histatin 5 conformer bound to

the compact and extended rotamers of procyanidin B1 indicate that procyanidin binding does not

result in fixation of the Histatin 5 secondary structure (Figures 1.6 and 1.8), though tertiary struc-

tural changes in Histatin 5 were found not to occur upon binding EGCG.31 In contrast, a mixture

of tannin-peptide complexes resulting from tertiary structural changes has been observed upon

binding of EGCG to the 70 residue proline-rich IB-5.87 Future studies of conformational changes

in Histatin 5 upon binding procyanidins with NMR using residual dipolar couplings (RDCs) and

conformations of bound procyanidins using time-averaged NOEs could serve to further elucidate

the mechanisms of procyanidin-Histatin 5 binding in aqueous solution.93,106,107 2D NMR studies

showed that the primary sequence of Histatin 5 can affect tannin binding as well, perhaps due to

some element of binding cooperativity, though the effect was not investigated in this study.31,108

It is estimated that 25% of the total protein in mammals consists of IUPs and efficient methods

for predicting IUPs are currently being developed.109–114 Highly accurate simulations of IUPs will

most likely require modification of existing algorithms and force fields.83,115–121 Intrinsic disorder

can provide a receptor with additional functional properties compared with the folded state, includ-

ing broader specificity to interact with a wider variety of ligands as well as the ability to interact

with more ligands simultaneously.34,80,122–125 The protein structure-function paradigm can thus

be modified to encompass IUPs by including random coil, molten globule (containing secondary

structure, but without compact tertiary structure), and folded states, along with their transitions.126

It seems appropriate that intrinsic disorder imparts salivary peptides with the ability to bind a
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greater variety of tannins than the folded state since, evolutionally, it would appear energetically

costly to need to synthesize and process a large number of folded proteins capable of binding each

species of potentially harmful tannin.81 However, the energetic cost of broader specificity imparted

to a peptide by intrinsic disorder may result in lower tannin binding affinities overall.126,127 Tan-

nins that do not bind strongly to salivary peptides would be expected to be more bioavailable, and

could potentially be exploited for their antioxidant potential.31 Mass spectrometry, with its rapid

and sensitive screening ability, may be particularly well suited for determining the bioavailabil-

ity of tannins.44–47 More investigation of the potential of ESI-MS to screen the relative binding

affinities of tannins for salivary peptides could be conducted using tannin-peptide complexes, con-

centrations, pH, and solvent conditions matching those used in studies employing other analytical

techniques such as NMR and ITC as closely as possible.
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Monti. First Observation of Non-Covalent Complexes for a Tannin–Protein Interaction Model
Investigated by Electrospray Ionisation Mass Spectroscopy. Tetrahedron Letters, 43(13):2363–
2366, 2002.

[48] Q. Yan and A. Bennick. Identification of Histatins as Tannin-Binding Proteins in Human
Saliva. Biochem. J., 311:341–347, 1995.
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[108] S. Vergé, T. Richard, S. Moreau, A. Nurich, J. M. Merillon, J. Vercauteren, and J. P. Monti.
First Observation of Solution Structures of Bradykinin-penta-o-galloyl-d-glucopyranose Com-
plexes as Determined by NMR and Simulated Annealing. Biochim. Biophys. Acta., 1571:89–
101, 2002.

[109] A. K. Dunker, I. Silman, V. N. Uversky, and J. L. Sussman. Function and Structure of
Inherently Disordered Proteins. Curr. Opin. Struct. Biol., 18:756–764, 2008.

[110] P. Tompa. Intrinsically Unstructured Proteins. Trends Biochem. Sci., 27:527–533, 2002.

[111] H. J. Dyson and P. E. Wright. Intrinsically Unstructured Proteins and their Functions. Nat.
Rev. Mol. Cell Biol., 6:197–208, 2005.

[112] P. E. Wright and H. J. Dyson. Intrinsically Unstructured Proteins: Re-Assessing the Protein
Structure-Function Paradigm. J. Mol. Biol., 293:321–331, 1999.

[113] M. R. Jensen, L. Salmon, G. Nodet, and M. Blackledge. Defining Conformational Ensem-
bles of Intrinsically Disordered and Partially Folded Proteins Directly from Chemical Shifts.
J. Am. Chem. Soc., 132:1270–1272, 2010.

[114] A. De Simone, A. Cavalli, S. T. D. Hsu, W. Vranken, and M. Vendruscolo. Accurate Random
Coil Chemical Shifts from an Analysis of Loop Regions in Native States of Proteins. J. Am.
Chem. Soc., 131:16332–16333, 2009.

[115] K. Lindorff-Larsen, N. Trbovic, P. Maragakis, S. Piana, and D. E. Shaw. Structure and Dy-
namics of an Unfolded Protein Examined by Molecular Dynamics Simulation. J. Am. Chem.
Soc., 134:3787–3791, 2012.

[116] J. Higo, Y. Nishimura, and H. Nakamura. A Free-Energy Landscape for Coupled Folding
and Binding of an Intrinsically Disordered Protein in Explicit Solvent from Detailed All-Atom
Computations. J. Am. Chem. Soc., 133:10448–10458, 2011.

[117] D. A. Potoyan and G. A. Papoian. Energy Landscape Analyses of Disordered Histone Tails
Reveal Special Organization of their Conformational Dynamics. J. Am. Chem. Soc., 133:7405–
7415, 2011.

[118] T. Terakawa and S. Takada. Multiscale Ensemble Modeling of Intrinsically Disordered
Proteins: p53 N-Terminal Domain. Biophys. J., 101:1450–1458, 2011.

[119] M. Knott and R. B. Best. A Preformed Binding Interface in the Unbound Ensemble of an
Intrinsically Disordered Protein: Evidence from Molecular Simulations. PLoS Comput. Biol.,
8:e1002605, 2012.

[120] S. L. Kazmirski and V. Daggett. Simulations of the Structural and Dynamical Properties of
Denatured Proteins: the “Molten Coil” State of Bovine Pancreatic Trypsin Inhibitor. J. Mol.
Biol., 277:487–506, 1998.

74



[121] K. B. Wong, J. Clarke, C. J. Bond, J. L. Neira, S. M. Freund, A. R. Fersht, and V. Daggett.
Towards a Complete Description of the Structural and Dynamic Properties of the Denatured
State of Barnase and the Role of Residual Structure in Folding. J. Mol. Biol., 296:1257–1282,
2000.

[122] O. K. Abou-Zied, N. Al-Lawatia, M. Elstner, and T. B. Steinbrecher. Binding of Hydrox-
yquinoline Probes to Human Serum Albumin: Combining Molecular Modeling and Förster’s
Resonance Energy Transfer Spectroscopy to Understand Flexible Ligand Binding. J. Phys.
Chem. B, 117:1062–1074, 2013.

[123] B. A. Shoemaker, J. J. Portman, and P. G. Wolynes. Speeding Molecular Recognition by
Using the Folding Funnel: the Fly-Casting Mechanism. PNAS, 97:8868–8873, 2000.

[124] A. G. Turjanski, J. S. Gutkind, R. B. Best, and G. Hummer. Binding-Induced Folding of a
Natively Unstructured Transcription Factor. PLoS Comput. Biol., 4:e1000060, 2008.

[125] D. De Sancho and R. B. Best. Modulation of an IDP Binding Mechanism and Rates by Helix
Propensity and Non-Native Interactions: Association of HIF1α with CBP. Mol. BioSyst.,
8:256–267, 2012.

[126] A. K. Dunker, J. D. Lawson, C. J. Brown, R. M. Williams, P. Romero, J. S. Oh, C. J. Oldfield,
A. M. Campen, C. M. Ratliff, K. W. Hipps, J. Ausio, M. S. Nissen, R. Reeves, C. Kang,
C. R. Kissinger, R. W. Bailey, M. D. Griswold, W. Chiu, E. C. Garner, and Z. Obradovic.
Intrinsically Disordered Protein. J. Mol. Graph. Model., 19:26–59, 2001.

[127] A. K. Dunker, E. Garner, S. Guilliot, P. Romero, K. Albrecht, J. Hart, Z. Obradovic,
C. Kissinger, and J. E. Villafranca. Protein Disorder and the Evolution of Molecular Recogni-
tion: Theory, Predictions and Observations. Pac. Symp. Biocomput., pages 473–484, 1998.

75



Appendix
Supplemental Tables for Docked Procyanidin-Histatin 5 Complexes

Table S1. Average procyanidin docking scores for six Histatin 5 conformers +/- 2 standard devia-
tions (PCB: Procyanidin B)

PCB Docking score

PCB1 10 +/- 20
PCB2 10 +/- 20
PCB3 10 +/- 20
PCB4 20 +/- 10

Table S2. Average procyanidin rotamer docking scores for six Histatin 5 conformers +/- 2 standard
deviations (PCBC: Procyanidin B compact rotamer; PCBE: Procyanidin B extended rotamer)

PCB rotamer Docking score

PCB1C 20 +/- 10
PCB1E 10 +/- 20
PCB2C 10 +/- 10
PCB2E 10 +/- 20
PCB3C 20 +/- 10
PCB3E 0 +/- 20
PCB4C 20 +/- 10
PCB4E 10 +/- 10
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Supplemental Tables for Procyanidin-Histatin 5 Binding Energies

Table S3. Average procyanidin-Histatin 5 binding energies for six Histatin 5 conformers +/- about
2 standard errors (kcal/mol) (PCB: Procyanidin B)

Liquid-phase procyanidin-Histatin 5 binding energies

PCB1 -54.4 +/- 0.2
PCB2 -52.1 +/- 0.2
PCB3 -48.0 +/- 0.2
PCB4 -52.5 +/- 0.2

Gas-phase procyanidin-Histatin 5 binding energies

PCB1 -82.8 +/- 0.2
PCB2 -86.4 +/- 0.2
PCB3 -83.1 +/- 0.2
PCB4 -86.1 +/- 0.2

Table S4. Average procyanidin rotamer-Histatin 5 binding energies for six Histatin 5 conformers
+/- about 2 standard errors (kcal/mol) (PCBC: Procyanidin B compact rotamer; PCBE: Procyanidin
B extended rotamer)

Liquid-phase procyanidin rotamer-Histatin 5 binding energies

PCB1C -49.3 +/- 0.3
PCB1E -59.5 +/- 0.2
PCB2C -52.2 +/- 0.3
PCB2E -52.0 +/- 0.3
PCB3C -40.0 +/- 0.2
PCB3E -55.9 +/- 0.3
PCB4C -54.5 +/- 0.4
PCB4E -50.6 +/- 0.3

Gas-phase procyanidin rotamer-Histatin 5 binding energies

PCB1C -76.4 +/- 0.2
PCB1E -89.1 +/- 0.2
PCB2C -84.1 +/- 0.3
PCB2E -88.8 +/- 0.2
PCB3C -78.6 +/- 0.3
PCB3E -87.6 +/- 0.3
PCB4C -82.2 +/- 0.3
PCB4E -89.9 +/- 0.3

77



Supplemental Tables for Procyanidin Ligand Strain

Table S5. Procyanidin strain energies +/- about 2 standard errors (kcal/mol) (PCB: Procyanidin B)

Liquid-phase procyanidin strain energies

PCB1 5 +/- 5
PCB2 1 +/- 5
PCB3 2 +/- 4
PCB4 0 +/- 4

Gas-phase procyanidin strain energies

PCB1 10 +/- 10
PCB2 3 +/- 6
PCB3 10 +/- 6
PCB4 8 +/- 6

Table S6. Procyanidin rotamer strain energies +/- about 2 standard errors (kcal/mol) (PCBC: Pro-
cyanidin B compact rotamer; PCBE: Procyanidin B extended rotamer)

Liquid-phase procyanidin rotamer strain energies

PCB1C -3 +/- 7
PCB1E 13 +/- 8
PCB2C 2 +/- 6
PCB2E 0 +/- 7
PCB3C 2 +/- 6
PCB3E 3 +/- 6
PCB4C 1 +/- 6
PCB4E -1 +/- 6

Gas-phase procyanidin rotamer strain energies

PCB1C 0 +/- 10
PCB1E 10 +/- 20
PCB2C 2 +/- 9
PCB2E 4 +/- 8
PCB3C 7 +/- 8
PCB3E 14 +/- 10
PCB4C 11 +/- 8
PCB4E 4 +/- 9
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Supplemental Tables for Compact and Extended Procyanidin Rotamer Energies

Table S7. Compact - extended procyanidin rotamer self energies +/- about 2 standard errors
(kcal/mol) (PCB: Procyanidin B)

Compact - extended rotamer self energies

liquid phase gas phase

PCB Bound Unbound Bound Unbound

PCB1 -50 +/- 10 -31 +/- 1 -30 +/- 20 -26 +/- 1
PCB2 -30 +/- 9 -32 +/- 1 -30 +/- 10 -29 +/- 1
PCB3 10 +/- 8 11 +/- 1 10 +/- 10 14 +/- 1
PCB4 -71 +/- 9 -73 +/- 1 -70 +/- 10 -81 +/- 1
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Thermodynamic Properties of
Hofmeister-Anion Binding to a

Hydrophobic Cavitand

Abstract

The effects of Hofmeister salts on complexation of an amphiphilic guest adamantane carboxylic
acid to the hydrophobic surface of a deep-cavity cavitand have been investigated by Gibb et al.
Adamantane-cavitand binding was found to be largely enthalpically driven, though adamantane
binding in the presence of the salting-in anions perchlorate and thiocyanate was entropically driven.
Gibb et al. also found that perchlorate-cavitand binding was enthalpically favorable, though en-
tropically unfavorable. Potential-of-mean-force (PMF) calculations for perchlorate-cavitand and
thiocyanate-cavitand complexation were performed using umbrella sampling with a modified ver-
sion of the sander module from the Amber 9 software suite to further investigate the thermo-
dynamic properties of Hofmeister-anion binding to the hydrophobic cavitand. The enthalpy for
salting-in anion-cavitand complexation was calculated from the potential energy difference be-
tween the bound and unbound state (the potential energy of binding) along with the entropy. The
binding entropy and enthalpy were also calculated using a finite difference approximation to the en-
tropy. The enthalpy for perchlorate-cavitand complexation calculated from the binding energy and
the finite difference approximation to the entropy was favorable with an unfavorable entropy. The
binding enthalpy and entropy for thiocyanate-cavitand complexation calculated from the binding
energy and finite difference approximation to the entropy were unfavorable and favorable, respec-
tively, perhaps due to a classical hydrophobic effect. The orientation of the ligand, the number of
water molecules displaced from the ligand and cavitand upon complexation, and the number of
nearest-neighbor atom contacts between the ligand and the cavitand were also calculated. Addi-
tionally, the energetics of various interactions involved in salting-in anion-cavitand complexation
including the anion-cavitand, anion-water, cavitand-water, and water-water interactions were as-
sessed, though the data were inconclusive.
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Introduction and Background

Salts arranged in a Hofmeister series were initially characterized by their effects on the solu-

bility of protein cosolutes in water, though effects have since been observed for a variety of phe-

nomena.1–5 Hofmeister ions are typically ranked according to their ability to “salt out” or decrease

the solubility of a cosolute.2,6 For protein cosolutes, anions typically yield the Hofmeister series:

F− ∼ SO4
−2 > HPO4

−2 > AcO− > Cl− > NO3
− > Br− > ClO3

− > I− > ClO4
− > SCN−.4,7–9

Cations are more variable than anions, but for proteins generally yield the Hofmeister

series: NH4
+ > K+ ≈ Na+ > Li+ > Mg2+ > NMe4

+� CH6N3
+.4,7–9 Conventionally, Hofmeis-

ter ions which increase the solubility of a cosolute (“salting-in” ions) have been termed chaotropes

due to their ability to perturb the structure of the bulk solvent, whereas ions that enhance the

structure of bulk solvent and therefore decrease cosolute solubility (“salting-out” ions) are termed

kosmotropes.2,6,10,11 However, the contribution of chaotropic and kosmotropic properties to the

respective salting-in and salting-out effects of Hofmeister ions is still under investigation.4,6,12,13

Some studies indicate Hofmeister effects result from ion-water interactions that substantially af-

fect hydrogen bonding in the bulk solvent.14 Other studies indicate Hofmeister salts do not af-

fect hydrogen bonding in the bulk, but instead exert their effects through direct ion-cosolute in-

teractions or interactions between ions and solvation-shell waters of the cosolute.4,6,15–20 More-

over, in some instances salting-in anions were found to enhance solvent-water structure, whereas

salting-out ions were found to distort the structure of solvent waters.4,12,20 Salting-out effects have

been suggested to be mainly the result of ion-water interactions.2,4,6,18,19 Salting-in effects are

greater for more weakly solvated anions than strongly solvated anions/cations and may be dictated

by direct ion-cosolute interactions.2,4,6,18–22 Additionally, several studies suggest increased solubi-

lization of cosolutes by salting-in anions is significantly influenced by direct interactions between

ions and hydrophobic surfaces of the cosolute.4,6,20,22–28

The effects of Hofmeister anions on binding of an amphiphilic guest adamantane carboxylic

acid to the concave hydrophobic surface of an anionic (-6 charge) deep-cavity cavitand4,29–33 (Fig-
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Figure 2.1. The host cavitand (-6 charge) (potential binding sites of Hofmeister anions are
indicated with green and blue arrows. The bottom of the cavitand at z = 0 Å is indicated with
red arrows, the limit of the inside of the cavitand from z = 0 to z = 7.3 Å with magenta arrows,
and the limit of the lower region of the cavitand from z = 0 to about z = 4 Å also with green arrows)*

*adapted from a figure provided by Dr. Bruce Gibb, Department of Chemistry, Tulane University,
New Orleans, LA 70118, USA.

ure 2.1) in water have been investigated by Gibb et al.20 ITC experiments showed

adamantane-cavitand complexation to be largely enthalpically driven with ∆H = -8.7 kcal mol−1,

though also entropically favorable (-T∆S = -0.4 kcal mol−1).20 Conversely, adamantane-cavitand

complexation in the presence of the salting-in anions perchlorate (NaClO4) and thiocyanate

(NaSCN) was found to be entropically driven with -T∆S = -8.8 and -7.1 kcal mol−1, respectively,

and binding enthalpies of ∆H = 0.8 and -1.7 kcal mol−1, respectively. Moreover, the presence of

perchlorate and thiocyanate increased the binding free energy of the adamantane-cavitand complex

by 1.1 and 0.3 kcal mol−1, respectively, thus decreasing the association between adamantane and

the hydrophobic cavitand, with perchlorate producing the greatest inhibition. NMR studies showed

the binding free energies for perchlorate-cavitand and thiocyanate-cavitand complexation to be

∆G = -2.7 and -2.1 kcal mol−1, respectively, with association constants of Ka = 95 and 33 M−1,

respectively.20 In addition, complexation of the cavitand with perchlorate was found to be enthalpi-

cally favorable with ∆H = -10.62 kcal mol−1, but entropically unfavorable with
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-T∆S = 7.94 kcal mol−1.20

To further investigate the thermodynamic properties of Hofmeister-anion binding to the con-

cave surface of the hydrophobic cavitand studied by Gibb et al., perchlorate-cavitand and

thiocyanate-cavitand binding free energies were determined from potential-of-mean-force (PMF)

calculations using umbrella sampling with a modified version of the sander module from the Am-

ber 9 software suite.34–42 The binding enthalpy was approximated by the potential energy of bind-

ing (binding energy) and used to determine the binding entropy.43 Additionally, the entropy and

enthalpy of binding were calculated using a finite difference approximation to the entropy.43–45

The perchlorate and thiocyanate binding modes, including the orientation of the ligand, the num-

ber of water molecules displaced from the ligand and cavitand upon complexation, and the number

of nearest neighbor-atom contacts between the ligand and the cavitand, were also evaluated. In

addition, the energetics of various interactions contributing to salting-in anion-cavitand complex-

ation were assessed, including the anion-cavitand, anion-water, cavitand-water, and water-water

interactions.
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Methods

In-house scripts for processing MD trajectory data were written using Fortran 77 and

Python 2.5.6. Three dimensional structures were rendered in VMD version 1.9.146 and data were

plotted with gnuplot version 4.4.

Force field parameters and initial coordinates for the cavitand were the same as described in

Ewell et al.47 Perchlorate and thiocyanate parameters were obtained from studies by Baaden et

al.48 and Botti et al.49, respectively. The systems were neutralized by addition of 7 sodium ions

and solvated in boxes of 1176 TIP4P-Ew explicit waters.50

The perchlorate and thiocyanate ligands were harmonically restrained along the the central (z)

axis of the cavitand 3 to 18 Å from the bottom of the host (Figure 2.1) in 0.5 Å increments with a

2 kcal/mol/Å2 force constant for a total of 31 umbrella windows. The systems were equilibrated for

50 ps followed by 1 ns of MD simulation with a 1 fs time step and 12 Å nonbonded cutoff using

a modified version of the sander module from Amber 9. Five 1 ns simulations were performed

at each umbrella window for a total of 5 nanoseconds (5000000 time steps). Simulations were

performed at constant temperature and pressure (NTP) under periodic boundary conditions using

Langevin Dynamics temperature regulation with a collision frequency of 1 ps−1 at 298 K and a

pressure of 1 bar. The SHAKE algorithm was used to constrain bond lengths involving hydrogens

and long-range electrostatics were handled using the particle-mesh Ewald (PME) method. The

sodium ions were restrained to be at least 10 Å from the host using half harmonic restraints with

a force constant of 10 kcal/mol/Å2. The PMF for each 1 ns trajectory was calculated using the

Weighted Histogram Analysis Method (WHAM).51,52
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Results and Data Analysis

Salting-In Anion-Cavitand Binding Free Energies

Perchlorate-cavitand and thiocyanate-cavitand binding free energies for each 1 ns trajectory

were calculated as the difference between the free energy at z = 16 Å where the PMF became rela-

tively constant (assumed to be the unbound state) and the global minimum free energy at z = 4.2 Å

for perchlorate and z = 4.8 Å for thiocyanate (assumed to be the bound state), and averaged over

the five 1 ns trajectories (Figure 2.2).
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Figure 2.2. PMFs for perchlorate-cavitand and thiocyanate-cavitand binding as a func-
tion of the free energy coordinate (z) (the position of the minimum free energy is
specified ± 2 standard errors)
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The free energy for perchlorate-cavitand complexation (∆G = -2.0± 0.6 kcal mol−1) was found

to be 1.6 kcal mol−1 more favorable than the free energy for thiocyanate-cavitand complexation

(∆G = -0.4 ± 0.1 kcal mol−1) (Table 2.1).

Table 2.1. Binding free energies determined from the PMF of the perchlorate-cavitand and
thiocyanate-cavitand complexes (kcal mol−1)

Guest ∆G

ClO4
− -2.0 ± 0.6

SCN− -0.4 ± 0.1
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Salting-In Anion-Cavitand Binding Enthalpies and Entropies

The salting-in anion-cavitand binding enthalpy was approximated by the difference between

the potential energy (the binding energy) of the bound state (at around z = 4 and 5 Å for perchlorate

and thiocyanate, respectively) and the unbound state (at around z = 16 Å) (Figure 2.3), which was

calculated directly according to equation (1) along with the entropy (equation (2)).

∆H≈ Ebound−Eunbound (1)

-T∆S = ∆G−∆H (2)

The enthalpy (potential energy) for perchlorate-cavitand complexation calculated using the

bound and unbound states at around z = 4 and 16 Å, respectively, was favorable with

∆H = -8 ± 2 kcal mol−1, though the entropy was unfavorable with

-T∆S = 6± 2 kcal mol−1 (Table 2.2). However, fluctuations in the potential energy for thiocyanate-

cavitand complexation along the free energy coordinate were too high to accurately calculate the

binding enthalpy and entropy using the bound and unbound states at around z = 5 and 16 Å, respec-

tively (Figure 2.3), such that the average potential energy from z = 12 to 18 Å (where the potential

energy remained relatively constant) was used for the energy of the unbound state instead of the en-

ergy at z = 16 Å. The enthalpy (potential energy) for thiocyanate-cavitand complexation was found

to be unfavorable (∆H = 1 ± 1 kcal mol−1) with a favorable entropy of -T∆S = -2 ± 1 kcal mol−1

(Table 2.2).

PMFs for perchlorate-cavitand and thiocyanate-cavitand binding were also calculated at tem-

peratures of 328 K and 338 K using the protocol described above (see methods). The finite dif-

ference approximation to the entropy was used with binding free energies at 298 K and 328 K or

298 K and 338 K to calculate the entropy of salting-in anion-cavitand binding (equation (3)) and
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Figure 2.3. Potential energies for perchlorate-cavitand and thiocyanate-cavitand binding as
a function of the free energy coordinate (z) (the position of the minimum free energy is
specified ± 2 standard errors in the total potential energy and the average potential energy from
z = 12 to 18 Å is plotted along the free energy coordinate for thiocyanate-cavitand binding)

the enthalpy (equation (4)) (Table 2.2).

∆S≈−
(

∆G2−∆G1

T2−T1

)
(3)

∆H = ∆G+T∆S (4)

The entropy for perchlorate-cavitand complexation calculated using the binding free energies at

298 K and 328 K was unfavorable with -T∆S = 4± 7 kcal mol−1, while the enthalpy was favorable

(∆H = -6 ± 7 kcal mol−1) (Table 2.2). The entropy for perchlorate-cavitand complexation using

the binding free energies at 298 K and 338 K was also unfavorable with -T∆S = 1 ± 5 kcal mol−1,

though the enthalpy was favorable (∆H = -3 ± 5 kcal mol−1) (Table 2.2).
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Table 2.2. Binding enthalpies and entropies of perchlorate-cavitand and thiocyanate-cavitand
complexes at 298 K determined from the potential energy of binding at 298 K and the finite
difference approximation to the entropy using binding free energies at 298 K and 328 K or
298 K and 338 K (kcal mol−1)

Method Temperatures used Guest ∆H -T∆S

Potential energy of binding 298 K ClO4
− -8 ± 2 6 ± 2

SCN− 1 ± 1 -2 ± 1

Finite difference approximation 298 K and 328 K ClO4
− -6 ± 7 4 ± 7

SCN− 0.5 ± 0.8 -1.0 ± 0.8

Finite difference approximation 298 K and 338 K ClO4
− -3 ± 5 1 ± 5

SCN− 0.1 ± 0.9 -0.5 ± 0.9

Using the binding free energies at 298 K and 328 K, the entropy for thiocyanate-cavitand

complexation was favorable with -T∆S = -1.0 ± 0.8 kcal mol−1, while the binding enthalpy

was unfavorable (∆H = 0.5 ± 0.8 kcal mol−1) (Table 2.2). Using the binding free energies at

298 K and 338 K, the entropy for thiocyanate-cavitand complexation was also favorable with

-T∆S = -0.5 ± 0.9 kcal mol−1, though the enthalpy was

unfavorable (∆H = 0.1 ± 0.9 kcal mol−1) (Table 2.2).
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Salting-In Anion-Cavitand Binding Modes

The number of perchlorate and thiocyanate solvation-shell waters was calculated using data

for the perchlorate and thiocyanate radial distribution functions (RDFs) from studies by Gen-

eral et al.53 and Botti et al.49, respectively. The perchlorate ion lost an average of 12.6 ± 0.1

solvation-shell waters during transition from the unbound state at around z = 16 Å (16.4 ± 0.1

solvation-shell waters) to the bound state at around z = 4 Å (3.79 ± 0.09 solvation-shell wa-

ters) over the 5 ns of MD simulation (Figure 2.4 and Table 2.3). Thiocyanate lost an aver-

age of 5.62 ± 0.06 solvation-shell waters during transition from the unbound state at around

z = 16 Å (9.61 ± 0.04 solvation-shell waters) to the bound state at around z = 5 Å (3.99 ± 0.04

solvation-shell waters) (Figure 2.4 and Table 2.3).

Table 2.3. Characteristics of perchlorate-cavitand and thiocyanate-cavitand binding modes aver-
aged over 5 ns of MD simulation

Binding-mode characteristic Guest Bound state Unbound state

number of guest solvation-shell waters ClO4
− 3.79 ± 0.09 16.4 ± 0.1

number of guest solvation-shell waters SCN− 3.99 ± 0.04 9.61 ± 0.04
number waters inside host ClO4

− 1.86 ± 0.04 4.5 ± 0.2
number waters inside host SCN− 1.72 ± 0.02 4.2 ± 0.1
% of time Cl occupied lower region of host ClO4

− 0.0 ± 0.0 0.0 ± 0.0
% of time O occupied lower region of host ClO4

− 95.9 ± 0.3 0.0 ± 0.0
% of time S occupied lower region of host SCN− 3.0 ± 0.9 0.0 ± 0.0
% of time N occupied lower region of host SCN− 0.0 ± 0.0 0.0 ± 0.0
angle of guest inside host (degrees) SCN− 103 ± 2 91 ± 3
number of Na+ within 7 Å of guest ClO4

− 0.004 ± 0.007 0.5 ± 0.4
number of Na+ within 7 Å of guest SCN− 0.06 ± 0.07 0.4 ± 0.4
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Figure 2.4. Average number of perchlorate-cavitand and thiocyanate-cavitand solvation-shell wa-
ters over 5 ns of MD simulation as a function of the free energy coordinate (z)

Perchlorate displaced an average of 2.6 ± 0.2 waters from the inside of the cavitand (be-

low about z = 7.3 Å at the position of the eight oxygen atoms on the 32-membered ring con-

stituting the rim of the host (Figure 2.1, magenta arrows)) during transition from the unbound state

(4.5 ± 0.2 waters inside the host) to the bound state (1.86 ± 0.04 waters inside the host) over the

5 ns of MD (Figure 2.5 and Table 2.3).47 Thiocyanate displaced an average of 2.5 ± 0.1 waters

from inside the cavitand during transition from the unbound state (4.2± 0.1 waters inside the host)

to the bound state (1.72 ± 0.02 waters inside the host) (Figure 2.5 and Table 2.3).

At least one oxygen atom from perchlorate occupied the lower region of the cavitand (below

the position of the four benzyl hydrogen atoms at about z = 4 Å (Figure 2.1, green arrows)) an

average of 95.9% ± 0.3% of the time in the bound state (Figure 2.6 and Table 2.3) over the 5 ns of

MD simulation.47 The sulfur atom of the thiocyanate ion occupied the lower region of the cavitand

an average of 3.0% ± 0.9% of the time in the bound state (Figure 2.7 and Table 2.3), while the
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nitrogen atom did not occupy the lower region of the cavitand for a significant amount of time

(Figure 2.7 and Table 2.3).

The average angle of the sulfur atom of thiocyanate was 103◦ ± 2◦ (where thiocyanate is

aligned with the central axis of the host and the sulfur atom is facing away from the bottom of

the cavitand/toward the bulk solvent at 0◦) in the bound state over the 5 ns of MD simulation

(Figure 2.8 and Table 2.3). The average angle of thiocyanate was 91◦ ± 3◦ in the unbound state

(Figure 2.8 and Table 2.3). The probability distribution for the angle of thiocyanate in the bound

state, averaged over the 5 ns of MD, was bimodal with maxima at about 95◦ and 149◦ (Figure 2.9),

while the probability distribution for the angle of thiocyanate in the unbound state was fairly con-

stant (Figure 2.9), consistent with the data shown in Figure 2.8 and Table 2.3.
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Figure 2.5. Average number of water molecules inside the cavitand (below about z = 7.3 Å) as a
function of the free energy coordinate (z) over 5 ns of MD simulation

The percentage of nearest-neighbor atom contacts within a distance of 4 Å between anions and
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Figure 2.6. Average % of time a perchlorate oxygen was in the lower region (below about z = 4 Å)
of the cavitand as a function of the free energy coordinate (z) over 5 ns of MD simulation

the cavitand in the bound state were calculated for the 5 ns of MD simulation with the HBonds Plu-

gin in VMD using a donor-acceptor cutoff distance of 4 Å and a 180◦ cutoff angle. A greater num-

ber of cavitand atoms participated in nearest-neighbor contacts for the

perchlorate-cavitand versus the thiocyanate-cavitand complex (data not shown) and the percentage

of nearest-neighbor contacts during the 5 ns of MD was greater for the perchlorate-cavitand versus

the thiocyanate-cavitand complex (Tables 2.4 and 2.5), perhaps due to the greater number of per-

chlorate atoms. The highest percentage of nearest-neighbor contacts for the

perchlorate-cavitand complex involved the four benzyl hydrogen atoms at the limit of the lower re-

gion of the cavitand (Figure 2.1, green arrows) and the four aromatic hydrogen atoms (Figure 2.1,

blue arrows) (greater than 35 % and 20 %, respectively) as well as the perchlorate oxygen atoms

(Table 2.4), consistent with the data shown in Figure 2.6 and Table 2.3. The highest percentage

of nearest-neighbor contacts for the thiocyanate-cavitand complex also involved the four benzyl

hydrogen atoms in the lower region of the cavitand (Figure 2.1, green arrows) and four aromatic
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Figure 2.7. Average % of time the sulfur and nitrogen atoms of thiocyanate were in the lower
region (below about z = 4 Å) of the cavitand as a function of the free energy coordinate (z) over
5 ns of MD simulation

hydrogen atoms (Figure 2.1, blue arrows) (greater than 35 % and 15 %, respectively) as well as

the sulfur atom of thiocyanate (Table 2.5), consistent with the data shown in Figures 2.7-2.9 and

Table 2.3.

On visual inspection, one oxygen atom from the perchlorate ion was observed to occupy the

lower region of the cavitand for a significant amount of time during the 5 ns of MD simulation

of the perchlorate-cavitand complex in the bound state (Figure 2.10(a)), consistent with the data

shown in Figure 2.6 and Tables 2.3 and 2.4. Also, on visual inspection the sulfur atom of thio-

cyanate was found to be associated with the four benzyl hydrogen atoms at the position of the

limit of the lower region of the cavitand (Figure 2.1, green arrows) and four aromatic hydro-

gen atoms (Figure 2.1, blue arrows) for a significant amount of time during simulation of the

thiocyanate-cavitand complex in the bound state (Figure 2.10(b)), consistent with the data shown

in Figure 2.7 and Tables 2.3 and 2.5.
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Figure 2.8. Average angle of thiocyanate as a function of the free energy coordinate (z) over 5 ns
of MD simulation

An average of 0.004 ± 0.007 sodium ions were found within 7 Å of the perchlorate ion in the

bound state at around z = 4 Å over the 5 ns of MD simulation, though 0.5 ± 0.4 sodium ions were

found within 7 Å of perchlorate in the unbound state at around z = 16 Å (Figure 2.11 and Ta-

ble 2.3). A maximum of 1.0± 0.2 sodium ions were found within 7 Å of perchlorate at z = 15.5 Å.

An average of 0.06 ± 0.07 sodium ions were found within 7 Å of the thiocyanate ion at around

z = 5 Å, while 0.4 ± 0.4 sodium ions were found within 7 Å of thiocyanate at around z = 16 Å

(Figure 2.11 and Table 2.3). A maximum of 0.5 ± 0.2 sodium ions were found within 7 Å of

thiocyanate at z = 17.5 Å.

101



 0

 0.005

 0.01

 0.015

 0.02

0° 45° 90° 135° 180°

pr
ob

ab
ili

ty
 fo

r 
an

gl
e 

of
 S

C
N

−

angle of ligand

bound
unbound

Figure 2.9. Probability distribution for the angle of thiocyanate in the bound (around z = 5 Å) and
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Table 2.4. Percentage of nearest-neighbor atom contacts less than 4 Å of perchlorate with benzyl
and aromatic hydrogen atoms of the cavitand during 5 ns of MD simulation (benzyl H: benzyl
hydrogen atom, aromatic H: aromatic hydrogen atom)

cavitand atom perchlorate atom nearest-neighbor contacts

cavitand-benzyl H1 perchlorate-O1 38.86%
cavitand-benzyl H1 perchlorate-Cl 18.34%
cavitand-benzyl H1 perchlorate-O2 36.66%
cavitand-benzyl H1 perchlorate-O3 37.06%
cavitand-aromatic H1 perchlorate-O2 22.02%
cavitand-aromatic H2 perchlorate-O1 21.76%
cavitand-benzyl H2 perchlorate-O1 38.9%
cavitand-aromatic H2 perchlorate-O3 22.56%
cavitand-benzyl H2 perchlorate-O3 40.14%
cavitand-benzyl H3 perchlorate-O2 36.48%
cavitand-benzyl H4 perchlorate-O4 39.62%
cavitand-aromatic H1 perchlorate-O1 23.7%
cavitand-benzyl H3 perchlorate-O1 39.64%
cavitand-benzyl H3 perchlorate-Cl 23.82%
cavitand-benzyl H3 perchlorate-O4 41.86%
cavitand-aromatic H3 perchlorate-O4 24.52%
cavitand-aromatic H4 perchlorate-O4 23.6%
cavitand-benzyl H2 perchlorate-O4 37.52%
cavitand-aromatic H3 perchlorate-O2 20.48%
cavitand-aromatic H3 perchlorate-O1 22.5%
cavitand-benzyl H4 perchlorate-O1 37.48%
cavitand-aromatic H1 perchlorate-Cl 3.54%
cavitand-aromatic H4 perchlorate-O1 24.6%
cavitand-benzyl H4 perchlorate-Cl 22.7%
cavitand-benzyl H4 perchlorate-O3 39.86%
cavitand-benzyl H2 perchlorate-Cl 23.86%
cavitand-aromatic H1 perchlorate-O4 23.26%
cavitand-aromatic H4 perchlorate-O3 26.96%
cavitand-aromatic H2 perchlorate-O4 19.32%
cavitand-aromatic H1 perchlorate-O3 23.94%
cavitand-benzyl H1 perchlorate-O4 35.66%
cavitand-benzyl H3 perchlorate-O3 39.72%
cavitand-benzyl H4 perchlorate-O2 39.28%
cavitand-aromatic H4 perchlorate-O2 26.42%
cavitand-benzyl H2 perchlorate-O2 41.78%
cavitand-aromatic H2 perchlorate-Cl 3.26%
cavitand-aromatic H4 perchlorate-Cl 4.7%
cavitand-aromatic H3 perchlorate-O3 24.96%
cavitand-aromatic H2 perchlorate-O2 21.16%
cavitand-aromatic H3 perchlorate-Cl 3.62%
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Table 2.5. Percentage of nearest-neighbor atom contacts less than 4 Å of thiocyanate with benzyl
and aromatic hydrogen atoms of the cavitand during 5 ns of MD simulation (benzyl H: benzyl
hydrogen atom, aromatic H: aromatic hydrogen atom)

cavitand atom thiocyanate atom nearest-neighbor contacts

cavitand-benzyl H1 thiocyanate-C 10.8%
cavitand-benzyl H1 thiocyanate-N 25.76%
cavitand-aromatic H1 thiocyanate-N 11.08%
cavitand-benzyl H2 thiocyanate-N 25.72%
cavitand-aromatic H2 thiocyanate-S 18.08%
cavitand-benzyl H3 thiocyanate-S 35.66%
cavitand-benzyl H4 thiocyanate-S 36.18%
cavitand-benzyl H1 thiocyanate-S 37.1%
cavitand-benzyl H2 thiocyanate-C 12.7%
cavitand-aromatic H3 thiocyanate-N 8.9%
cavitand-benzyl H4 thiocyanate-N 25.12%
cavitand-aromatic H4 thiocyanate-S 16.68%
cavitand-benzyl H3 thiocyanate-C 12.24%
cavitand-aromatic H1 thiocyanate-S 19.4%
cavitand-benzyl H2 thiocyanate-S 37.22%
cavitand-aromatic H2 thiocyanate-N 11.62%
cavitand-benzyl H3 thiocyanate-N 28.08%
cavitand-benzyl H4 thiocyanate-C 9.84%
cavitand-aromatic H2 thiocyanate-C 1.96%
cavitand-aromatic H1 thiocyanate-C 1.98%
cavitand-aromatic H3 thiocyanate-S 16.22%
cavitand-aromatic H4 thiocyanate-N 9.74%
cavitand-aromatic H4 thiocyanate-C 1.44%
cavitand-aromatic H3 thiocyanate-C 1.34%
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2.10(a) a potential perchlorate-cavitand binding mode at the
minimum free energy around z = 4 Å

2.10(b) a potential thiocyanate-cavitand binding mode at the
minimum free energy around z = 5 Å

Figure 2.10. Perchlorate-cavitand and thiocyanate-cavitand binding modes
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Figure 2.11. Average number of sodium ions within 7 Å of the perchlorate and thiocyanate ions
over 5 ns of MD simulation
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Discussion

The calculated relative binding free energies for perchlorate-cavitand and thiocyanate-cavitand

complexation determined from their PMFs (∆G = -2.0 and -0.4 kcal mol−1, respectively (Ta-

ble 2.1)) were in qualitative agreement with their experimentally determined binding free ener-

gies (∆G = -2.7 and -2.1 kcal mol−1, respectively).20 However, the thiocyanate-cavitand binding

free energy was rather low, perhaps due to insufficient sampling during the 5 ns of MD. Also, un-

bound configurations besides those at z = 16 Å were not included in the perchlorate-cavitand and

thiocyanate-cavitand binding free energy calculations. Other methods for computing free energy

changes such as free energy perturbation (FEP)54–56 and thermodynamic integration (TI)34 could

possibly be used to increase sampling of unbound configurations of the anion and cavitand and

improve the accuracy of salting-in anion-cavitand free energy calculations.57–60

The enthalpy for perchlorate-cavitand complexation calculated using the bound and unbound

states at around z = 4 and 16 Å, respectively (∆H = -8 kcal mol−1 (Table 2.2)), as well as the en-

thalpy for perchlorate-cavitand complexation calculated from the finite difference approximation

to the entropy using binding free energies at 298 K and 328 K (∆H = -6 kcal mol−1) and 298 K and

338 K (∆H = -3 kcal mol−1) (Table 2.2) were favorable, in qualitative agreement with the experi-

mentally determined perchlorate-cavitand binding enthalpy (∆H = -10.62 kcal mol−1).20 The en-

tropy for perchlorate-cavitand complexation calculated from the binding energy

(-T∆S = 6 kcal mol−1 (Table 2.2)) as well as the entropy calculated from the finite difference ap-

proximation to the entropy using binding free energies at 298 K and 328 K

(-T∆S = 4 kcal mol−1) and 298 K and 338 K (-T∆S = 1 kcal mol−1) (Table 2.2) were unfavorable,

in agreement with the experimentally determined perchlorate-cavitand binding

entropy (-T∆S = 7.94 kcal mol−1).20

Fluctuations in the potential energy for thiocyanate-cavitand complexation along the free en-

ergy coordinate were too high to determine the enthalpy (binding energy) and entropy accurately
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using the bound and unbound states at around z = 5 and 16 Å, respectively (Figure 2.3), so

that the average potential energy from z = 12 to 18 Å was used for the energy of the unbound

state. The enthalpy for thiocyanate-cavitand complexation calculated from the binding energy

(∆H = 1 kcal mol−1 (Table 2.2)) and the enthalpy calculated from the finite difference approx-

imation to the entropy using binding free energies at 298 K and 328 K (∆H = 0.5 kcal mol−1)

and 298 K and 338 K (∆H = 0.1 kcal mol−1) (Table 2.2) were unfavorable. The entropy for

thiocyanate-cavitand complexation calculated from the binding energy (-T∆S = -2 kcal mol−1

(Table 2.2)) and the entropy calculated from the finite difference approximation to the entropy us-

ing binding free energies at 298 K and 328 K (-T∆S = -1.0 kcal mol−1) and 298 K and 338 K

(-T∆S = -0.5 kcal mol−1) (Table 2.2) were favorable.

The perchlorate ion lost an average of about seven more solvation-shell waters than thiocyanate

during transition from the unbound state to the bound state over the 5 ns of MD simulation (Fig-

ure 2.4 and Table 2.3), though perchlorate and thiocyanate displaced about the same number of

waters from inside the cavitand upon binding (Figure 2.5 and Table 2.3). An average of about 4.5

and 4.2 water molecules occupied the inside of the cavitand in the unbound state in simulations

of the perchlorate-cavitand and thiocyanate-cavitand complexes, respectively (Figure 2.5 and Ta-

ble 2.3), consistent with previous studies which found the number of waters inside the cavitand

averaged about 4.5, though the cavitand fluctuated between empty and full over the course of tens

of nanoseconds.47

At least one oxygen from the perchlorate ion occupied the lower region of the cavitand an

average of 95.9% of the time in the bound state over the 5 ns of MD simulation (Figure 2.6 and Ta-

ble 2.3) and the highest percentage of nearest-neighbor contacts for the perchlorate-cavitand com-

plex in the bound state during the 5 ns of MD involved the four benzyl hydrogen atoms in the

lower region of the cavitand (Figure 2.1, green arrows), four aromatic hydrogen atoms (Figure 2.1,

blue arrows), and the perchlorate oxygen atoms (Table 2.4). Moreover, on visual inspection one
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oxygen was found to occupy the lower region of the cavitand for a significant amount of time

during simulation of the perchlorate-cavitand complex in the bound state (Figure 2.10(a)). The

chlorine atom of the perchlorate ion did not, on average, occupy the lower region of the cavitand

for a significant amount of time in the bound state, as expected (data not shown). The sulfur atom

of thiocyanate occupied the lower region of the cavitand an average of 3.0% of the time in the

bound state during the 5 ns of MD (Figure 2.7 and Table 2.3), though nitrogen did not occupy

the lower region of the cavitand for a significant amount of time (Figure 2.7 and Table 2.3). In

addition, the highest percentage of nearest-neighbor contacts for the thiocyanate-cavitand complex

in the bound state during the 5 ns of MD involved the four benzyl hydrogens in the lower region of

the cavitand (Figure 2.1, green arrows), four aromatic hydrogens (Figure 2.1, blue arrows), and the

sulfur atom of thiocyanate (Table 2.5). Also, on visual inspection, the sulfur atom of thiocyanate

was found associated with the four benzyl hydrogen atoms in the lower region of the cavitand

(Figure 2.1, green arrows) and four aromatic hydrogen atoms (Figure 2.1, blue arrows) for a sig-

nificant amount of time in the bound state during simulation of the thiocyanate-cavitand complex

(Figure 2.10(b)). Moreover, the sulfur atom of thiocyanate was, on average, facing toward the

bottom of the cavitand at an angle of 103◦ (13◦ from perpendicular to the central axis of the host)

(Figure 2.8 and Table 2.3) over the 5 ns of MD simulation and the probability distribution for the

angle of thiocyanate, averaged over the 5 ns of MD, was bimodal with maxima at about 95◦ and

149◦ (Figure 2.9) in the bound state, implying the thiocyanate-cavitand complex possesses two

binding modes. However, the average angle of thiocyanate was 91◦ (nearly perpendicular to the

central axis of the host) (Figure 2.8 and Table 2.3) and the probability distribution for the angle

of thiocyanate was relatively constant in the unbound state (Figure 2.9), indicating no long-range

correlation between the angle of the unbound ligand and the cavitand.

Few sodium ions (0.004 sodium ions, on average, over the 5 ns of MD simulation) were found

within 7 Å of the perchlorate ion in the bound state at around z = 4 Å, indicating little ion pairing

occurs in the perchlorate-cavitand complex (Figure 2.11 and Table 2.3), though a larger number
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of sodium ions (0.5 sodium ions, on average, over the 5 ns of MD) were found within 7 Å of

perchlorate in the unbound state at around z = 16 Å and one sodium ion was found within 7 Å

of perchlorate at z = 15.5 Å. Also, few sodium ions (0.06 sodium ions on average) were found

within 7 Å of thiocyanate in the bound state at around z = 5 Å, though 0.4 sodium ions were found

within 7 Å of thiocyanate in the unbound state at around z = 16 Å (Figure 2.11 and Table 2.3)

and a maximum of 0.5 sodium ions were found within 7 Å of thiocyanate at z = 17.5 Å. Data for

the energetic analysis of various interactions contributing to salting-in anion-cavitand complexa-

tion, including the anion-cavitand, anion-water, cavitand-water, and water-water interactions was

inconclusive possibly due to insufficient sampling during the 5 ns of MD.

ITC and NMR studies20 indicate complexation of perchlorate with the hydrophobic cavitand

is enthalpically driven (∆H = -10.62 kcal mol−1 and -T∆S = 7.94 kcal mol−1), possibly oc-

curring via a nonclassical (enthalpically driven) hydrophobic effect.61–70 Also, the enthalpy for

perchlorate-cavitand complexation calculated from the binding energy and the finite difference ap-

proximation to the entropy were favorable with an unfavorable entropy, suggesting

salting-in anion-cavitand binding is enthalpically driven. In addition, analysis of nearest-neighbor

contacts between salting-in anions and the cavitand showed a greater number of cavitand atoms

involved in nearest-neighbor contacts for the perchlorate-cavitand versus the thiocyanate-cavitand

complex (data not shown) and the percentage of nearest-neighbor contacts was greater for the

perchlorate-cavitand complex (Tables 2.4 and 2.5) which, together with the calculated binding free

energies of ∆G = -2.0 and -0.4 kcal mol−1 (Table 2.1), respectively (as well as the experimen-

tally determined binding free energies of ∆G = -2.7 and -2.1 kcal mol−1,20 respectively), suggests

salting-in anion-cavitand complexation is enthalpically driven, possibly occurring via electrostatic

interactions between the anion and cavitand. However, the entropy for

thiocyanate-cavitand complexation calculated from the binding energy and finite difference ap-

proximation to the entropy was favorable with an unfavorable enthalpy and studies by Ewell et al.

show the free energy for displacing all waters from the cavitand to be around
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∆G = 5 kcal mol−1 with an enthalpy of ∆H = 20 kcal mol−1 and an entropy of

-T∆S = -15 kcal mol−1 at 298 K,47 suggesting salting-in anion-cavitand complexation may oc-

cur via a classical hydrophobic effect.39–41,43,71–78 Additionally, though the highest percentage

of nearest-neighbor contacts for the perchlorate-cavitand and thiocyanate-cavitand complexes in-

volved the four benzyl hydrogens in the lower region of the cavitand (Figure 2.1, green arrows),

four aromatic hydrogens (Figure 2.1, blue arrows), the sulfur atom of thiocyanate, and the oxygen

atoms of perchlorate (Tables 2.4 and 2.5), interactions of the perchlorate oxygens and thiocyanate

nitrogen with other cavitand atoms or water may also contribute to salting-in anion-cavitand com-

plexation. Energetic analysis of the Lennard-Jones and electrostatic components of pairwise in-

teractions between anion and cavitand atoms could be used to further elucidate the mechanism(s)

of Hofmeister anion-cavitand binding. Assessment of Hofmeister anion-cavitand complexation in

solvents of varying polarity could also be used to further investigate the anion-cavitand binding

mechanism(s).63,69 Salting-in anion-cavitand binding affinity should be affected by solvent po-

larity and polarizability such that solvents of higher polarity/lower polarizability would increase

anion-cavitand binding driven by a solvent-mediated hydrophobic effect and

decrease anion-cavitand binding driven by electrostatic interactions between the anion and cav-

itand.63,69 Additionally, solvents of increasing polarity/lower polarizability should result in more

favorable binding enthalpies versus entropies for anion-cavitand binding mediated by an enthalpi-

cally driven nonclassical hydrophobic effect.
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