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Abstract 
 
 

Gravity on Earth limits the study of the properties of pure fluids near critical point because they 

become stratified under their own weight. Near the critical point, all thermodynamic properties 

either diverge or converge and the heating and cooling cause instabilities of the convective flow 

as a consequence of the expansibility divergence. 

In order to study boiling, fluctuation and phase separation processes near the critical point 

of pure fluids without the influence of the Earth’s gravity, a number of experiments were 

performed in the weightlessness of Mir space station. The experimental setup called ALICE II 

instrument was designed to suppress sedimentation and buoyancy-driven flow. Another set of 

experiments were carried out on Earth using a carefully density matched system of deuterated 

methanol-cycloxexane to observe critical fluctuations directly.  

The set of experiments performed on board of Mir space station studied boiling and  

wetting film dynamics during evaporation near the critical point of two pure fluids  (sulfur 

hexafluoride and carbon dioxide) using a defocused grid method. The specially designed cell 

containing the pure fluid was heated and, as a result, a low contrast line appeared on the wetting 

film that corresponded to a sharp change in the thickness of the film. A large mechanical 

response was observed in response to the cell heating and we present quantitative results about 

the receding contact lines. It is found that the vapor recoil force is responsible for the receding 

contact line. 

Local density fluctuations were observed by illuminating a cylindrical cell filled with the 

pure fluid near its liquid- gas critical point and recorded using a microscope and a video 

recorder. Microscopic fluctuations were analyzed both in sulfur hexafluoride and in a binary 

mixture of methanol cyclohexane. Using image processing techniques, we were able to estimate 

the properties of the fluid from the recorded images showing fluctuations of the transmitted and 

scattered light. We found that the histogram of an image can be fitted to a Gaussian relationship 

and by determining its width we were able to estimate the position of the critical point. The 

characteristic length of the fluctuations corresponding to the maximum of the radial average of 

the power spectrum was also estimated. The power law growth for the early stage of the phase 

separation was determined for two different temperature quenches in pure fluid and these results 

are in agreement with other experimental results and computational simulations. 
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1.   Introduction 

 

1.1. Critical phenomena and critical exponents 

 

In science, the word “critical” has different meanings. In this study, by “critical 

phenomena” we refer to phase transitions. The physical systems in this area are characterized by 

large susceptibility and strong correlation among the constituents. A characteristic of critical 

phenomena is the fact that simple laws acting at the microscopic level can produce complex 

macroscopic changes characterized by long-range correlation and self-similarity. Critical 

phenomena reveal cooperative behaviors resulting from multiple interactions between 

“microscopic” elements that construct a “macroscopic” self-similar state. 

Gravity on Earth limits the study of pure fluids near the critical point because the 

compressibility diverges and fluids become stratified under their own weight. As a result, a bulk 

sample at critical point cannot be obtained on Earth, and any measured property is an averaged 

value rather than the local or instantaneous value of that property at the critical point [Moldover 

et al., 1987; Beysens et al., 1990]. In addition to gravitational stratification of fluids, convection 

instabilities determined by the divergence of expansibility near the critical temperature limits the 

accuracy of measurements. To overcome the aforementioned limitations, new experiments with 

fluids near the critical point were performed in microgravity [Moldover et al., 1976]. The term 

“near-critical” refers to a region within a few tens of mK of the critical temperature, TC. The 

liquid-vapor critical point is associated with a second order phase transition, meaning that the 

density varies continuously as the temperature changes. 

The critical point (CP) is the terminal point on a line representing the fusion curve. Its 

coordinates are of the form (PC, TC, ρC), where PC is the critical pressure, TC is the critical 

temperature, and ρC is the critical density. Our study focuses on pure fluids for which a typical 

phase diagram is represented in Figure 1.1.1. Above the CP, only one phase exists; below the 

CP, both the gas and liquid phases coexist. Examples of similar phase diagrams are found for 

binary liquid mixtures and in the ferromagnetic-paramagnetic transition for iron at the Curie 

temperature [Stanley, 1971]. At low temperatures, there is a big difference between the liquid 

and gas densities ρL and ρG, but as the critical point is approached the difference vanishes. 
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The order parameter, introduced by Landau in 1937 [Landau et al., 1969], is a useful tool 

to describe phase transition. For a pure fluid, the order parameter is described by: 

φ = (ρ-ρc)/ρc.      (1.1.1) 

For a binary liquid mixture, the order parameter corresponds to the difference in concentration 

and is defined by: 

φ = c – cc,      (1.1.2) 

where c is the concentration of one of the two substances (A or B) and cc is the corresponding 

concentration at the critical point. 

 
Figure 1.1.1.   Generic phase diagram of a pure substance. 

 

According to Landau’s theory of the order parameter, the Helmholtz free energy, F, is expressed 

as a power expansion of T and φ, and for symmetry reasons [Beysens et al., 1987], only the even 

powers are retained: 

F(T, φ) = F0(T,0) + a/2(T-Tc)φ2 + b/4φ4 + …   (1.1.3) 

The equilibrium state can be found by minimizing the free energy, F, of the system: 

∂F/∂φ = 0,      (1.1.4) 

which gives 

φ[a(T-Tc) + bφ2 + …] = 0   (1.1.5) 

 According to figure 1.1.2 two different solutions exist: 
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a) Above the critical temperature (T > Tc), there is only one stable state φ = 0. 

b) Below the critical temperature (T < Tc), there are two solutions  

φ± = ±(a/b)1/2(Tc – T)1/2.     (1.1.6) 

 
Figure 1.1.2.   Generic dependence of Helmholtz free energy on the order parameter,φ for a 

pure fluid [Beysens et al., 1987]. 
 

The two solutions of equation (1.1.6) describe the coexistence curve of gas-liquid system and the 

miscibility curve for the binary liquid mixture. The behavior of the second derivative of the free 

energy (1.1.3) is strongly affected by the proximity of the critical point [Chimowitz, 2005]. For 

example, the isothermal compressibility, χT, is related to the second derivative of the free energy 

χT = 1/V(∂ 2F/∂V2)T     (1.1.7) 

where V is the specific volume. This diverges as the critical point is approached. Furthermore, 

the heat capacity (Cp), represented in figure 1.1.3, which is the second derivative of the free 

energy with respect to temperature at a constant pressure, diverges at the critical point [Beysens 

et al., 1987]. 
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Figure 1.1.3.   Critical anomaly in the specific heat at constant pressure measured in 

microgravity for SF6 [Straub et al., 1999]. 
 

During the past few decades, it has been found that the classical exponents are not valid 

near the critical point and strong theoretical and experimental efforts have been made to 

determine the effective power laws. These exponents are called the critical exponents because 

they describe the critical behavior very close to TC.  

The following power laws [Fisher, 1982] are related to the order parameter below the 

critical temperature (T < TC) 

Order parameter:  φ = φ0τβ,     (1.1.8) 

Relative density:  (ρL- ρG)/ρC = BO τβ,    (1.1.9)  

Isothermal susceptibility:  χT = DOτ - γ,    (1.1.10) 

Isochoric specific heat:  CV = AOτ - α,    (1.1.11) 

Surface tension:  σ = σOτ µ,    (1.1.12) 

where τ = (T-TC)/TC is the reduced temperature. 
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Table 1.1.1 gives a side-by-side comparison of critical exponents according to different 

experimental and theoretical methods. 

 

Table 1.1.1.   Values of critical exponents [Beysens et al., 1987]. 

Critical exponents β δ γ α ν µ 

Experiments 

(pure fluids) 

0.32-

0.36 

4.2-4.6 1.15-1.26 0.110-

0.098 

0.625-

0.635 

1.26-1.3

Classical theory 1/2 3 1 0 1/2 1.5 

Renormalization Group  

Theory 

0.325 4.815 1.240 0.110 0.63 1.26 

 

The critical exponents are related by so called scaling laws that can be deduced from 

thermodynamics and are confirmed by experiments and theory [Stanley, 1971]. The transport 

properties are enhanced near the critical point. For example, the thermal conductivity contains 

two terms: the normal thermal conductivity (λ0) and the enhancement specific for the critical 

region (∆λ). The thermal conductivity is 

λ = λ0 ± ∆λ.     (1.1.13) 

The enhancement of the thermal conductivity (∆λ) diverges asymptotically at the critical point 

[Green, 1971]. The mass diffusion coefficient is affected in a similar manner in the vicinity of 

the critical point. 
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1.2. Interfaces-contact line 

 

When a coexisting liquid-gas mixture of a pure fluid is heated to the gas phase, heat 

transport, convection, and interfacial processes occur in the two-phase fluid [Tong, 1997]. This 

process is called boiling and has many important applications because of the large heat transfer 

that it facilitates. Because many types of heat transfer technologies use this process, there are 

many empirical models of limited validity that are used to describe the boiling process. Many 

complications are caused by the buoyancy force due to gravity that lifts hot fluid and forces the 

lighter gas bubbles to nucleate on the hot surface. In the weightless environment of an orbiting 

space craft, the buoyancy force is negligible and allows the boiling process to be observed under 

simplified conditions [Hegseth et al., 1998]. 

Near the liquid-gas critical point, material and thermal properties that play an important 

roll in the boiling process, such as the surface tension, liquid-gas density difference, and thermal 

diffusivity or expansively, vary considerably with temperature [Moldover et al.,1976]. These 

thermal properties vary according to well-known universal power laws that either converge (i.e., 

the surface tension goes to zero) or diverge (i.e., the isothermal compressibility goes to infinity). 

Near the critical temperature, TC, the liquid phase has a zero contact angle with the solid 

boundary, and the phenomenon is called perfect wetting [Hegseth et al., 2005]. In a boiling 

process where heat is applied, thus pushing the system slightly out of equilibrium, we can expect 

a perfectly wetted wall to dry from evaporation resulting in liquid-gas-solid contact lines. The 

same physics that makes perfect wetting at equilibrium will result in a well-defined boundary 

condition of zero contact-angle in the case where a contact line appears. The geometry of the 

walls of the cell significantly influences the dynamics of the bulk fluid [Straub et al., 1987]. It 

can be compared to an extra phase that modifies their potentials.  

A liquid droplet on a solid surface possesses three different interfaces [de Gennes, 1985] 

(Figure 1.2.1). The phases involved are: solid, liquid and vapor. The corresponding free energies 

for these three interfaces are: γSL, γLV, and, respectively γSV. The angle θ between the tangent 

plane and the solid–liquid interface is termed the angle of contact. The equilibrium position of 

the interface is described by the following equation: 

γSV = γSL + γLV cos θ.     (1.2.1) 
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Figure 1.2.1.   A schematic representation of the wetting process of a solid surface by a 
liquid phase. The contact angle increases as the contact line advance and decreases as it recedes. 
 

Equation (1.2.1) that relates the interfacial tension between phases is called Young’s equation. If 

the contact angle is zero, then the liquid is said to “wet” the solid. If the contact angle (θ) is 

between zero and 90°, then the phenomenon is referred to as “imperfect wetting”. Depending on 

whether the liquid is advancing or receding, the contact angle increases (θA) or decreases (θR). In 

certain situations, the contact line becomes anchored by defects [Hegseth et al., 2002]. Even if 

the defects are restricted to a small area of the solid, the contact line can be perturbed much 

further. 

The concept of wetting is important for the process of condensation of vapor on the 

surface of a solid. The attraction forces between the solid and liquid lead to a partial 

condensation, and a thin film of liquid forms on the surface of the solid. As the vapor approaches 

saturation, the film becomes thicker [Nikolayev et al., 2001]. The liquid vapor interface may also 

have a total curvature 

C = 1/R1 + 1/R2,        (1.2.2) 

where R1 and R2 are the two radii of curvature at the two contact lines of the droplet. This 

curvature is associated with a pressure difference between the liquid and vapor phases according 

to the Laplace formula 

∆P = γ C.     (1.2.3) 

The curvature C in a liquid film depends on the thickness of the wetting film.  

Let the system be on a coexistence curve where two phases can coexist and let the fluid 

be placed inside a cell. Near the critical point, the interfacial tension between liquid and gas 

[Nikolayev et al., 1999] obeys a power law: 

σ∼[(T-Tc)/Tc]γ ,     (1.2.4) 
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where the critical exponent γ = 1.28. The difference between liquid and vapor vanishes at the 

critical point; therefore, the interface ceases to exist. In other words, the surface tension between 

the liquid and the vapor approaches zero as the temperature approaches the critical value. It was 

found experimentally [Widom, 1972] that the inverse of the interface thickness follows a power 

law near the critical temperature (Figure 1.2.2) 

K-1∼[( T-Tc)/Tc ]ν ,    (1.2.5) 

where ν = 0.64 is the universal critical exponent.  

 
Figure 1.2.2.   The profile of the gas-liquid interface. The thickness of interface located at x = 
0 and characterized by K-1. 
 

Vapor recoil force  

Nikolayev suggested a new approach to the heat transfer near the triple vapor-liquid–

solid contact line [Nikolayev et al., 2003]. To calculate the expression of the vapor recoil force, 

they consider a portion of a liquid-gas interface with area A. The liquid mass ∆m is heated during 

the ∆t time interval [Nikolayev et al., 2001]. The mass is related to the evaporated volume Vl by 

∆m = ∆Vl ρl, where ρl  is the liquid’s density. Therefore, the liquid vapor interface displacement 

is ∆l = - n∆Vl /A, where n is the unit vector normal to the interface directed toward the vapor 

(Figure 1.2.3). 
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Figure 1.2.3.   A schematic representation of the possible forces acting on a gas-liquid 
interface in a constant volume container. 
 

Due to evaporation, the vapor’s volume change is ∆Vv. Since the mass is conserved in a 

closed system 

∆m = ∆Vlρl = ∆Vvρv.     (1.2.6) 

Momentum conservation for this portion of the liquid–vapor interface is 

∆m (vi + vv) + Pr ∆t A = 0,     (1.2.7) 

where Pr is the vapor recoil force per unit area of the interface, vi is the interface’s velocity, and 

vv is the vapor’s velocity. By substituting (1.2.6) into (1.2.7), the vapor recoil force can be 

written as 

                                        Pr = -η2(1/ρv- 1/ρl)n,                                                     (1.2.8) 

 

where the rate of evaporation η = ∆m/(A∆t). This quantity relates to the local heat flux ql per unit 

area across the interface by the equation 

q = Hη,        (1.2.9) 

where H is the latent heat of evaporation. Because the temperature gradient is strong in the 

vicinity of the contact line, q increases sharply near the contact line, and consequently, η and Pr 

also increase. According to (1.2.7) and (1.2.8), Pr is also large near the contact line and negligible 

on other parts of the bubble’s surface. Therefore, under the action of the vapor recoil force, the 

dry spot under the gas bubble should spread to cover the heater’s surface [Nikolayev et al., 1999] 

(see Figure 1.2.4). 
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The shape of the bubble may be determined using a quasistatic approximation. Under such 

assumptions, the bubble’s shape is defined only by the surface tension force and vapor recoil 

force 

σ C= ∆p + Pr,      (1.2.10) 

where C is the local curvature of the gas bubble, ∆p is the difference pressure at the interface, 

and σ is the surface tension [Nikolayev et al., 2001]. 

 

 
Figure 1.2.4   A schematic representation of the spreading process under the vapor recoil 
force influence. 
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1.3. Critical fluctuations 

 

During the past few decades, many theoretical and experimental approaches have been 

concentrated on the study of fluctuations in fluids subject to a stationary temperature gradient (∇ 

T). It was found that the correlation of the functions is long-ranged because the detailed 

microscopic balance is violated [Kawasaki, 1975]. The theory of fluctuations in fluids that are in 

a macroscopic thermal equilibrium is well established [Lunacek, 1971]. Density fluctuations 

over time were probed experimentally by light scattering [Mountain, 1966; Ford, 1965]. The 

light scattering spectrum of a single-component fluid contains a central Rayleigh line, unshifted 

in frequency, resulting from fluctuations in entropy or temperature [Ohbayashi, 1978; Onuki, 

1990]. For a two-component fluid, the local fluctuations give rise to a second Rayleigh 

component [Chimowitz, 2005]. The intensity of light scattered by the density fluctuations is 

proportional to the variation in the index of refraction. As the temperature gradient increases, the 

intensity of the fluctuations shows a significant enhancement [Li et al., 1998]. The 

nonequilibrium enhancement of the concentration’s fluctuations has been found to be 

proportional to (∇T)2/k4, where k is the wavenumber of the scattered light. The local observation 

of critical fluctuations allowed the morphology of the fluctuation to be studied by imaging the 

critical fluctuation of the order parameter (M) as first suggested by Debye and Jacobsen in 1963 

[Debye et al., 1968]. Recently, a number of binary fluids, such as isobutyric acid-water and 

methanole-cyclohexane, have been investigated, and only fluctuations in a range close to 

criticality were observed [Beysens et al., 1990]. The images due to the refractive index 

fluctuation were interpreted as being formed by the interference between transmitted and 

scattered light. These fluctuations developed and vanished as time progressed and were 

temperature-dependent. The histograms were found to be of a Gaussian shape [Beysens et al., 

1990].  

The existence of large density fluctuations was first documented by Andrew [Andrews, 

1869] more than a hundred years ago. Andrews performed the first optical observation of density 

fluctuations near the critical point with a relatively primitive apparatus capable of revealing the 

critical opalescence due to the strong scattering of light by fluid. Critical opalescence is evidence 

of enhanced density fluctuations in the fluid near the critical point and is determined by the large 

compressibility of fluids in the critical region. According to Andrews, critical behavior is 
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determined by fluctuations and the increasing instability of the system approaching the critical 

point. Near the critical point, the fluctuations of the order parameter develop through the entire 

fluid. The distance measuring the spatial correlation is called the correlation length. As the 

critical point is approached, the correlation length increases according to 

ξ = ξ0(T/Tc -1)-ν,     (1.3.2) 

where ξ0 is a system-dependent correlation amplitude and ν is the universal exponent (ν = 0.63). 

A two-dimensional illustration of increasing correlation length near Tc is shown in Figure 1.3.1. 

The density fluctuations are enhanced near the critical point because of the thermodynamic 

instability of the system. Many scattering experiments dealing with the critical behavior of gas-

liquid and binary fluids systems were performed. Debye and Jacobsen [Debye et al., 1968] 

reported the observation of the order parameter fluctuations in experiments during the early 

1960s. They used the phase-contrast microscope technique to analyze concentration fluctuations 

that appear to be near the critical point of a polymer-solvent system of polystyrene and 

cyclohexane. In their experiment, the system containing the microscope and the sample was 

immersed in an air thermostat controlled within ± 0.02 K. This thermal accuracy did not allow 

for separate observation of critical fluctuations from the onset of phase separation. Direct 

observation of critical fluctuations was reported in 1989 [Guenoun et al., 1989] in a number of 

binary fluids that belong to the same class as the 3D Ising model. In the experiments performed 

by Guenoun et al, the temperature stabilization provided by a water bath was in the range of 0.2 

mK. A white light beam illuminated the cell and the image formed due to the interference of the 

transmitted light (ET) with the scattered light (ES)(Figure 1.3.2). 
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Figure 1.3.1. Two-dimensional sketch of a thermodynamics state of a fluid approaching its 
critical temperature [Stanley, 1971]. Black squares denote macroscopic regions of the system 
in the same thermodynamic state. The correlation length may be seen as “an island” of nearby 
macroscopic regions in the same thermodynamic state. 
 

The change in the refractive index was proportional to the order parameter, which was 

considered to be the intensity in the image’s plane (Figure 1.3.2). However, the intensity 

fluctuations are integrated over a volume, (V), which is defined by the product of the depth of the 
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field and the pixel area. Therefore, the intensity of one pixel is proportional to the average value 

of the order parameter (δM). The recorded images were corrected for the parasitic modulations 

by subtracting images taken under the same condition but at higher temperature so that the 

fluctuations were not visible anymore. 

 

 
Figure 1.3.2. Concentration fluctuations in a binary fluid of isobutyric acid and water. (A) 
photos at T-Tc=1mK and (B) 16 mK (the horizontal bar corresponds to 40 µm); (C) photos at 1 
mK digitized with two intensity levels [Guenoun et al., 1989]. 
 

Guenoun et al. considered that the average of the order parameter over the volume V is a “block 

spin variable”. The image intensity was assumed to be proportional to the order parameter 

fluctuations. The probability distribution of the intensity P (δI) is given by: 

P[δI(r)] ∼ P[<δM(r)>] ∼ exp{[-(1/kBT) F[<δM(r)>]]},   (1.3.3) 

with kB is Boltzmann’s constant and F[<δM(r)>] is the free energy in the volume V in question. 

Using the above assumptions it was possible to directly determine δM dependence on F. It was 

found that the probability distribution function (PDF) of recorded images was Gaussian and that 

the images’ widths are temperature dependent. The Fourier analysis of recorded images gave 

access to the structure factor of the fluctuation. Density fluctuations appear as domains whose 

intensities are different from the average value of the image and are detectable only near the 

critical point (Figure 1.3.2.). The cluster analysis has demonstrated the self-similarity of density 

fluctuations and has provided a measurement of their fractal exponent, which is Df = 2.8 ± 0.1.  

Other microscopic observations near the critical point have been reported by varying the 

optical techniques and image processing [Hegseth et al., 2003]. Hegseth used a bench-top optical 

microscope with spatially coherent light to visualize concentration fluctuations in binary liquids 

near the critical point. The fluctuations were recorded on video tapes and the images processed 
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later on. Three different experimental media were placed in the focal plane of the optical system: 

(1) an opaque mask or dark field (DF), (2) a quarter wave plate or phase contrast microscopy 

(PC) or, (3) nothing or bright field microscopy (BF)(Figure 1.3.3). In conclusion, the temporal 

behavior of the fluctuations for PC and BF were similar, significant differences in the temporal 

behavior BF and DF were observed, and the DF images fluctuate much more rapidly. 

 

 
Figure 1.3.3.   Enhancement of fluctuating images in optical microscopy. Typical 
fluctuations recorded from bright field (A), phase contrast (B), and dark field (C) experimental 
setups [Hegseth et al., 2003] 
 

The image analyses provide valuable new information regarding the underlying statistical 

physics of the system. Based on the statistic of the patterns in microgravity, it was possible to 

infer the singular free energy and its behavior near the critical point. The mechanism of image 

formation was studied by applying a phase contrast and dark field filter to the microscope. The 

comparison among bright field, phase contrast and dark field images shows that between phase 

contrast images and bright field images, there are only slight differences (Figure 1.3.3). This 

result suggests that the fluctuating media is not a phase object, rather, the media acts like an 

amplitude object. Slightly below the critical temperature, the fluctuating fluid give rise to 

growing domains called generalized nucleation [Hegseth et al., 2000]. Other results regarding 

pure fluids reveal that the histograms of the recorded images can be fitted by a Gaussian function 

[Beysens et al., private communication]. 
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1.4. Light scattering theory in fluids 

 

The light scattering theory has been developed more than one hundred years ago and started with 

Einstein, who showed that the intensity of the scattered light determined by density fluctuations 

is proportional to the isothermal compressibility of the fluid. Over the past few decades, light 

scattering near the critical point has become an active topic because the variations in the 

scattered intensity are very large and visible to the naked eye. The fluid turns milky and the 

phenomenon is called critical opalescence. The underlying idea behind the theory of scattering is 

that the scattered light contains information about the fluid’s density fluctuations over both time 

and space. The theoretical framework is provided by statistical mechanics and relates the 

intensity and the frequency distribution with the scattered light to the thermodynamic and 

transport properties of the fluid [Mountain, 1966]. 

 

Ornstein–Zernike theory 

The density at an arbitrary point, r, in the fluid is defined by 

)()(
1
∑
=

−=
N

i
irrrn δ ,      (1.4.1) 

where ri is the spatial coordinate of the ith particle and δ is the Dirac function. The average value 

of the density in a uniform system does not depend on the spatial position of a particle and has 

the expression: 

n
V
Nrn ==)( ,      (1.4.2) 

where <…> is the ensemble average. The correlation function measures the correlation density 

fluctuations at two positions, r and r’ 

})'()'(}{)()({)',( 〉〈−〉〈−= rnrnrnrnrrG .  (1.4.3) 

For a spatially uniform system, equation (1.4.3) becomes 
2)'()()'( nrnrnrrG −=− .   (1.4.4) 

As the spatial separation, |r-r’|, between two points increases the correlation between their 

respective density fluctuations decreases. Stanley [Stanley, 1971] established the connection 

between the isothermal compressibility, KT , and the fluctuations of the total number of particles 

in the system, which in turn is related to the correlation function 
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222)( 〉〈−〉〈=〉〈− NNNN ,    (1.4.5) 

where N is the number of particles at position r and time t, and <…> is the temporal average at 

the specified position. The relation between the fluctuations of the number of particles and the 

isothermal compressibility is given by [Stanley, 1971] 

TBT
B TKnkNK

V
TkNNN 〉〈=〉〈=〉〈−

2
2)( ,   (1.4.6) 

where kB is Boltzmann’s constant, T is the temperature, V is the macroscopic volume, and KT is 

the isothermal compressibility. For the ideal gas the compressibility is 

Tnk
K

B
T

10 = ,     (1.4.7) 

Using (1.4.6) and (1.4.7), the ratio of the two compressibilities is 

〉〈
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0 .    (1.4.8) 

On the other hand, the correlation function relates to the fluctuations of the number of particles 

by 

)"(")'(')( 2 ∫ ∫∫ =−=〉〈− rGdrVrrGdrdrNN .   (1.4.9) 

Therefore, based on (1.4.8) and (1.4.9), the compressibility and the correlation function are 

related by 

∫= drrG
nK

K

T

T )(1
0 .    (1.4.10) 

The last equation suggests that near the critical temperature Tc, a diverging compressibility 

corresponds to an increase in the correlation function. As a result, the correlation length increases 

and the density inhomogeneities scatter light more strongly thus leading to the critical 

opalescence phenomenon. When radiation of the incident wave vector k0 is scattered by the 

fluid’s atoms the scattered intensity I0(q) depends on the properties of the constituent atoms. 

Assuming a quasielastic interaction for scattering, the momentum transfer function can be 

written as [Ford, 1965]: 

2
sin4|| θ

λ
π== qq ,    (1.4.11) 
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where θ is the scattering angle and λ is the wavelength of the incident light. As the fluid’s 

density increases, the observed scattering intensity I(q) deviates from I0(q), and the reduced 

scattering intensity becomes very large at low angles 

)(1)(1
)(
)(

0

qS
n

rGdre
nqI

qI iqr == ∫ − ,   (1.4.12) 

where S(q) is the structure factor and is defined as the spatial Fourier transform of the correlation 

function. Near the critical point, the structure factor (S(q)) takes large values due to small values 

of q. The critical opalescence phenomenon was first studied theoretically by Ornstein and 

Zernike in 1914 [Ornstein et al., 1914]. The first step in deriving the form factor according to 

Ornstein and Zernike theory is to substitute the density (1.4.1) into the correlation function 

(1.4.4) 

2
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)'()()'( nrrrrrrG
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= =

δδ .   (1.4.13) 

The correlation function (1.4.13) contains an autocorrelation term of the particle with itself (first 

term) and a correlation term between different particles (second term) 

)'()'()'( 2 rrnrrnrrG −Γ+−=− δ ,   (1.4.14) 

where Γ(r-r’) is a dimensionless quantity. In order to compute the form factor from (1.4.12), the 

Fourier transform of (1.4.14) is required. Let )(ˆ qΓ  be the Fourier transform, ( )∫ −Γ drer iqr)( , of 

)(rΓ .  The direct correlation function C(r) and its Fourier transform )(ˆ qC  is defined by: 

)(ˆ1
)(ˆ

)(ˆ
qn

qqC
Γ+

Γ= .    (1.4.15) 

At temperatures close to the critical temperature (T→TC), the function Γ(r) became long-range as 

a result of the propagation of direct correlation and the Ornstein–Zernike integral becomes 

")'"()"()'()'( drrrrrCnrrCrr −Γ−+−=−Γ ∫ .  (1.4.16) 

The structure factor is:  

)(ˆ)( 2 qnnqS Γ+= .    (1.4.17) 

For a small q, the scattered intensity is very nearly a Lorentzian and from (1. 4.14) and (1.4.15) 

the structure factor can be found as: 
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The function )(ˆ qC  is short-range and can be expanded in a Taylor series about q=0 [Stanley, 

1971]. Therefore 
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where the integral drrCrTncnR )(),(ˆ 2
2

2 ∫∝−≡  is directly related to the second moment 

)(rC  and 2
02

1

ˆ1
R

Cnk −=  is related to the zeroth order moment.  

 

 

 

 

 

Figure 1.4.1. The dependence of the inverse 
scattering intensity on the scattering angle 
θ for Argon. Each curve represents different 
temperature on an isobar close to the critical 
temperature [Thomas, 1963].  
 

 

 

 

 

The equation (1.4.19) predicts a relationship between the relative scattered intensity versus q2 for 

different temperatures called Ornstein-Zernike-Debye curve. This predicted relationship was 

checked experimentally by Thomas and Schmidt for Argon (see figure 1.4.1, where the inverse 

relative intensity show a linear dependence on the scattering angle, θ [Thomas, 1963]. 
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 In Ornstein and Zernike’s approximation, Taylor series terms higher than q4 were neglected. 

The reduced intensity has a Lorentzian form 
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The inverse Fourier transform of equation (1.4.20) gives the total correlation function 

r
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≈ ,    (1.4.21) 

where k1 is the inverse correlation length 1
1

−= ξk  with the property that 01 →k  as cTT → . 

Fisher [Fisher, 1967] corrected the Ornstein-Zernike approximation by introducing a correctional 

exponent η less than 0.056 in three dimensional systems. It is a measure of the departure from 

the Ornstein-Zernike behavior. The modified Ornstein-Zernike-Debye correlation function is 

[Puglielly et al., 1970] 
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+≈ ,     (1.4.22) 

Puglielly et al. measured the turbidity of SF6  in the vicinity of the critical point and determined 

both the temperature dependence of the isothermal compressibility and the correlation length. A 

comparison of their isothermal compressibility estimations obtained from turbidity 

measurements with MacCormack [MacCormack, 1951] showed good agreement. The turbidity is 

given by the integral over all angles of light scattering intensity per unit length according to the 

Ornstein-Zernike theory 
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where TK  is the isothermal compressibility, q is the scattering vector, φ is the angle between the 

polarization vector of the incident light and the scattering wave vector, ξ is the correlation length 

and ρ is fluid density. By integrating (1.4.23) over all possible scattering angles, the turbidity 

becomes 

)(απτ fAKT= ,     (1.4.25) 
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 ++=f . Pugllielly [Pugllielly, 1970] relied on the 

fact that the turbidity, τ, exhibits the same power law as the isothermal compressibility, KT, and 

f(α) is nearly constant for a small α. Cannel [Cannel et al., 1975] made measurements of the 

long range correlation length using two different light scattering techniques: (1) the differential 

method directly measuring the difference between the forward and backward scattered light, and 

(2) the turbidity measurements. The measurements are taken along the critical isochors which 

were found to fit the correlation length power law (see Figure 1.4.2). In order to compensate for 

the gravity-induced density gradient, the fluid was stirred, thus creating a state of uniform 

density throughout most of the cell. 

 

 
Figure 1.4.2. Long-range correlation length of SF6 as a function of temperature on critical 
isochors. The crosses and the circles are the result of the turbidity method and differential 
intensity measurements. 
 

Other experimental results using the light scattering techniques near the critical point of a ternary 

liquid mixture done by Ohbayashi [Ohbayashi, 1978] showed the universality of the critical 

exponent. The two power laws, one for the correlation length and the other for the isothermal 

compressibility, were also verified experimentally.  
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 The effects of double scattering on the scattering intensity have been considered by a number 

of investigators [Chalyi, 1969; Oxtoby, 1974; Bray, 1975; Boots, 1976; Holm, 1977]. The effect 

of double scattering on the spectral distribution of scattering light has been investigated by 

Beysens [Beysens et al., 1976, 1977] and Sorensen [Sorensen, 1977]. The effect of triple 

scattering or higher becomes very important in practice because most fluids are opaque near the 

critical point. Moldover et al. proposed three methods to reduce turbidity: (1) reduce the width 

(w) of the optical cell [Moldover et al., 1979], (2) choose fluids with a smaller index of 

refraction, and (3) conduct the experiment at longer wavelength. 
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1.5. Phase separation 

 

Phase separation in a fluid and liquid mixture occurs when a sample is quenched from an initial 

temperature Ti characterized by a homogeneous state to another state temperature (Tf) such that 

one phase is no longer stable (see Figure 1.5.1). 

 

 

 

 

Figure 1.5.1.   Schematic 
representation of the phase 
diagram in the temperature (T) 
versus the order parameter (M). 
 

 

 

 

 

Cahn and Hilliard [Cahn, 1965] were the first to study the process of phase separation in 

metallurgical systems. Phase separation is a nonlinear process and its kinetics have been 

investigated for a few decades by computer experiments using simple models [Puri, 1992; 

Broide, 1993; Bastea et al., 1997; Martin, 1998] as well as theoretically [Siggia, 1979; Binder et 

al., 1974; Swift, 1977; Nikolayev et al., 1996] and experimentally [Chang et al., 1979; Houessou 

et al., 1985; Perrot et al., 1994; Perrot et al., 1999; Beysens et al., 2000; Hegseth et al., 2003; 

Xin-Liang et al., 2005]. The thermodynamics stability of a fluid or a mixture is determined by 

the location of the minimum free energy in the temperature (T) versus the order parameter (φ) 

plane. The minimum of the free energy is determined by solving the extremum condition  

∂F/∂φ = 0.      (1.5.1) 

The implicit equation (1.5.1) describes the so-called coexistence curve (Figure 1.5.2B).  

The thermodynamic stability of a phase is determined by the sign of the second derivative of the 

free energy (∂ 2F/∂φ2) and the curve ∂ 2F/∂φ2 = 0 defines the so-called “spinodal line” (Figure 

1.5.2B). The region where the second derivative of the free energy with respect to the order 
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parameter is smaller than zero, ∂ 2F/∂φ2 < 0, is thermodynamically unstable. The region between 

the two curves corresponds to the metastable case with ∂2F/∂φ2 > 0. The previous classification 

was made according to the classical mean field theory [Papon, 2002]. 

Tanaka [Tanaka et al., 1983] studied phase separation with an oligomer mixture between 

closely spaced plates. This type of arrangement was used in order to separate gravity effects from 

sedimentation and buoyancy. He observed two different kinetics of growth when the sizes of the 

domains were of the same order of magnitude as the thickness of the liquid mixture layer. The 

experimental setup introduced significant perturbations due to wetting from the plates so that the 

experiment could not reveal any bulk effects.  

Depending on the thermal quench, two kinds of phenomena can occur below the 

coexistence curve (see Figure 1.5.2): 

1) Inside the metastable region, phase separation is initiated by a nucleation process 

through spontaneous fluctuations or impurities (see figure 1.5.2). In this region, a nucleus of a 

critical size has to form before it is energetically favorable for it to grow. Nucleation and growth 

correspond to the metastable region of the phase diagram. If a fluctuation is large enough to 

overcome the energy barrier due to the interfacial processes, then a nucleus will appear and a 

new phase develops. The nucleation process is more likely to occur on a seed particle. An energy 

barrier always exists in the case of nucleation and growth and prevents the droplets with a radius 

smaller than a critical value r* to grow so the domains appear disconnected. The growth law of 

the nucleus depends on its size and the number of droplets in the solution. It was experimentally 

confirmed [Chou et al., 1979; Bayley, 1993; Perrot et al., 1994; Perrot et al., 1999; Onuki et al., 

1999] and theoretically proved [Lifshiftz, 1961; Siggia, 1976; Siggia, 1979; Bastea et al., 1997] 

that the growth of a drop’s radius follows a power law of the Lifshitz-Slyosov type: r ~ t1/3.  

2) Inside the unstable region, there is no energy barrier for the droplets to overcome and 

the system is unstable (see figure 1.5.2). The fastest growth is exhibited by the fluctuations 

whose sizes are of the order of the correlation length, ξ. A typical ring with a characteristic 

wavelength occurs when scattering techniques are used. Several minority domain growth 

mechanisms have been described [Guennoun et al., 1987; Chou, 1979]. If the gravity effects are 

negligible and the volume fraction of the minority phase is very small (φ < 0.03), then growth by 

diffusion as described earlier by Lifsitz and Slyosov characterizes the region. The growth law 

has a power law exponent of 1/3. Critical systems with a large volume fraction (φ) have been 
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studied by Wong and Kobler [Wong, 1978]. If φ > 0.10, then a “slow” growth (characterized by 

the t1/3 power law) is reported at early times and a faster growth at later times (see figure 1.5.4). 

 
Figure 1.5.2.   Schematic representation of phase equilibrium [Beysens et al., 1987]. 

 

The fast growth at later times is due to sedimentation. Experiments done in microgravity with 

density matched binary liquids and pure fluid carbondioxide near the critical point have shown 

that interconnected (percolated) structures appear for a volume fraction of 0.5 [Garrabos et al., 

1992] (see Figure 1.5.4). At later periods during fluctuations growth, the characteristic time of 

these domains appear to have a linear growth in time (see figure 1.5.4). Densities matched in a 

binary fluid mixture have been used to study the growth law and the possible crossover between 
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the slow and fast growth laws [Chou et al., 1979; Chu et al., 1966; Chang, 1979]. The errors in 

these experiments were large, but it was still possible to delimitate the boundary between the 

slow (r ∝ t1/3) and fast (r ∝ t) regimes for a critical volume fraction of φ > 0.30. The threshold 

between the fast and slow growth was also reported by Perrot [Perrot et al., 1994] in a pure fluid 

(SF6) at low gravitational field. Using a volume fraction φ > 0.29 and a thermal quench depth of 

300 µK and 1000 µK, fast growth with interconnected patterns was reported (see figure 1.5.4). 

Slow growth with disconnected patterns occurred at smaller quench depth of 50 µK and 100 µK 

(see Figure 1.5.4). The result of this experiment proved that the volume fraction is the correct 

parameter to study the growth laws. 

During the thermal quench from the homogeneous to the inhomogeneous state, fluids 

under Earth’s gravity are affected by sedimentation and convection [Moldover et al., 1979]. In 

the final stage of phase separation, the denser phase sinks to the bottom of the container. Wetting 

forces contribute to these changes, too. The nucleation process and late stage spinodal 

decomposition cannot be reached because of sedimentation. The role of interfacial tension 

remains uncertain for fluids near the critical point under Earth’s gravity. 

 

 

 

 

 

Figure 1.5.3.   Phase separation in refrigerant R12 
on Earth [Beysens et al., 1987] 
 

 

 

 

Figure 1.5.3 shows a sample of the refrigerant R12 when cooled from above the critical 

temperature (T > TC). Critical opalescence is observed in the middle of the picture, and the fog 

from both sides demonstrates the phase separation as a dispersion of droplets. In the next stage, 

the phases will be decomposed by sedimentation. 

The natural length scale for fluids near the critical point is the correlation length, which diverges 

according to the power law  
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ξ = ξ0[(T-TC)/TC]-υ,      (1.5.2) 

where υ = 0.63 is a universal exponent, ξ0 is a system-dependent amplitude, and TC is the critical 

temperature. The experimental results can be represented on two master curves in reduced units 

Km
* = 2πξ/Lm versus t* = t/tξ, where tξ = 6πηξ3/kBT ,with η being the shear viscosity and kB being 

Boltzmann’s constant.  

 

 
Figure 1.5.4.   Master curves of scaled wave number Km* versus scaled time t*. The two 
curves correspond to a liquid mixture with φH ~ 0.29. The experiments for CO2 and SF6 under 
reduced gravity are recorded with a volume fraction between 0.50 and 0.13 and a temperature 
between 50 µK and 100 µK below TC. (a) If φ > φH, then interconnected pattern of drops 
occurred. (b) If φ < φH, then the drops are isolated [Beysens et al., 2000]. 
 

Scaling by proper units of length and time implies that all the data from different experiments 

and different systems can be cast on the same master curve. Late stages of growth can be 

observed only when the gravitational flow due to the difference in density of the phases is 

suppressed. A number of experiments under reduced gravity have been carried out [Beysens et 

al., 1994, 2000]. The results show that the influence of convective flows and sedimentation were 

removed. Phase separation has been of great theoretical interest over the last several decades. 
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There have been investigations of kinetics and dynamics of phase transition from both the 

theoretical and experimental points of view [Guenoun et al., 1994; Hegseth et al., 1998; 

Lamorgese, 2005]. Siggia [Siggia, 1979] has initiated many attempts to explain the two growth 

laws from both theoretical and experimental perspectives. Several groups have done large scale 

numerical simulation in order to solve the coupled equations involving diffusion and 

hydrodynamics. These numerical simulations showed that an asymptotic growth law with an 

exponent greater then 1/3 results due to hydrodynamic effects and an exponent of 1/3 in the case 

of pure diffusion. A new theoretical attempt has been pursued by Nikolayev [Nikolaeyev et al., 

1997] to explain the existence of the two different regimes and their relation to the pattern 

morphology. According to Nikolayev [Nikolayev et al., 1997], for a high equilibrium volume 

fraction, φ, droplet coalescence is a leading candidate for the growth mechanism at late times in 

both the “fast” and “slow” growth cases. In the “slow” growth case, the Brownian motion of the 

droplets determines a characteristic collision rate for the droplets. During their random motion, 

spherical droplets collide, coalesce and grow. This model corresponds to a diffusion limited 

growth because the time between two coalescence events is limited by droplet diffusion. In this 

case, the drop size obeys the asymptotic growth law r ∼ t1/3, where t is the time. The “fast” 

growth dominates at later times and is explained using a coalescence mechanism, which assumes 

that the droplets interact more strongly due to a lubrication flow. When two droplets coalesce 

they also induce another nearby droplet to coalesce through the lubrication flow. Subsequent 

coalescences follow each other and the average radius of the drop pattern grows more rapidly. If 

droplets are close together the hydrodynamic interaction may generate successive coalescence 

that creates the interconnected pattern. This mechanism is valid only when the volume fraction is 

high, so that the droplets are closely packed. 

The basic idea of the numerical simulation of the drop coalescence [Nikolayev et al., 

1997] is that at the beginning of the simulation, the coalescence starts between two drops of size 

R that are at a distance ψ that corresponds to the interface thickness of the drop [Siggia, 1979]. 

Consider another drop at distance do from the spherical shell, which is defined as an aggregate of 

two coalescing drops (Figure 1.5.5.B). 
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Figure 1.5.5.   Schematic representation of the drops pattern undergoing coalescence 
[Nikolayev, 1997]. (A) Droplets coming closer than a critical distance get into contact and then 
relax to a spherical surface to minimize the surface tension. (B) The position of the drop surfaces 
at the beginning (dotted line) and the end (solid line) of the simulation. ψ is the coalescence 
distance and d0 is the initial distance between the drops. 
 

The distance between the drops and the shell was also chosen to be do. The first important result 

in the simulation is that the first coalescence facilitates the coalescence between the composite 

drop and the neighboring drops. At the beginning of the evolution, two droplets are considered at 

a distance smaller than ψ and, as a result, they form a “composite drop”. A nearby drop D 

(Figure 1.5.5A) is pushed away and deforms the spherical shell. As a result, the shell undergoes a 

deformation and then relaxes because the surface tension is finite. Consequently, the composite 

drop and the neighboring drops will approach each other during this stage. This means that the 

lubrication interactions with the surrounding drops cause the composite and the neighboring 

drops to attract each other. This process of coalescence-induced-coalescence is possible only 

when the distance between drops is less than a critical value [Nikolayev et al., 1997]. Using this 

model, it was proved that the growth law is linear and the pattern is interconnected. 
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1.6. Hydrodynamic model of phase separation 

 

Phase separation dynamics for pure fluids and binary mixtures is a nonequlibrium process 

exhibiting features such as domain growth and pattern formation. In a typical experiment, a 

system in a homogeneous state is quenched inside the coexistence curve. Depending on the 

quench position, two different patterns could appear: for a near critical quench, convoluted 

domains of each component are formed; while in an off critical quench, droplets of minority 

phase form within the majority phase background. A Brownian mechanism was first considered 

by Smoluchovchi [von Smoluchowski, 1917] for coagulation of colloids. According to such a 

model, the droplets collide during their Brownian motion and the total surface energy of the 

system is lowered. This model was applied by Binder and Stauffer [Binder, 1974] and Siggia 

[Siggia, 1979] by considering a drop of radius a1, fixed at the origin of the reference frame, in an 

uniform cloud containing n2 drops of radius a2 per volume (see Figure 1.6.1). 

 

 
Figure 1.6.1.   Schematic representation of drops growth mechanism based on Brownian 
motion mechanism [Hegseth et al., 1998]. 
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At steady state, the radial distribution of the drops follows from a solution of: 

∇ 2 n2 = 0,       (1.6.1) 

with boundary conditions n2 = 0 at r = a1 + a2 and n2= n0 at r → ∞. The solution is  

n2(r)= n0[1 - (a1+a2)],       (1.6.2) 

and the flux (I) of particles at a1+ a2 is given by: 

∫= dr
dn
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πη
=  is the diffusion constant of the spherical drop undergoing Brownian 

motion and I  is the total number of drops of radius a2 colliding with all fixed drops of radius a1 

per unit time. Considering the interaction between the two populations of drops during their 

motion, the total flux of particles is: 

21212121 ))((4 nnaaDDIII ++=+= π .   (1.6.4) 

Let us consider the following simplified case: 

D1 = D2 = D; n1 = n2 = n; a1 = a2 = 〈a〉.    (1.6.5) 

Using the flux given by (1.6.4) and the conditions (1.6.5), the stationary distribution of the 

number of particles is  

216 naD
dt
dn π−= .       (1.6.6) 

Since D<a> is time-independent, the solution of (1.6.6) is 

)(12 0
3

0
3 ttaDaa −=− ,     (1.6.7) 

or 3/1ta ∝ . The previous argument did not consider the hydrodynamic interaction between the 

drops. Siggia [Siggia, 1979] found by considering the hydrodynamic interaction that the relative 

diffusion constant is smaller than the one used above and depends on the separation between the 

drops. According to Siggia, the corrected rate of collision per unit volume due to Brownian 

motion is 

)(16 2 φπ fDanN B = ,      (1.6.8) 

where the factor )(φf  accounts for the hydrodynamic effect. This factor is related to the ratio of 

the viscosities of the liquids inside and outside the drops and the average distance between drops 

and, therefore, depends on volume fractionφ . Zang and Davis [Zang, 1991] calculated this 
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correction in the dilute limit. Near the critical point, the viscosities of the two phases are equal 

and the factor )(φf  is equal to 0.56. The number of droplets decreases as a result of coalescence 

with the rate 

BN
dt
dn −= .       (1.6.9) 

The hydrodynamic approach was used to explain the kinetics of the interconnected domain and 

the origin of t1 growth law by Siggia [Siggia, 1979]. He associated the growth rate with the rate 

of evolution of the unstable fluctuations. 

Another research group used the coupled equation of hydrodynamics and diffusion to 

explain the motion of droplets caused by a concentration gradient. They did not consider the 

translational motion due to the pressure gradient which is very important when we have a high 

volume fraction [Kawasaki, 1983]. 

Nikolayev [Nikolayev et al., 1996, 1997] developed a different approach by suggesting 

that coalescence between two drops induces coalescence when the distance between the drops is 

less then the coalescence limit, resulting in a chain reaction of coalescence. They use the term 

“coalescence-induced-coalescence“, which was first introduced by Tanaka [Tanaka, 1994]. The 

surface tension of drops is considered to be the same for all interfaces. If the drops are close 

enough and the distance does not exceed the coalescence limit, then in the presence of the 

lubrication forces the droplets interact and a new elongated droplet is produced (see figure 1.6.2). 

 

 

 

 

Figure 1.6.2.   Schematic representation of a 
shell model [Hegseth et al., 1998]. 
 

 

 

 

At a high volume fraction, the droplets are tightly packed and the composite drops do not have 

time to relax so another coalescence take place resulting in an interconnected pattern (see figure 
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1.6.2). On the other hand, if the droplets are far apart (d0/R >> 1), the second coalescence never 

occurs. The average coalescence time is the time between consecutive coalescences 

σαη /Rtc = ,     (1.6.10) 

where σ is the surface tension coefficient, η is the coefficient of viscosity, R is the droplet’s 

radius, and α is the coalescence constant. The volume fraction, φ, of the minority phase is related 

to d0/R by: 
3

0 ]2/1[ −+= Rdbφ ,    (1.6.11) 

where b is a constant depending on the spatial arrangement of the drops. In the coalescence-

induced-coalescence model, the radius of the droplets grows with each coalescences according to 

the following recursive relationship 
)()1( ii RR β=+ ,       (1.6.12) 

where β ∼ 1.1. After n successive coalescences the time and the droplet radius are: 

]...)[/(.... )1()2()1()0()1()3()2()1()0( −− ++++=+++++= nn
ccccc RRRRtttttt σαη  ⇔ 

)1/()1()/( )0( ββσαη −−= nRt ,    (1.6.13) 

and  

tRRR n )/)(1()0()0()( ησββ −+== .     (1.6.14) 

The last equation shows the linear time dependence of the droplet’s radius specific for packed 

domains. Nikolaev [Nikolayev et al., 1996] explained the decrease in the number of droplets 

through a competitive mechanism between the Brownian diffusion and hydrodynamic 

interactions. According to Nikolayev [Nikolayev et al., 1997], the rate of change of droplets is 

)( HB NN
dt
dn +−= .    (1.6.15) 

In practice, for φ >φH, the droplets grow according to the hydrodynamic mechanism. For φ < φH, 

the droplet’s growth is determined only by the Brownian interaction. The transition between the 

two regimes is sharp and occurs at the threshold volume fraction φ = 0.26. As the authors 

mentioned [Nikolayev et al., 1997], this model applies to any system involving growth of 

droplets due to coalescence of liquid drops inside another fluid.
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1.7. Image processing background 

 

With computers becoming less expensive and more powerful, applications for image processing 

have become widespread [Jahne, 1997]. An image is a function f of two variables (x, y) that 

represent the plane coordinates. The amplitude f(x, y) is called the intensity or gray level of the 

image at point (x, y). The amplitude of a given image will be an integer or a real number. The 

former is a result of quantization process that converts a continuous range to a discrete number of 

gray levels. The two-dimensional continuous image f(x,y) is divided into N rows and M columns. 

The intersection of a row and a column is called a pixel (see figure 1.7.1).  

 

 
Figure 1.7.1.   Schematic representation of digital images. (a) Discrete arrays with two indices 
represent a rectangular grid assimilated to a two-dimensional image and (b) array with three 
indices are assimilated to a three-dimensional image [Jahne, 1997]. 
 

Each pixel has an associated value that represents the average brightness or gray level for a 

monochromatic image. With a large pixel size, the spatial resolution is poor and the gray value 

discontinuities are significant. On the other hand, for a small pixel size the effect becomes less 

intense for the visual system. A histogram of a digital image is a discrete function g(rk) = nk 

where rk is the kth gray level and nk is the number of pixels in the image with gray level rk.. The 

histogram can be normalized by dividing each value by the total number of pixels n. The gray 

level in a given image can be seen as a random variable in the interval (0, 1). The descriptor of a 
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continuous variable is its probability density function (PDF). The general characteristics for an 

image can be extracted from the density probability function of its gray level. As an example, 

predominantly dark images would have a PDF like the one shown in Figure 17.2 a, while the 

PDF of a bright one would most likely resemble the one in Figure 1.7.2b. 

 
Figure 1.7.2. Normalized histograms for two-dimensional images. Gray level probability 
density function of (a) a “dark” image, and (b) a “light” image [Jahne, 1997].  
 

Histograms are the basis for many spatial processing techniques useful in image enhancement 

[Jain, 1990; Gonzalez, 2002]. The purpose of image enhancement is to perform a series of 

operations such that the final image is more suitable for a specific application than the original. 

Image enhancement is classifiable into two broad categories: 1) spatial domain and 2) frequency 

domain methods. The spatial domain methods are related to direct pixel manipulation in an 

image. The frequency domain processing techniques operate on the Fourier transform of an 

image. Spatial filtering is an operation done directly on an image. One of the objectives for this 

method is noise reduction [Gonzalez, 2002]. The process of spatial filtering using an average 

filter consists in moving the filter from point to point in an image and averaging the pixels within 

a small neighborhood. By replacing the value of every pixel with an average value, the final 

image would have less of a sharp transition in the gray level. In this case, the filter produces 

isotropic smoothing and there is no shift in the image location. An undesirable effect in using a 

moving average filter is blurring of edges. A spatial averaging filter in which all the coefficients 

are equal is called a box filter. Here is a simplified example of a 3x3 box filter:  
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The local smoothing effect depends on the filter size. As an example, for a filter size of A = 

3(3=number of rows=number of columns), the image blurring would be limited to “this 

dimension”. The effects of smoothing using filter of variable size are illustrated in Figure 1.7.3. 

Only details that are approximately the same size as the filter are affected because the size of the 

filter establishes the relative size of the objects that will be blended with the background. The 

purpose of this operation is to eliminate objects based on their intensity [Gonzalez, 2002]. A 

complementary enhancement of digital images uses frequency domain manipulations. The 

mathematical tools used to represent image processing in frequency domain are related to the 

Fourier Transform (FT). The FT produces another representation of a signal, specifically a 

representation as a weighted sum of complex exponentials. Because of Euler's formula:  

)sin()cos( qjqe jq += ,     (1.7.1) 

where 12 −=j , we can say that the FT produces a representation of a two-dimensional image 

as a weighted sum of sine and cosine functions. The defining formulas for the continuous 

forward Fourier and the inverse transforms [Hecht, 2000] are as follows.  
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Figure 1.7.3.   Image noise reduction using averaging filter. Result of smoothing of the 
original image (500x500 pixels) with an average filter mask of sizes A = 3, 5, 9, 15, 35 and 45 
[Gonzalez, 2002]. 
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The corresponding Fourier transforms for a two-dimensional discrete data are:  

Forward:    
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ΨΩ= ∑∑π
.  (1.7.8) 

The following are some of the most relevant properties of Fourier transforms for digital image 

processing.  

1) The Fourier transform is, in general, a complex function of the real frequency variables. The 

transform can be written in terms of its magnitude and phase.  
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),(),(),( vujevuFvuF ϕ= ,    ),(),(),( ΨΩΨΩ=ΨΩ ϕjeFF .  (1.7.9) 

2) A 2D image can also be complex and thus written in terms of its magnitude and phase.  

),(),(),( yxjeyxfyxf φ= ,  
],[],[],[ nmjenmfnmf φ= .   (1.7.10) 

3) A 2D real image, f [m, n] has a Hermitian Fourier transform F(Ω, ψ).  

   ),(),( vuFvuF −−= ∗ ,      ),(),( Ψ−Ω−=ΨΩ ∗FF .    (1.7.11) 

The symbol (*) indicates the complex conjugate. For real images, the magnitude is even and the 

phase is odd: 

),(),( vuFvuF −−= ,      ),(),( vuvu −−−= ϕϕ .   (1.7.12) 

    ),(),( Ψ−Ω−=ΨΩ FF ,             ),(),( Ψ−Ω−−=ΨΩ ϕϕ .  (1.7.13) 

4) If a 2D image is real and even, then the Fourier transform is real and even.  

),(),( vuFvuF −−= ,    ),(),( Ψ−Ω−=ΨΩ FF .   (1.7.14) 

5) The Fourier transform in discrete space, F(Ω,Ψ), is periodic in both Ω and Ψ. Both periods 

are 2π.  

),()2,2( ΨΩ=+Ψ+Ω FkjF ππ ,                                            (1.7.15) 

 with j, k integers.  

If ∆x and ∆y are the spatial sample intervals then the frequency sample intervals ∆u and ∆v are 

given by: 

xM
u

∆
=∆ 1 ,    

yN
v

∆
=∆ 1 ,   (1.7.16) 

where M and N represent the image size in pixels. 

An example of a connection between spatial and frequency domains is shown in Figure 1.7.4. 
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Figure 1.7.4.   A damaged electric circuit (A) and its Fourier spectrum (B) [Gonzalez, 2002]. 
This is a typical association between spatial and frequency domain. 
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2.   Fluctuations and phase separation 

 

2.1.    Pure fluids 

 

A large number of experiments dealing with the critical behavior of gas-liquid mixtures and 

binary fluid systems have been performed. Many experiments used light scattering to visualize 

the fluctuations of the fluid’s density. Fluids near the critical point are affected by gravity 

because the compressibility of the fluid is very large near the critical point. Therefore, due to the 

gravitational field, the fluid compresses under its own weight and stratifies. Any measurements 

of thermodynamics properties made on a cell of finite height in a gravitational field will actually 

measure a macroscopic average property of the fluid over different densities rather than the 

precise property approaching the critical point. Experiments in microgravity eliminate the 

complication due to the fluid compressibility near the critical point. Therefore, space 

experiments have enabled new phenomena to be discovered as a result of the removal of 

convection, sedimentation and buoyancy phenomena.  

Density fluctuations cause local deviations in the intensity of transmitted or scattered 

light from the average intensity of the image. The visualization of fluctuations provides 

important information about the statistical physics of cooperative phenomena that take place at 

the microscopic level. Near the liquid-gas critical point, the density fluctuations determine the 

fluctuations in the transmitted or scattered light through a transparent medium and, therefore, can 

be directly observed using microscopy techniques. In Earth-based experiments, the average size 

of fluctuations is limited by gravity. In the microgravity environment, direct fluctuation in space 

and time were recorded by using the ALICE II instruments. We present results of microscopic 

density fluctuations of pure fluids under microgravity conditions. There were five different 

experiments performed on the Mir space station (see section 2.1.1). The fifth experiment on 

growth and morphology in supercritical fluids (GMSF) was dedicated to phase separation 

[Hegseth et al., 2000]. 
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2.1.1.   Experimental setup 

 

The study of fluctuation growth and their morphology in supercritical fluids (GMSF) was 

the subject of a series of experiments onboard the Mir space station. The purpose of the 

experiments was to study the behavior of liquid-gas mixtures very close to their critical point. 

These experiments were performed on the Mir space station between December 12, 1998 and 

January 8, 1999 using the ALICE II facility. A series of seven experiments were performed to 

study the following three topics:  

1) Boiling 

2) Phase separation 

3) Fluctuations. 

In the boiling experiments, a two-phase liquid-gas mixture consisting of a single bubble was 

heated to a supercritical state above the critical temperature. In some cases, the gas bubble was 

slightly pushed against the side-wall of the cell to vary the gas pressure and in other cases it was 

not.  

In the phase separation experiments, a fluid above the critical temperature was quenched 

by quickly decreasing its temperature such that a minority phase of droplets grew inside the 

majority phase. Because liquids always wet a solid surface, these experiments were arranged so 

that the gas bubbles grew inside the liquid phase.  

Finally, the fluctuation experiments visualized the density fluctuations very close to the 

critical point. These seven experiments used five different cells that were enclosed in 

thermostats. Tables 2.1.1.1 and 2.1.1.2 summarize the relevant information concerning the cells 

used in these experiments [Hegseth et al., 2000].  
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Table 2.1.1.1.   The geometric characteristic of the cells used in microgravity conditions along 
with the corresponding fluids under investigation and the type of constrains (constant or variable 
volume).  

Thermostat Fluid Properties Cell thickness 
(mm) 

Th31 SF6 constant volume 
no thermistors 

3.016 

Th33 SF6 constant volume 
no thermistors 

1.664 

Th34 SF6 variable volume, 
3 thermistors 

4.340 

Th37 CO2 variable volume, 
3 thermistors 

2.204 

Th38 SF6 variable volume,  
3 thermistors, 

immersion micro. 

1.000 

 

Table 2.1.1.2.   Different experiments performed using the thermostats listed in Table 2.1.1.1. 
Each experiment was designed with an appropriate order parameter value for the purpose of 
studying specific critical phenomena (boiling, phase separation, and fluctuations). 
Exp. 
No. 

Thermostat Duration Order parameter 
M=(ρ-ρc)/ρc 

Boiling Phase 
Separation 

Fluctuations 

1 37 4 h 0 X   
2 33 3 h 0.7% X   
3 31 5 h 39 min 0.2% X   
4a 37 4 h 1.87% X   
4b 37 4 h 4.90% X   
5 34 206 h 0.02 & 0.46% XX XX  
6 37 4 h -3.5% X   
7 38 234 h 0% X X X 

 

The fluctuation and phase separation in the supercritical fluid was visualized in the fifth 

experiment performed using the cell and thermostat number 34 (Th34). The cell containing the 

fluid under study consisted of a cylindrical shell made of a thin copper alloy encapsulating a 

layer of SF6 sandwiched between two sapphire windows (Fig. 2.1.1.1).  
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Figure 2.1.1.1.   A schematic representation of the experimental cell encapsulating a layer 
of SF6 between two sapphire cylinders. The thickness of the sapphire windows was h = 10 mm 
and the thickness of the fluid is listed in Table 2.1.1.1. same as cell and thermostat 34. 

 

 

Figure 2.1.1.2.   Sample cell unit (SCU) containing a fluid between two sapphire windows 
and a CuBeCo alloy housing.  
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The diameter of the cylindrical cell containing thermostat Th34 is D = 12 mm, the thickness of 

the SF6 layer is H = 4.34 mm, and the aspect ratio is Γ = D/L = 2.765. One of the advantages of 

the thick cell is that the phase separation can be observed for a long time and the clusters of the 

minority phase can grow to a large size before wetting effects from the wall can influence them. 

Another advantage of the tick cells is that they allow the three thermistors to be located away 

from any thermal boundary layer that may exist at the walls. The volume enclosed by the 

cylindrical cell contained pure fluid with a density close to the critical density (see Table 

2.1.1.2). This cell is placed inside of a copper sample cell unit (Fig. 2.1.1.2) that is, in turn, 

placed inside a thermostat (Fig. 2.1.1.3). The thermostat is especially designed for thermal 

control and aligned with the ALICE II optical instrument. 

 

Figure 2.1.1.3.   ALICE II external view. An ALICE II instrument contains the thermostat, 
SCU and the optical apparatus. 

 

The thermostat is specially designed to ensure a precise thermal control and is aligned with the 

optical instruments. The high precision temperature control is accomplished using three 

concentric thermal shields (Figs. 2.1.1.3 and 2.1.1.4). The inner shield has a foil heater around it 
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and a thermistor for thermal control. It also contains the SCU and six Peltier elements in contact 

with the SCU for thermal control. The SCU also uses two types of thermistors, one for 

temperature control and the other for temperature measurement, Tm. The thermistors Th1, Th2, 

Th3 are located inside the cell as shown in Fig. 2.1.1.5. 

 

Figure 2.1.1.4.   Physical layout of ALICE II instruments. 

 

Several sets of thermal quenches were performed from the one phase region into the two phase 

region that resulted in phase separation. The SF6 cell marked Th34 (Table 2.1.1.1) was used 

twice in two runs of the GMSF experiment. The first set of quenches consisted of a large 3.6 mK 

temperature quench through the expected critical temperature Tc. The second set of experiments 

consisted of 0.3 mK temperature quenches that stepped through the same temperature interval as 

the large quench. The third set of experiments consisted of 0.1 mK quenches (the lower limit of 

ALICE II’s temperature measurement) that stepped through the same temperature range. The 

density of the cell was initially prepared at the critical density with the order parameter M = (ρ-
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ρc)/ρ = 0.0±0.02%, and at M = 0.46%. The first run at this density produced two kinds of fluid 

separation, one in the large temperature quench of 3.6 mK (Fig. 2.1.1.6) and the other in the last 

0.3 mK temperature quench. The large temperature quench (3.6 mK) is shown in Fig. 2.1.5. 

 

 

 

Figure 2.1.1.5.   Full view of cell image. 
The image recorded by a CCD camera 
showing the full view of the cell and the 
locations of the three thermistors (Th1, 
Th2, Th3) inside the cell. These 
thermistors are all at approximately the 
same temperature. 

 

 

The thermistors Th1, Th2, and Th3 are all at approximately the same temperature. The 

measurement thermistor Tm was placed inside the SCU such that Tm represents only 

approximately the temperature inside the fluid phase. 

 

 

Figure 2.1.1.6.   Time course of 
the temperature inside the fluid 
phase during the large 
temperature quench (3.6 mK). 
The error in temperature 
measurement by internal 
thermistors Th1 (C), Th2 (D), and 
Th3 (E) is of the order of 1 mK. 
Thermistor Tm recordings are 
plotted with black square (B). 
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The second set of quenches resulting in the 0.3 mK temperature quench through the critical 

temperature did not result in homogeneous separation of the fluid. The 0.3 mK quenches stepped 

in the same range as the large 3.6 mK quench (Fig. 2.1.1.7). Because the fluid separated on the 

last 0.3 mK quench, we concluded that the critical temperature Tc was very near the bottom of 

the 3.6 mK range of the first large quench.  

The last quench in the series of 0.3 mK quenches recorded by Tm steps through the 

critical temperature Tc (Fig. 2.1.1.7.B). Near the critical point, the minority domain grows 

directly from the fluctuations. The density fluctuations are visualized through light transmission 

normal to the windows using a LED light source at 633 nm and an optical microscope of a 3.1 

µm resolution.  
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Figure 2.1.1.7.   Multiple small temperature quenches (0.3 mK) inside a large (3.6 mK) 
temperature quench. (A) Time course of the temperature inside the fluid phase during the 3.6 
mK temperature quench. (B) The last 0.3 mK quench is important in the study of fluctuations 
because it steps through the critical temperature. 
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2.1.2   Methods 

 

The pure fluid under investigation was SF6, which exhibits critical behavior when both the 

temperature and the density are near the critical point. The pure fluid is placed in a constant 

volume cell (see section 2.1.1.). The increase in the fluctuations correlation size is manifested by 

an increase in the intensity of the scattered light. When the fluctuation size approaches the size of 

the light’s wavelength, the density fluctuations strongly scatter light. This phenomenon produces 

the visual effect called critical opalescence [Andrew, 1869; Stanley, 1971]. In this microgravity 

experiment using SF6, the temperature of the working fluid is quenched from a one-phase 

supercritical fluid (above the critical temperature) to a two-phase mixture (below the critical 

temperature). The same cell filled with SF6 was used for two runs consisting of two sets of 

temperature quenches. The first set consisted of a large 3.6 mK temperature quench and the 

second set consisted of temperature quenches of 0.3 mK that stepped through the same range as 

the large quench. Before the 3.6 mK temperature quench, the cell was maintained at 1 K above 

the critical temperature Tc until it equilibrated to a homogeneous state. This procedure was 

repeated for 0.3 mK temperature quenches protocol.  

 

 

 

Figure 2.1.2.1.   
Temperatures measured at the 
copper sample cell by the 
measurement thermistor at 
successive time intervals for the 
0.3 mK temperature quench. 
Each square corresponds to a 
recorded image and successive 
frames were captured 33 ms apart. 

 
 
 
 
In the case of the 0.3 mK temperature quench experiment, the images were divided in 

two groups: the “Up” group that corresponds to the plateau marked UP on Fig. 2.1.2.1 and the 

“Down” group that corresponds to the plateau marked DOWN on Fig. 2.1.2.1. For the “Up” 
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region, we captured 200 frames from the original video record, while the “Down” region 

contains 575 frames. The time interval between successive frames is 3.3 ms. The video recording 

for the 0.3 mK temperature quench experiment started when the fluid was very turbid due to 

critical opalescence. The spatial size of fluctuations grew on the last part of the “Down” plateau 

and eventually the fluid separates into gas and liquid phases. 
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2.1.2.1. Image before enhancement 

 

The spatial and temporal fluctuations in pure fluids were video taped and stored in MPEG format 

using the ALICE II instruments on the Mir space station during the fifth experiment of GMSF. 

ALICE II is a specially designed device for the study of the thermodynamic properties of 

transparent media by optical methods. The ALICE II device is equipped with high precision 

thermometry to precisely place the fluid near the critical point. ALICE II automatically tagged 

the time and the temperatures at the copper sample cell and critical temperature for the pure fluid 

on each video frame.  

 
Figure 2.1.2.2.   Snapshot of the cell marked with the ALICE II device. (A) The numbers on 
the upper left corner indicate the temperature in the copper sample cell and the numbers on the 
lower left corner indicate the critical temperature for SF6. The numbers on the middle left 
position represent the time of the video recording in hours (80), minutes (15), seconds (53) and 
tenths of seconds (23) measured from an arbitrary time reference. The upper right number is the 
frame number and the lower right numbers indicate the date of the recording. This image is dark 
because of the high turbidity due to the critical opalescence phenomena near the critical point. 
(B) The inner rectangle with white borders shows the cropped 190 x 190 pixels image used for 
subsequent digital image processing.  
 

We designed automated image processing routines in MATLAB to analyze the image data from 

this experiment.  

The first step in processing the images was to convert the frames from true color to 

double format in order to use MATLAB’s FFT routines (Fig. 2.1.2.3.A). To avoid introducing 

spurious frequencies in the resultant FFT spectrum due to the automatically marked numbers on 

the original frames (Fig. 2.1.2.2.A), we cropped the original frame to a square of maximum 
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possible area (Fig. 2.1.2.2.B). Therefore, the original 256 x 256 pixels frame allowed us to crop 

190 x 190 pixels clean image (free of white digits marked by ALICE II).  

 

 
Figure 2.1.2.3.   Recorded image and the corresponding two-dimensional Fast Fourier 
Transform. (A) Cropped image of 190 x 190 pixels that eliminates the white numbers 
automatically marked by the ALICE II. This image was converted from true color to double and 
shows a significant difference in contrast between the left and right side of panel A. (B) Color-
coded two-dimensional power spectrum of the cropped image represented in the frequency 
(wave numbers) domain. Red color represents high amplitude values in the power-spectrum and 
blue indicates low amplitude values. The presence of non-uniform illumination in the image is 
reflected in the central line along the x-direction, visible in the power spectrum. The DC 
component is present in the center of the power spectrum and shown by the intense red color 
(high Fourier amplitude). 
 

The second step in our image processing strategy was to obtain the two-dimensional Fast 

Fourier Transform (FFT) of the cropped image (Fig. 2.1.2.3.B).  

Finally, after removing the DC component, we computed the radial average of the power 

spectrum. Since the two-dimensional FFT of the image (Fig. 2.1.2.3.B) has radial symmetry with 

the center at the DC component, we averaged the power spectrum at each fixed wave number. In 

other words, starting from the center of the power spectrum, we computed the average power 

spectrum’s amplitude along circles surrounding the DC component (Fig. 2.1.2.4.A). The 

computed average amplitudes were plotted versus the wave numbers (Fig. 2.1.2.4.B). The 

example in Fig. 2.1.2.4 shows the circular path of radius k = 20 (Fig. 2.1.2.4.A) used to compute 

the average amplitude of the power spectrum. The vertical arrow on Fig. 2.1.2.4.B at wave 

number 20 shows the corresponding average amplitude of the power spectrum on the circular 

path marked on Fig. 2.1.2.4.A. Since the radial average of the two-dimensional power spectrum 
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has significant variations we used a polynomial interpolation to smooth the variations and to 

extract the most probable wave numbers, which is the local maximum of the polynomial 

interpolation, present in the original image (Fig. 2.1.2.4.B).  

 

 
Figure 2.1.2.4.   Radial average of a two-dimensional power spectrum. (A) The color-coded 
power spectrum has a circular symmetry. The radial average of the power spectrum is the 
average power computed along a circular path (yellow circle) centered on the DC component. 
(B) Radial average (open circles) shows a few peaks that suggest possible spatially correlated 
domains in the original image. The polynomial fit (continuous line) smooth the radial average 
and indicates the most probable wave number associated to the FFT.  
 

However, the results found using the aforementioned steps were not satisfactory for our 

purpose due to the significant optical noise present. Therefore we tested different noise-reduction 

techniques.  

 The principal objective of the next section is to enhance the image using both spatial 

domain and frequency domain methods. The term spatial domain refers to the image itself and 

the approaches in this category are based on direct manipulation of the pixels’ intensity 

[Gonzalez, 2002]. Image processing techniques in the frequency domain are based on modifying 

the Fourier transform of the original image [Jahne, 2002].  
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2.1.2.2. Multiple-image average background 

 

The method of multiple-images average was suggested by Wu et al. [Wu et al., 1995] and 

consists in defining the background image for the whole experiment as the average image over a 

series of images. Wu et al. [Wu et al., 1995] explained that such an averaging is required 

because the system’s dimension, which in our experiments was about 533 µm, is small enough to 

be susceptible to noise. Wu et al. [Wu et al., 1995] used 128 background images (each image 

was the average of 16 images) to compute the average background. Because of experimental 

limitations, only 30 images were available for computing the average background in our 

experiments.  The color-coded power spectrum of a set of 32 images shows a significant DC 

component and high frequency fluctuations concentrated along the horizontal axis (Fig. 

2.1.2.5.A). In order to reduce the contribution of the optical noise to the power spectrum, we 

computed an average background image above the critical temperature (1 K above Tc) to ensure 

that the fluctuations were weak (Fig 2.1.2.5.B). The average background image was 

subsequently subtracted from the set of averaged images under investigation (Fig. 2.1.2.5.A) and 

the result was divided by the average background image. This scaled (normalized) image is 

called the image without noise and its corresponding power spectrum is shown in Fig 2.1.2.5.C. 

The ringing in the x-direction may be caused by the small number of frames used in averaging 

the background images. The frequency domain radial average of the image without noise for 

integer values of the wave number and the corresponding least-mean-square polynomial fit are 

shown in Fig 2.1.2.5.D. The method of multiple images background gives superior results 

regarding the image quality after noise reduction compared to the simple power spectrum 

method described in the previous section. At the same time, the small number of available 

background images is the leading cause of enhancement of small fluctuations present above the 

critical temperature. This method was only applied to the “Down” region. In the “Up” region this 

method was not very effective in improving the quality of the images because the bandwidth of 

the optical noise overlapped with the high frequency fluctuations present near the critical point.  
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Figure 2.1.2.5.   Multiple-images background method. (A) Color-coded power spectrum for 
the average of 32 images in the “Down” region. Noise frequencies are present in the power 
spectrum and determine a horizontal line. (B) Color-coded power spectrum for the average 
background images over 30 images taken well above the critical point. In this case the power 
spectrum shows no ring for T>>Tc , which means no fluctuation away from the critical point.(C) 
Color-coded power spectrum for normalized image without noise shows an improvement in 
power spectrum quality reflected in an almost complete removal of frequencies related to optical 
noise. (D) Radial average of the power spectrum for image without noise (open circles) at integer 
values of the wave number and the corresponding polynomial fit (continuous line). The position 
of the local maximum values of the polynomial fit indicates the most probable wave numbers in 
the frequency domain and corresponds to the spatial periodicities present in the original image. 
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2.1.2.3. Single-image background 

 

This method uses as a background image an image recorded at a temperature well above the 

critical temperature to ensure that the fluctuations are negligible and only the optical noise is 

present. To enhance the fluctuations present at the critical temperature and to reduce optical 

noise, the background image is subtracted from each image of interest. This method was used by 

Guenoun et al. [Guenoun et al., 1989] to study the fluctuations near the critical point in a 

mixture of isobutyric acid and water. In this particular example we used image number 130 as 

our background image and subtracted it from the image of interest. The new image is called the 

image without background and the brightness in the upper left corner is different from that in the 

lower right corner (Fig. 2.1.2.6.A). The most significant improvement consists in eliminating the 

bright line along the horizontal direction in the FFT spectrum (Fig. 2.1.2.6.B). The above 

improvement allows for a more accurate computation of the radial average of the power 

spectrum (Fig. 2.1.2.6.C). 

 

 
Figure 2.1.2.6.   Single-image background methods for fluctuation enhancement and noise 
reduction. (A) The enhanced image obtained from the noisy image after the background image 
was subtracted from the image of interest. (B) In the color-coded power spectrum of the 
enhanced image, the horizontal bright line seen in Fig. 2.1.2.4.A that was presumably determined 
by the optical noise is completely eliminated. (C) The radial average of the two-dimensional 
power spectrum shows the two weakest peaks at wave numbers 5 and 10 (similar to Fig. 
2.1.2.5.B).  
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2.1.3. Results regarding fluctuations 

 

2.1.3.1.  Image processing of “Up” region  

 

Image processing tools such as padding, filtering and Fast Fourier Transforms (FFT) were used 

to extract information regarding fluctuations from the recorded images. The video recording of 

the “Up” region has intensity fluctuations over a very small spatial distance close to the 

resolution of the movie. At the same time, the optical noise is also shore-range and overlaps with 

the intensity fluctuations determined by actual density fluctuations taking place inside the fluid. 

Therefore, subtracting a background image is not very effective in reducing the optical noise for 

the “Up” region. As a result, the first step in image processing of “Up” region was to use a linear 

filter called an average filter or n-point smoothing to reduce the effect of noise. The idea behind 

this smoothing filter is straightforward. Because random noise typically consists of sharp 

transitions in gray levels the most obvious application of smoothing is noise reduction. By 

replacing the value of every pixel in the original (noisy) image by the average of the gray levels 

in a certain user-defined neighborhood, the “sharp” transitions in gray level were reduced. 

However, an undesirable side effect of filtering is blurring the edges. Usually, the moving 

average filters have odd sizes because it gives the gray level value of the pixel (x,y) in an image 

based on the gray level values of a symmetric neighborhood. For example, a filter of size three 

means that the value of the pixel at coordinates (x,y) is determined by the gray level values of the 

3 x 3 square centered at (x,y). Different moving average filter sizes were used to test their 

influence on the FFT power spectrum. We used filters of odd sizes (5, 7, 9, 11, 19, and 27) and 

the corresponding fluctuation images and power spectra for each filter are shown in Fig. 2.1.3.1. 

For the purpose of noise reduction, the filter of size A = 9 pixels proved to give the clearest 

contour of the color-coded FFT power spectrum. The peak value of the wave number (km) of the 

radial average of the power spectrum varies with the size of the averaging filter (Table 2.1.3.1). 

A the plot of km versus the filter’s size revealed the existence of a switching region between the 

smoothening without cutting short range fluctuations and severe filtering revealing only large 

scale fluctuations (Fig. 2.1.3.2). For relative small values of the filter’s size (less than ten units), 

the wave number is relatively high (Fig. 2.1.3.2.A) and quickly decreasing (Fig. 2.1.3.2.B) with 
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the increase of the filter’s size. This suggests that while the filter is still effective in smoothening 

the images it also allows the small range fluctuations (high wave number values) to pass. 

 

 
Figure 2.1.3.1.   Enhancing the image quality and reducing the noise by spatial domain 
filtering. The effect of the averaging filter’s size in the spatial domain (panels A) and in the 
frequency domain (panels B). N-point smoothing filters of sizes 5, 7, 9, 11, 19, and 27 were 
applied to the same image. The best structure of the power spectrum was revealed for a filter of 
size 9 (panels A3 and B3). 
 



 58

At one end, the filter size of three units gives the largest wave number, which we believe, is 

mostly due to the noise and very short scale fluctuations. At the other end of the same region of 

relatively high slope (Fig. 2.1.3.2.B), a filter size around ten units filtered most of the short scale 

fluctuations, including optical noise, and is still capturing fluctuations over an intermediate 

range.  

 

Table 2.1.3.1.  The dependence of the wave number corresponding to the peak of the radial 
average of the power spectrum (km) on the size of the averaging filter A.  
A 0 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 

km 3 64 43 34 27 22 20 18 17 16 15 13 11 10 9 8 5 3 
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Figure 
2.1.3.2.   Wave number dependence on the size of the averaging filter. (A) A small size of the 
averaging filter reveals small scale fluctuations with large values of the wave number whereas 
for large values of the averaging filter only large scale fluctuations are detected. (B) The slope of 
the wave number versus the size of the averaging filter indicates the existence of two separate 
regions and the cutoff is around the filter size of nine units.  
 

For a filter size over ten units, the wave number only slowly decreases by increasing the filter’s 

size and reflects that fact that only long range fluctuations (small wave numbers) can be 

visualized. At the same time, small changes in the wave number over a wide range of filter’s 

sizes is an indication of a too severe filtering and high uncertainty about the spatial localization 

of fluctuations.  

 

The second step towards fluctuations visualization was to subtract the filtered (blurred) image 

from the original image. The resulting image is called the fluctuation image (Fig. 2.1.3.2).  
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Figure 2.1.3.3.    Fluctuation images obtained by subtracting the filtered (blurred) image 
from the original image. The images correspond to frames 100 (A), 120 (B), 140 (C), 160 (D), 
and 180 (E) of the “Up” region. 
 

The third step in our analysis of the video recordings was to obtain the power spectrum for the 

fluctuation images such as those shown in Fig. 2.1.3.3. We used an in-house designed program 

written in Matlab for this task. The power spectrum corresponding to fluctuating images 100, 

120, 140, 160, and 180 of the “Up” region are shown in Fig. 2.1.3.4. The minimum amplitude of 

the power spectrum is represented in blue and the maximum amplitude in red with intermediate 

amplitudes shown as corresponding intermediate colors.  

 Finally, the fourth step was to compute the radial average of the power spectrum. Based 

on the radial symmetry of the FFT power spectrum (Fig. 2.1.3.4), we averaged the distribution of 

the FFT along all radii centered on the DC component of the FFT. The broad peak in the plot of 

the radial average of the power spectrum corresponding to the ring in the power spectrum is 

shown in Fig 2.1.3.5. In order to estimate the wave number associated with the broad peak in 

each FFT power spectrum we used a fifth order polynomial interpolation plotted by the 

continuous red line in Fig. 2.1.3.5. We determined the order of the polynomial by trial and error. 

The polynomial degree was successively increased until we found the minimum polynomial 
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degree that gave the same estimate of the dimensionless wave number associated with the 

maximum of the broad peak in the power spectrum (km).  

 
Figure 2.1.3.4.   Color-coded power spectra corresponding to the fluctuating images of 
“Up” region (see Figure 2.1.3.3.) show a dark ring corresponding to randomly oriented 
structures. The power spectrum has a distinctive structure with a “ring” of significantly high 
amplitudes. 

 
Figure 2.1.3.5.   Radial average of the power spectra obtained for fluctuation images in 
“Up” region. The images indices were 100, 120, 140, 160, and 180. Circles mark the radial 
average for an integer value of the wave numbers. The continuous line shows the polynomial 
interpolation used to estimate the wave number associated with the maximum of the broad peak 
in the power spectrum (km). 
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2.1.3.2. Critical temperature estimation based on characteristic length 

 

The most probable radial average of the power spectrum obtained according to the method 

described in the previous section is related to the characteristic length of the fluctuations. The 

relationship between the spatial and frequency domains is [Gonzalez, 2002]  

k = km/(N ∆x),      (2.1.3.1) 

where N is the total number of pixels in the image, ∆x = 3.1 µm represents the image resolution 

in the spatial domain, and km represents the dimensionless value of the maximum of the broad 

peak in the radial average power spectrum shown in Fig. 2.1.3.4. The original image contained 

190 x 190 pixels and was filtered with an optimal n-point smoothing filter of dimension A = 9 

pixels. As a result, a border region of A pixels was removed all around the initial image. 

Therefore, the power spectrum was computed for the resultant image of only 172 x 172 pixels (N 

= 172). The value for the wave vector is related to the characteristic length of the correlated 

fluctuations (λ) as follows 

k = 1/λ.       (2.1.3.2) 

For example, for a value of km = 29 arbitrary units in Fig. 2.1.3.4.B and an image size of N = 172 

pixels with 1 pixel corresponding to 3.1 µm the characteristic length of the correlated 

fluctuations (λ) is 17.79 µm. We analyzed more than 200 images for the “Up” region and 

determined that there is a very slight tendency of the estimated wave number km to increase over 

time. A linear regression gave as a slope of 0.008 ± 0.001 wave numbers/image index that 

accounts for the spread of the wave numbers between 27 and 30 with an average of km,average = 

28.94 ± 0.07 and corresponding average characteristic length of λaverage = 18.44 ± 0.05 µm. The 

characteristic length determined from the radial average FFT spectrum according to (2.1.3.2) is 

about five pixels and reflects the emergence of long-range coherent behavior near the critical 

point.  

Stanley [Stanley, 1971] showed that near the critical point, the correlation length also 

follows a power law 

ξ = ξ0 [(T-Tc)/Tc]-ν,      (2.1.3.3) 

where the scaling coefficient of the correlation length is ξ0 = 1.8 10-10 m, Tc = 318.687 K, and ν 

= 0.633 for SF6 [Moldover et al., 1979]. Based on (2.1.3.3) and the hypothesis that the 

characteristic length, λ, obtained from the radial average of the power spectrum of the image is 
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the same as the correlation length, ξ, we estimated the average temperature difference ∆Tλ = T –

Tc = Tc(ξ0/λaverage)1/ν = 3.87 ± 0.02 µK, where the index λ reflects the fact that the estimated ∆T 

is based on the characteristic length. The estimated temperature ∆Tλ is too small to be detected 

by ALICE II instruments. The method is definitely limited by finite size effects that strongly 

dominate the dynamics of the fluid near the critical point. In particular, very close to the critical 

point the correlation length and the characteristic length diverge to infinity. However, since the 

experiment is performed using a finite cell the key to understanding of critical phenomena in 

finite physical systems is the ration λ/L, where L is the characteristic geometric dimension of the 

cell. Since the estimated correlation length was about five pixels and the characteristic length L = 

172 pixels then λ/L ≈ 3%, which is significant and cannot be neglected. Therefore, the equation 

(2.1.3.3) must be corrected to take into account finite size effects and cannot be used directly to 

estimate the temperature difference ∆T = T – Tc. 
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2.1.3.3.   Estimation of critical temperature based on the histogram of the image 

 

In the previous section 2.1.3.2, we suggested that finite size effects significantly limit our 

ability to estimate the temperature of a near-critical fluid from the radial average of the power 

spectrum of the image. As a result, every method based on spatial correlation of measurable 

quantities near the critical point must take into consideration appropriate corrections imposed by 

the finite size of the physical system under investigation. To avoid such a shortcoming there is 

the option of defining measurable quantities not specifically related to a certain position in the 

recorded image. One such method that does not take into consideration the spatial position of a 

pixel in the recorded image is the histogram method.  

 The hypotheses we made when using the histogram method for the estimation of the 

critical temperature was that the intensity of the scattered light is proportional to the variation in 

the density of the fluid 

<∆I2>/I0
2 = c2 <∆ρ2>/ρc

2,     (2.1.3.4) 

where c is a dimensionless temperature-dependent coefficient. We hypothesized that the local 

density fluctuations, <δρ2> = <∆ρ2>/ρc
2, can be determined by measuring the fluctuations of the 

intensity of scattered light, <δI2> = <∆I2>/I0
2. According to Domb [Domb, 1996], the density 

fluctuations are related to the isothermal compressibility according to the following relationship 

<∆ρ2>/ρc
2 = kB Tc kT/V,     (2.1.3.5) 

where kB is Boltzmann’s constant, ρc is the critical density, Tc is the critical temperature, V is the 

volume of fluid covering one pixel (3.1 µm) in the recording image at a depth of t0 = 1.9 µm, and 

kT is the isothermal compressibility. Near the critical point, the isothermal compressibility of a 

fluid is given by the power law [Puglielli et al., 1970] 

kT = k0[(T-Tc)/Tc]-γ,    (2.1.3.6) 

where k0 = 1.33 10-8 m2/N, γ = 1.19 for SF6 [Moldover et al., 1979]. By substituting (2.1.3.6) into 

(2.1.3.5) and the result into (2.1.3.4), the relative temperature, ∆T = (T-Tc)/ Tc, can be estimated 

by measuring the variance of the scattered light intensity: 

∆T = T-Tc = Tc (k0kBTc/(V<δρ2>))1/γ = Tc (k0kBTcc2/(V<δI2>))1/γ. (2.1.3.7) 

The equation (2.1.3.7) is the basis for temperature estimation based on measured intensity 

fluctuations of the scattered light and has the advantage of avoiding any reference to the spatial 
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correlation of the pixels in the recorded image, which will be affected by the finite size of the 

physical system. However, two important observations must be made: 

1) The CCD camera records gray levels corresponding to scattered light intensity and, as a 

result, we determine the variance of the gray levels in the recorded image and not the 

variance of the intensity of the scattered light. According to Kammoun et al. [Kammoun et 

al., 1992] and Guenoun et al. [Guenon, et al. 1993], the variance of the gray levels in the 

background image, σbackground, is proportional to the gain of the camera Γ ∝ σbackground. 

Therefore, appropriate calibration must be performed [Kammoun et al., 1992] to directly link 

the gray level i = 1, 2, …, 256 and the corresponding light intensity I scattered by the fluid 

I ∝ i2/Γ ∝ i2/σbackground.   (2.1.3.8) 

2) The proportionality constant c in (2.1.3.4) and (2.1.3.7) is temperature-dependent. As a 

result, (2.1.3.7) is an implicit equation that can be used to determine the temperature of the 

fluid provided that we are able to calibrate the CCD camera such that the correspondence 

between the gray levels, i, and the intensity, I, of the light received by the camera can be 

inferred from experiments. 

 

Taking into account the above two observations, we derived two complementary methods for 

estimating the relative temperature of a fluid based on the histogram of the recorded images.  

First, by considering the variation of the scattered light intensity in (2.1.3.8) around the 

average value of the gray levels <i> we get  

<δI> ∝ <i > √<(δi)2>/σbackground = <i > σi/σbackground, (2.1.3.9) 

where σi is the variance of the analyzed image. By substituting (2.1.3.9) into (2.1.3.4) one finds 

that a small density fluctuation induces a change in the scattered light intensity that can be 

estimated using the average gray scale intensity, <i >, and the variance, σi, of the recorded 

picture of the cell 

δρ = b <i > σi/σbackground,   (2.1.3.10) 

where b is a calibration constant. In order to determine the calibration constant b we used images 

recorded at the beginning of the experiment at temperatures higher than the critical temperature, 

and estimated the corresponding average gray level intensity, <i0 >, and variance, σi,0. The 

calibration constant is 

b = δρ0 σbackground/(<i0 > σi,0),   (2.1.3.11) 
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where δρ0 = (ρ - ρc)/ρc =0.0±0.02% at the beginning of the experiment. Finally, substituting the 

calibration constant (2.1.3.11) into (2.1.3.10) we determined the local density fluctuations <δρ> 

using the average gray levels intensity, <i >, and the variance, σi, of the histogram of a recorded 

images  

δρ = δρ0 <i > σi/(<i0 > σi,0).     (2.1.3.12) 

After substituting (2.1.3.12) into (2.1.3.5) and the result into (2.1.3.6) it was possible to derive an 

explicit relationship for the relative temperature of the fluid: 

∆Ti = T-Tc = Tc 
γ
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where k0 = 1.33 10-8 m2/N, kB =1.38 10-23 J/K is Boltzmann’s constant, Tc = 318.687 K and γ = 

1.19 for SF6 [Moldover et al., 1979], V is the volume corresponding to an image area of 1 pixel = 

3.1 µm and a field depth of t0 = 1.9 µm, V = 3.1 µm x 3.1 µm x 1.9 µm = 1.76 10-17 m3. The 

depth of focus is t0 ≈ λ/(4 NA2), where the wavelength of the laser light was λ0 = 633 nm and the 

numerical aperture of the optical system NA = 0.2  [Hegseth et al., 2003]. We used 36 

background frames extracted from the video recording to find the average of the gray levels 

intensity <i0> = 129 ± 2 with a variance σi,0 = 21.3 ± 0.6. The range of average background 

intensity <i0> was between 108 and 155, and the range for the variance σi,0 of the histograms 

was between 14 and 29. For the fluctuation images shown in Fig. 2.1.3.2 the corresponding 

average and variances for the gray level intensities are listed in Table 2.1.3. 

 
Table 2.1.3.2.   The average gray level intensities and variances obtained from the histograms of 
the images shown in Fig. 2.1.3.2. The estimated temperature ∆Ti is based on the gray level 
calibration from histogram measurements.  

Image 
Index 

<i> 
(gray level) 

σi 
(gray level) 

∆Ti 
(µK) 

100 122 25 46.75 
120 118 26 45.25 
140 134 28 38.11 
160 114 26 47.05 
180 136 26 40.93 

 

Based on the complete set of data, which is only partly shown in table 2.1.3.2, the estimated 

temperature difference is ∆Ti = 46.39 ± 0.05 µK with a range between 37.98 µK and 68.71 µK. 
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This temperature is within the temperature quench separating the “Up” and “Down” regions, 

which was 300 µK and included the critical point.  

 

The second histogram-based method for temperature estimation uses the fact that the intensity of 

the scattered light is proportional to the local fluctuation of fluid density, according to (2.1.3.4), 

and the fact that the density fluctuations can be related to the isothermal compressibility, 

according to (2.1.3.5). By substituting (2.1.3.5) into (2.1.3.4) one obtains an implicit expression 

for the fluid temperature 

σI
2 = c2(T) kB Tc kT/V,    (2.1.3.14) 

where σI is the variance of the intensity of the scattered light, c(T) is a temperature-dependent 

coefficient, kB is Boltzmann’s constant, Tc is the critical temperature, and V is the volume of fluid 

associated with 1 pixel in the recorded image.  

 The histograms of the fluctuation image shown in Fig. 2.1.3.5 have a normalized 

Gaussian shape given by 

( )
2

2

2
0

i

cxx

histoeAyy σ
−

−

+= ,   (2.1.3.15) 

where Ahisto is the area under the histogram and the parameter σi is the variance of gray level 

intensity, <δi2>, in the recorded image.  

 By using (2.1.3.14) it is possible to determine the relative temperature variation (T-Tc)/Tc 

based on the histograms of the images and the values of the constants listed in Table 2.1.3.3. 

However, there are two key issues involved in our novel method for temperature estimation from 

the histogram of the recorded images:  

1)  The determination of the temperature-dependent proportionality constant c(T).  

2)  The calibration of the CCD camera to establish the correspondence between the intensity of 

the light, I, and the recorded gray level i.  

In order to determine the temperature-dependent proportionality constant, c, we refer to 

Ornstein-Zerinke theory of light scattering [Ornstein and Zernike, 1914; Fisher, 1964; Landay 

and Lifshitz, 1960]. The attenuation of the light intensity passing through a very thick optical 

medium of thickness t0 is determined by I = I0
0hte− , where I0 is the intensity of the incident light 

and h is called the coefficient of extinction. 
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Figure 2.1.3.5.   Histograms of the gray level distribution for the fluctuation images. The 
horizontal axis represents the gray levels from 0 to 255. The vertical axis represents the 
percentage of the total number of pixels corresponding to a certain gray level. The continuous 
line represents the Gaussian fit of the experimental histogram (filled squares). The corresponding 
fluctuation images are shown in Fig. 2.1.3.2.  
 

Table 2.1.3.3.   Important material data and critical exponents for methanol-cyclohexane and 
SF6. η is the shear viscosity, ξ0 is the coefficient of the correlation length in (2.1.3.3), k0 is the 
coefficient of the isothermal compressibility in (2.1.3.6), cc is the critical concentration ( 
methanol-cyclohexane only), ρc is the critical density, Tc is the critical temperature, and ν and γ 
are critical exponents. 
System η 

(10-4 Pas) 
ξ0 

(nm) 
k0 

(10-9 Pa-1) 
cc ρc 

(Kg.m-3) 
Tc 
(K) 

ν γ 

CC*-
Me 

7.5 0.330  0.71  317.6   

SF6 0.40 0.1892 12.203  737 318.7 0.63 1.2 

 
The extinction coefficient measures the fraction of the incident light that is scattered per unit 

length along the optical axis. For a thin layer, the fractional intensity variation is δI = ∆I/I0 = (I0 

- I)/I0 = h t0. At each image point, the total light scattered out of the imaging field is h = A kT 

f(θ0, k0ξ), where the factor A is defined by [Ford et al., 1965]  
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kT is the isothermal compressibility, and the factor f is given by 
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Based on experimental design data, the angular aperture was θ0 = 16.7°, the wave number of the 

laser light used was k0 = 2π/λ0 with λ0 = 633 nm, and the value of the factor f was numerically 

evaluated in Mathematica. In agreement with the results stated in the previous section based on 

the power spectrum of the analyzed images, the average value of the correlation length was 

ξaverage = 17.85 ± 0.05 µm and the numeric value for the factor f was f =(5.76 ± 0.03)*10-4. 

According to Hegseth et al. [private communication, 2003], the intensity fluctuations and 

density are related through variations of the extinction coefficient as follows 
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where we used the fact that 
ρρ
TT kk

−=
∂
∂

. In order to compute the coefficient A and its derivative, 

we used the Lorenz-Lorenz formula 

2
1

2

2

+
−=

n
nµρ ,      (2.1.3.19) 

with µ = 1.275 104 kg/m3, according to Jany and Straub [1987]. From (2.1.3.19) we get  
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and its derivative is 
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Based on (2.1.3.21) and (2.1.3.19), one finds 
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such that the variation of (2.1.3.22) gives 
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By substituting (2.1.3.19) into (2.1.3.23) we get 
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Based on (2.1.3.16), the variation of A is 
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By substituting (2.1.3.22) and (2.1.3.24) into (2.1.3.25) we get 
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Using the definition (2.1.3.16) and the formula (2.1.3.22) we found 
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and from (2.1.3.26) 
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Based on (2.1.3.27) and (2.1.3.28), one get 
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Finally, we are able to identify the temperature-dependent constant as  
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By substituting the coefficient c into (2.1.3.14) and assuming that the index of refraction is 

constant and equal to the critical refraction index, it is possible to derive an explicit expression 

for the temperature difference ∆TI: 
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where k0 = 1.33 10-8 m2/N, t0 = 1.9 µm, n = 1.1, λ0 = 633 nm, µ = 1.275 104 kg/m3, V = 1.8259 

10-17 m3, Tc = 318.687 K, f = (5.6681 ÷ 6.3545)*10-4, γ = 1.24, ρc = 730 kg/m3. The above 

relationship reduced to  

∆TI = 0.01067 <δI2>-1/3γ µK.   (2.1.3.32) 

The novelty of this method is that the temperature variations ∆TI = (T-Tc)/Tc can be determined 

using only the histogram of the images. However, the estimation of the proportionality constant 

between the variation of intensity of the scattered light, <δI2>, and the variance of the gray levels 

recorded by the CDD, <δi2>, is not trivial, and the calibration data could not be obtained for this 

experiment.  

  Similar results can be obtained starting from thermodynamic considerations (see section 

2.2.1) [Landau, 1969] that lead to the probability distribution function of the density fluctuations 

p(δρ) = 
2

2

2

2
1 ρσ

δρ

ρσπ

−

e  and, based on (2.1.3.14), to the corresponding density fluctuation for the 

intensity of the scattered light p(δI) = 
2

2

2

2
I

I

I

ec σ
δ

σπ

−

. Since the histogram of the gray levels in the 

recorded images is also Gaussian, according to (2.1.3.15), we have p(δi) = 
2

2

2

2
1

i

i

i

e σ
δ

σπ

−

. Since 

the probability distribution function for the scattered light intensity and for the gray level 

histogram is proportional, let us consider that δI = χ δi, where χ is an undetermined scaling 

factor. By determining the amplitude of the Gaussian fit from the histogram amplitude Ahisto = 

Ii σπ
χ

σπ 22
1 =  we can actually determine σI = 

histoAπ
χ

2
 and substitute it into (2.1.3.32). 

Again, the estimation of the temperature cannot be completed unless the proportionality factor χ 

is known.  

 The temperature estimation based on (2.1.3.31) assumes that the refractive index is 

constant. However, explicit temperature-dependence can be established for the refractive index 

based on (2.1.3.20) and the fact that the density of the fluid near the critical point follows the 

power law [Moldover et al., 1979] 

ρ = B [(T-Tc)/Tc]β,    (2.1.3.33) 
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where B = 1.827 kg/m3 and β = 0.355. As a result, the refractive index becomes 

β
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−
+= 22 ,    (2.1.3.34) 

where the reduced temperature is τ = (T-Tc)/Tc. By substituting (2.1.3.34) into (2.1.3.30) and 

using (2.1.3.14) we obtain an implicit relationship that determines the reduced temperature τ = 

(T-Tc)/Tc 
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2.1.3.4. The universality scaling exponent 

 

In section 2.1.3.2 we found that the estimated temperature of the fluid based on the characteristic 

length λ obtained from the maximum of the radial average of the power spectrum is ∆Tλ = 3.87 

± 0.02 µK, which is too small to be detected by ALICE II instruments. One possible explanation 

is that the finite size effects are significant near the critical point and limit the applicability of the 

power law (2.1.3.3). Based on section 2.1.3.3 results, we have a more realistic estimate of the 

fluid’s temperature from the histogram of the images as ∆Ti = 46.39 ± 0.05 µK with a range 

between 37.98 µK and 68.71 µK, which is within the temperature quench of 300 µK separating 

the “Up” and “Down” regions. Based on this new estimate of the temperature, ∆Ti, the average 

value for the correlation length from (2.1.3.3) is ξi = 4.17 ± 0.02 µm, which is about a pixel’s 

dimension of 3.1 µm. The index i for the correlation length emphasizes that the value was 

derived using the estimated temperature from the gray level histograms. Based on the determined 

correlation length ξi and the characteristic length λ it is possible to compute a dimensionless 

quantity called the reduced wave number k*  and the corresponding dimensionless reduced time 

(t*) [Perrot et al., 1994] 

k* = ξ/λ,     t* = t/tξ,   (2.1.3.36) 

where tξ = 6 ξ3 π η/kBTc = 1.71442 1017 ξ3 and η is the shear viscosities listed on Table 2.1.3.2. 

Fig. 2.1.3.6 shows the temporal evolution of the wave number determined using the radial 

average of the power spectrum. The wave number is almost constant for the duration of the “Up” 

plateau. The plot of the wave number k versus time t, according to data in Table 2.1.3.3 shows a 

linear dependence.  

Table 2.1.3.4 includes a few of the values for the time, temperature, characteristic length, 

λ, correlation length, ξ, reduced wave vector, k*, and reduced time, t*, used in Fig. 2.1.3.6. The 

selected values listed in table 2.1.3.4 clearly indicate that the wave number k is almost practically 

constant over the entire time interval of the experiment.  
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Figure 2.1.3.6.   Temporal 
dependence of the wave number 
above the critical temperature. The 
wave number is almost constant during 
the entire duration of “Up” plateau.  
 

 

 

 

Table 2.1.3.4.   Temporal dependence of the wave number. Experimental data indicate that the 
wave number is almost constant over the entire “Up” plateau. The average gray level intensity 
<i> and the variance σi of the recorded image are both measured in gray levels. The 
corresponding temperature based on the histogram measurements was computed according to 

(2.1.3.13) ∆T = ( ) γσ /1

0.0220514

ii
. The absolute time measured from the beginning of the experiment 

is t + 288950 (s). The characteristic length was computed using the values of the maximum wave 
number obtained from the radial average of the power spectrum according to λ = 533.2/km, the 
correlation length was computed based on ξ = ξ0(∆T/Tc)-ν, and the characteristic time was 
computed using tξ = 1.71442 1017 ξ3.  
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2.1.3.5. Temporal evolution of fluctuations 

 

The image in Fig. 2.1.3.7 is the same as the gray level image in Fig. 2.1.3.2.C except that it was 

saved as a true color image to show the domains more clearly of positive and negative density 

fluctuations. The fluctuations are still microscopic but they are correlated over a long distance. 

 

 
Figure 2.1.3.7.   True color image of fluctuations image obtained by subtracting the filtered 
(blurred) image from the original image. The image index is 140 in the “Up” region. 
 

The long range correlations near the critical point manifest a domain of higher density (positive 

correlation) with very strong light scattering. Lower density regions (negative correlation) scatter 

less light (Fig. 2.1.3.7). These scattering domains can be easily visualized because scattering 

more light is equivalent to a reduction in the transmitted light [Beysens et al., 1988].  
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Figure 2.1.3.8.   Local spatial fluctuation of gray levels. Fluctuations in the gray levels are 
evidence of local intensity deviation from the average intensity (horizontal continuous line) of 
the image. 
 

 
 

Figure 2.1.3.9.   Temporal fluctuations of gray levels at a given position. One-pixel wide line 
sections through successive frames stacked on top of each other determine a space-time diagram 
for a row of pixels in the box in Figure 2.1.3.7.  
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Direct visualization of density fluctuations near the critical point can be obtained by displaying 

one-dimensional intensity sections, such as that shown in Fig. 2.1.3.9, sequentially in time on a 

2D frame at successive times. Line sections of one pixel width taken from successive images, 

such as that shown in Fig. 2.1.3.7, are stacked on top of each other to produce a space-time 

image such as in Fig. 2.1.3.9. 

 The vertical lines of constant gray levels aligned with the temporal axis indicate a density 

fluctuation that is persistent over time. The recording started above the critical point. 

Significantly long lasting fluctuations are easy to identify near the pixel positions 40 and 150 on 

Fig. 2.1.3.9. Beyond t = 2 seconds in Fig. 2.1.3.9, there are no persistent fluctuations. The above 

qualitative analysis of the space-temporal diagram shown in Fig. 2.1.3.9 can be converted into 

quantitative analysis of the temporal structure of fluctuation images based on the FFT method. 

For this purpose, we recorded the intensity of the scattered light at a particular position [x,y] in a 

frame at successive times. The time series associated with the pixel at position [x,y] was 

subsequently analyzed by computing the FFT and the corresponding power spectrum in order to 

determine the relevant temporal correlations manifested as dominant and persistent frequency 

peaks. In order to reduce the optical noise, we computed the average intensity at pixel position 

[x,y]. The average was computed over a square of side L (= 2, 4, 8, 16, and 32) pixels centered at 

[x,y]. Unless otherwise stated, the temporal series correspond to the central pixel of the frame 

and the temporal resolution of ∆t = 33 ms corresponds to the time interval between successive 

frames in the video recording of the experiment. We found that by increasing the area of the 

square over which we average the light intensity, some peaks in the power spectrum disappear 

but others persist over a wide range of values for the filter size L. While the spurious peaks could 

be related to local fluctuations, the persistent peaks in the frequency domain are clear indication 

of in-phase long range temporal correlations. We identified (see Fig. 2.1.3.10) the following 

persistent frequencies f* = 10, 18, and 45 in arbitrary units. The corresponding frequencies in Hz 

are given by [Gonzales, 2002] 

f = f*/(N ∆t),      (2.1.3.37) 

where N = 101 represents the number of frames that were used for the time series and ∆t = 33 ms 

is the time interval between consecutive frames. Using (2.1.3.37), we found that the persistent 

frequencies for all averaging squares of sizes 2, 4, 8, 16 and 32 pixels are 3.23, 5.34, 9.50, and 

13.36 Hz, respectively. Based on fluctuations visualization in the images the first two 
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frequencies (3.23 and 5.34 Hz) correspond to fluctuation lifetime and the last two (9.50 and 

13.36 Hz) correspond to the noisy horizontal lines. 
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Figure 2.1.3.10.   Spatial renormalization of local fluctuations. The intensity at the 

central pixel of successive frames is used to generate a temporal series. The intensity at the 
central pixel is the average over a square of 2 pixels (A), 4 pixels (B), 8 pixels (C), 16 pixels (D), 
and, 32 pixels (E). The right panels represent the corresponding power spectrum of the time 
series. The persistent frequencies are at 10, 18, and 45 arbitrary units. 
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2.1.3.6. Image processing of “Down” region 

 

The second flat region for the 0.3 mK quench is called the “Down” region (Fig. 2.1.1.1). We 

analyzed the images using the same filtering (averaging) methods described in section 2.1.3.1 for 

the image processing of the “Up” region. 

 

 
Figure 2.1.3.11.   Qualitative analysis of the growth of the fluctuations for the “Down” 
region. At the beginning of the “Down” region (A) the fluctuations are weak, and toward the end 
of the plateau (B) the minority phase grows from the fluctuations leading to large inter-connected 
clusters. 
 

It appears that near the critical point the minority phase domain grows directly from the 

fluctuations. Fluctuations are shown as local intensity variations from the average intensity of the 

picture. The shape of the fluctuation domains [Guenoun, 1989] can be easily visualized by 

dividing the image into regions with bright clusters (red clusters in Fig. 2.1.3.11), and dark 

clusters (blue clusters in Fig. 2.1.3.11). In Fig. 2.1.3.11 the bright and dark fluctuation clusters 

appear as highly interconnected domains. During the phase separation the fluctuations grow 

larger and larger and percolate over the entire image [Kadanoff, 2000]. In mean field theory, the 

process of phase separation occurs when large fluctuations with a small interfacial energy barrier 

make it possible for each fluctuation to become a nucleation site. This process is called 

generalized nucleation. The fluid separates gas from liquid and the droplets appear. 

To evaluate quantitative information from fluctuation images, we followed the same 

procedure as in the previous sections. The optical noise was reduced by subtracting from the 
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image under consideration an image that was processed using a moving average filter of size A = 

9. The result, called the fluctuation image, of size 172 x 172 pixels is shown in Fig. 2.1.3.12.  

 

 
Figure 2.1.3.12.   Fluctuation images of “Down” plateau. The frames used were 100 (A), 200 
(B), 300 (C), 400 (D), 500 (E), and 575 (F) of the “Down” region.  
 

The power spectrum for the fluctuation images reveals a broad ring in the wave number space 

whose radius decreases as the image index (time) increases. The ring is brighter than that for the 

“Up” region. 

We also computed and plotted the radial average of the power spectrum and estimated the 

position of the broad peak km. Based on equation (2.1.3.1) and (2.1.3.2), we determined the 

characteristic length λ. As the image index increases, the corresponding km number gets smaller 

and the characteristic length increases, suggesting a significantly increased correlation between 

the local fluctuations. 
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Figure 2.1.3.13.   Power spectra of “Down” plateau. The power spectra correspond to 
fluctuation images shown in Fig. 2.1.3.12. The power spectrum ring shrinks as the image number 
increases, suggesting an increase of the characteristic length λ. 
 

 
Figure 2.1.3.14.   Radial average of the power spectra of “Down” plateau. The corresponding 
fluctuation images were 100(A), 200(B), 300(C), 400(D), 500(E), and 575(F) of the “Down” 
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region. The maximum of the broad peak is displaced towards lower wave numbers compared to 
the values for the “Up” region (Fig. 2.1.3.4). 
The corresponding wave number for the position of the maximum of the broad peak, km , was 

estimated using a polynomial fit to the radial average of the power spectra (Fig 2.1.3.14). For 

example, according to equation (2.1.3.1) and (2.1.3.2), a value of km = 31 arbitrary units 

corresponds to a characteristic length λ of 16.64 µm. 
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2.1.3.7. Estimation of critical temperature based on the histogram of the image 
 

Similar to the “Up” region, the distribution of the gray levels for the fluctuation images in the 

“Down” region is also Gaussian. The corresponding histograms for the fluctuation images in Fig. 

2.1.3.12 are plotted in Fig. 2.1.3.15.  
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Figure 2.1.3.15.   Histograms of images of “Down” plateau. Histograms of the gray level 
intensities (filled squares) have been fitted with a Gaussian curve (continuous line). The 
horizontal axis represents the gray scale levels and the vertical axis represents the percentage of 
the number of pixels having a given gray level. These histograms correspond to the fluctuation 
images 100, 200, 300, 400, 500, and 575 in the “Down” region. The statistics tests for the 
Gaussian fit are (A) χ2 = 0.00337, R2 = 0.987; (B) χ2 = 0.00548, R2 = 0.985; (C) χ2 = 0.00208, 
R2 = 0.992; (D) χ2 = 0.00214, R2 = 0.994; (E) χ2 = 0.00435, R2 = 0.983; (F) χ2 = 0.00435, R2 = 
0.983. 
 

As in section 2.1.3.3, we assumed that the variation of the scattered light intensity, <δI>, is 

proportional to the average value of the gray levels <i>, according to (2.1.3.9), and that a small 

fluctuation,δρ, of the fluid density induces a change in the scattered light intensity that can be 

measured from average gray scale intensity, according to (2.1.3.10). The calibration constant b in 

(2.1.3.11) is the same as for the “Up” region because we used the same cell with the same initial 

density δρ0 = (ρ - ρc)/ρc =0.0±0.02% at the beginning of the experiment. Consequently, we 
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assume that the same formula (2.1.3.13) will determine the relative temperature of the fluid in 

the “Down” region, based on histogram measurements: 

∆Ti = T-Tc = Tc 
γ

σ
σ

δρ

1

0,0
2

0

0
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icB

i
i

V
Tkk

= ( ) γσ /1

0.0220514

ii
,  (2.1.3.38) 

where k0 = 1.33 10-8 m2/N, kB =1.38 10-23 J/K is Boltzmann’s constant, Tc = 318.687 K and γ = 

1.19 for SF6 [Moldover et al., 1979], V is the volume corresponding to an image area of 1 pixel = 

3.1 µm and a field depth of t0 = 1.9 µm, V = 3.1 µm x 3.1 µm x 1.9 µm = 1.76 10-17 m3. We used 

the same 36 background images with an average of gray level intensity <i0> = 129 ± 2 with 

variance σi,0 = 21.3 ± 0.6. The range of average background intensity <i0> was between 108 and 

155 and the range for the variance σi,0 of the histograms was between 14 and 29. For the 

fluctuation images shown in Fig. 2.1.3.12 the corresponding averages and variances for the gray 

level intensities are listed in table 2.1.3.5. 

 

Table 2.1.3.5.   The average gray level intensities and variances obtained from the histograms of 
the images shown in Fig. 2.1.3.12. The estimated temperature ∆Ti is based on the gray levels 
calibration from histogram measurements.  

Image <i> 
(gray level) 

σi 
(gray level) 

∆Ti 
(µK) 

100 130 27 40.16 
200 101 22 61.38 
300 114 27 44.92 
400 92 22 64.31 
500 116 28 43.44 
575 114 27 45.36 

 

Based on the complete set of video recordings, we found that the average gray level intensity 

was <i> = 114 ± 9, the variance was σi = 26 ± 2, and the estimated temperature difference was 

∆Ti = 46.74 ± 0.03 µK with a range from 36.19 µK to 67.32 µK. This temperature is within the 

temperature quench separating the “Up” and “Down” regions, which was 300 µK and included 

the critical point.  
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2.1.3.8. The universality scaling exponent 

 

Following the same procedure as for the “Up” region and using equations (2.1.3.2), (2.1.3.3), 

(2.1.3.4) and (2.1.3.5), the variation in temperature can be determined (see Table 4 in the 

Appendix). The experimental results for the 0.3 mK quench for the “Down” region are reported 

in Figure 2.1.3.16 in reduced units k* = ξ/λ and t* = t/tξ. The data are a reasonable fit to the 

“universal” curve with a regression coefficient of -0.921. The power law follows t-0.330 growth 

for SF6 and is similar to the power law found for the early stage of growth for shallow quenches, 

which is t-1/3 [Chou et al., 1979].  

 

 
Figure 2.1.3.16.   Early growth law in pure fluid (SF6) when gravity effects are absent. The 
slowly changing wave number (panel A) is an indication slow growth of fluctuations that can be 
captured in a log-log plot of the scaled wave vector k* versus the reduced time t*. The power law 
of the “Down” region at 0.3 mK temperature quench shows an exponent of -0.330 ± 0.006 (panel 
B). 
 

The advantage of using the scaled units k* and t*, is that any results obtained with liquids and 

fluids at different temperature quench depths can be plotted on the same axis, thus demonstrating 

scaling and universality in phase separation phenomena.  
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2.1.3.9. Temporal evolution of fluctuations 

 

The local fluctuation evolutions are recorded in Fig. 2.1.3.19. 
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Figure 2.1.3.19.   Temporal evolution of fluctuation of a one-dimensional section through 
successive frames of the recording. Significantly persistent temporal fluctuations (vertical lines 
of constant gray level) lasting for more than 10 s can be identified around pixel position 125. The 
display contains 475 sequences 3.3 ms apart. The thermal fluctuation growth gives rise to phase 
separation. 
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2.1.4. Results regarding phase separation 

 

Phase separation in liquid mixture and pure fluid is a common process that occurs in many areas 

of natural science, engineering and industry [Papon, 2001]. Phase separation is also important in 

material processing because the final properties of the material depend on the final morphology 

when phase separation is done [Gunton, 1983]. 

 

The phase separating process is investigated by performing thermal quenching of 3.6 mK from 

the one phase region to the two phase region. Usually under ordinary gravity conditions the 

growth process is greatly affected by convection and sedimentation which inevitably drive the 

denser fluid downward and the lighter upward. A number of experiments [Garrabos et al., 1992]; 

[Perrot et al., 1999] under reduced gravity with a near density-matched binary mixture of 

partially deuterated cyclohexane and methanol(C*M) and pure fluid CO2 and SF6 have been 

done. Results from these works support the universality approach for phase ordering in fluids 

and in a liquid mixture. Two types of morphologies have been previously reported: slow growth 

with disconnected droplets [Cumming, 1992] and fast growth with interconnected droplets 

[Jayalakshmi, 1992]. The slow growth appears when a cluster of droplets embedded in the 

majority phase is disconnected. In this case the growth law (the relationship between the 

characteristic dimension of droplets and time) is k* ≈ t*1/3 [Perrot et al., 1994]. Fast growths have 

been shown to appear when the volumes of the phases are equal and the droplet pattern is 

interconnected. In this case the sizes of the droplet grow linearly in time. The parameter which 

determines the transition between these regimes is the volume fraction of the minority phase 

[Perrot et al., 1999]. These previous results have also estimated the volume fraction where the 

transition from slow to fast growth occurs.  

Phase separation was studied in a binary mixture. Two different stages were determined:  

a) an early stage where the exponent for the power law is 1/3 and the experimental results 

[Chou et al., 1979] were in good agreement the theoretical models of Kawasaki [Kawasaki, 

1983] and Siggia [Siggia, 1979] 

b) a late stage with an exponent of 1, as expected from the hydrodynamics effects. 

Both stages were found Bastea and Lebowitz [Bastea, 1997] by three dimensional simulations 

using a Monte Carlo method.  
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2.1.4.1. Morphology of phase separation for SF6 

 

We report experimental results with pure fluid SF6 at critical density using the SCU cell in the 

GMSF program [Hegseth et al., 2000]. Thermostat number 34 was used in this experiment to 

record the temperature inside the cell. Before the 3.6 mK quench the cell was heated to 1 K 

above the critical temperature Tc where it equilibrate to a homogeneous state. The 3.6 mK 

temperature quench is shown in Fig. 2.1.1.5. As is seen in Fig. 2.1.4.1.A, the fluid separates after 

the temperature quench. The bright and dark spots are cluster of droplets with high and low 

density, respectively. A microscope was used to record the detailed morphology of a small area 

of the original image (Fig. 2.1.4.1.B).  

 

 
Figure 2.1.4.1.   Phase separation. Full (A) and microscopic (B) views of the sample cell after a 
3.6 mK temperature quench. The presence of the three thermistors inside the cell creates 
distortion in the image (dark spots around thermistors). The fluid separation in gas and liquid can 
be observed as domains of different brightness. The bright and dark spots of the interconnected 
domain are the basis of the quantitative analysis that we develop hereafter.  
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2.1.4.2. Macroscopic view of phase separation for SF6 

 

We analyzed 436 full view frames (see Fig. 2.1.4.1.A) from the original video recording 

of the experiment.  

First, following the same procedure of image enhancement as in section 2.1.3, the power 

spectra of filtered and non-filtered images (Figure 2.1.4.2) were determined. The enhancement of 

the filtered image (Fig2.1.4.2.B) resulted not only in a clearer “ring”, but also the horizontal and 

vertical lines related to the optical noise were removed. 

F
igure 2.1.4.2.   Power spectra of full view images. Power spectra for non-filtered (A) and 

filtered (B) full view image shown in Fig. 2.1.4.1.A. By trial and error we found that the optimal 
sizes of the moving average filter to be nine. 

 

For digital image processing purpose, the image obtained by subtracting the filtered image from 

the original image was called the “phase separating image” (Fig. 2.1.4.3). 
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Figure 2.1.4.3.   Phase separating images obtained by subtracting the filtered (blurred) 
image from the original image for the full view case. The images correspond to frames 2019 
(A), 2119 (B), 2200 (C), 2250(D), 2320 (E) and 2440 (F). As can be observed toward the top of 
each image the phase separation increases from image 2019 to image 2440. 
 

In order to find quantitative information from the phase separating images, we computed their 

power spectra (Fig. 2.1.4.4). The ring is broader in the beginning of the sequence and becomes 

narrower as we approach the end of the sequence. This means that the corresponding wave 

numbers are larger at first and decrease toward the end of the temperature quench [Hegseth et al., 

2002]. Since the wave number is inversely proportional to the characteristic length of the clusters 

in the image, the characteristic length increases as the phase separation progresses.  

For each frame in the full view of the phase separation region (frames 2019 to 2440), we 

extracted a typical size of the fluctuating domain, called characteristic length, λ related to the 

wave number through equation (2.1.3.1) and (2.1.3.2) from section 2.1.3. As the image index 

(time) increases, the estimated maximum of the radial average of the power spectrum, km, gets 

smaller. In order to estimate the wave number associated with the broad peak in each power 

spectrum we used a fifth order polynomial interpolation of the radial average of the power 

spectrum. The computed radial average of the power spectra and the corresponding polynomial 

fit are shown in Fig. 2.1.4.5. 
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Figure 2.1.4.4.   Power spectra corresponding to full view phase separating images in Fig. 
2.1.4.3. The thickness of the ring decreases as the time increases, and the wave number decreases 
as we move toward the end of the sequence. 
 

 
Figure 2.1.4.5.   Radial average of the power spectra corresponding to full view phase 
separating images 2019 (A), 2119 (B), 2200 (C), 2250 (D), 2320 (E), and 2440 (F). The circles 
indicate the radial average of the power spectra and the continuous green line shows the fifth 
order polynomial interpolation used to find the peak (maximum value) associated with the wave 
number. 
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The corresponding histograms of the full view fluctuating images in Fig. 2.1.4.3 contain 

information about the gray level distribution (Fig. 2.1.4.5) used to determine the scaled variable 

k* and t* (Table 2.1.4.1). 

 

Table 2.1.4.1.   Experimental data used to plot the power law relationship between the reduced 
wave number k* and the reduce time t* for full view images. The average gray level intensity 
<i> and the variance σi of the recorded image are both measured in gray levels. The 
corresponding temperature based on the histogram measurements was computed according to 

(2.1.3.13) ∆T = ( ) γσ /1

0.0220514

ii
. The absolute time measured from the beginning of the experiment 

is t + 242396.(3) (s). The characteristic length was computed using the values of the maximum 
wave number obtained from the radial average of the power spectra according to λ= (174 pixels 
x 3.1 µm/pixel)/km = 539.4/km, the correlation length was computed based on ξ = ξ0(∆T/Tc)-ν, and 
the characteristic time was computed using tξ = 1.71442 1017 ξ3. The reduced wave numbers k* 
in the table were obtained using ξ/λ and the reduced time t* was computed using (t/tξ - 
17675.85) 10-5. 
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∆T 
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k* 
 

t* 
 

2020 79 15 57.55 0.00 27 19.98 3.61 8.07 0.18 0.12 
2040 79 16 55.61 0.67 28 19.26 3.69 8.61 0.19 0.10 
2080 80 15 57.89 2.00 30 17.98 3.59 7.97 0.20 0.13 
2120 77 16 55.00 3.37 29 18.60 3.72 9.79 0.20 0.10 
2160 88 16 50.34 4.67 28 19.26 3.95 10.54 0.20 0.05 
2200 88 14 55.84 6.00 28 19.26 3.68 8.55 0.19 0.11 
2240 90 16 48.65 7.38 28 19.24 4.02 11.12 0.21 0.04 
2280 74 15 60.05 8.67 28 19.26 3.51 7.43 0.18 0.15 
2320 83 17 49.66 10.0 28 19.26 3.97 10.70 0.21 0.05 
2360 86 16 52.18 11.4 27 19.98 3.84 9.73 0.19 0.07 

 

Using equation (2.1.3.8) and (2.1.3.9) from section 2.1.3 we determined the characteristic 

length ξ. Following a similar procedure with that previously described in section 2.1.3, we plot 

the growth law in scaled k* versus t* (see equation (2.1.3.11) of the 2.1.3 section) and a few 

values listed in Table 2.1.4.1. The scaling law derived from the experimental data for the 3.6 mK 

temperature quench is reported in Fig. 2.1.4.7. The average temperature obtained using the data 

extracted from the histograms is ∆TFull view = 56.4 ± 0.3 µK with a range between 43.6 µK and 

78.8 µK. 
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Figure 2.1.4.6.   Distribution of gray level intensities for the full view filtered images. The 
horizontal axis represents the gray scale from 0 to 255 and the vertical axis represents the 
percentage of the pixels corresponding to a certain gray level. The red continuous line represents 
the Gaussian fit to the histogram.  
 

 

 

Figure 2.1.4.7.   Scaling law for full 
view images in reduced units k* 
versus t*. The data fit reasonably well 
to the early stage growth curve. The 
continuous line is a linear fit to the 
experimental data with a slope of -
0.348 ± 0.007 and linear correlation R 
= -0.933 over 184 images. 
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2.1.4.3. Microscopic view of phase separation for SF6 

 

We extracted 586 microscopic view frames from the original video record of the experiment. In 

order to avoid including the automatically marked numbers on each frame, in our analysis we 

cropped all frames to obtain a square image with the maximum possible area. In the 192 x 192 

pixels clear images, the density varies from high (dark clusters) to low (bright clusters) as seen in 

Fig. 2.1.4.1.B. A true color counterpart of the previous snapshot (Fig. 2.1.4.8.A) shows that the 

density changes gradually from high to low values. 

 

 
Figure 2.1.4.8.  Clusters of pixels reveal domains of growing fluctuations. The true color 
image shows the gradually change in density (A). Density changes are visualized by bright (low 
density) and dark (high density) spots in the microscopic image (B).  
 

As a representative example, we determined the power spectra of a specific image (image 1964 

of microscopic view). Both the power spectrum for the original image and the filtered images 

were computed. Comparison of the two power spectra shows the presence of noise in the original 

image (bright horizontal and vertical lines). 

In section 2.1.3, we found that the power spectra always have a bright ring [Goldman et 

al., 2004]. We analyzed all 586 microscopic views and found that the ring does not have a clear 

contour as seen in the fluctuation section. Following the same procedure highlighted in the 

previous subsection for the macroscopic view, we also investigated the existence of a power law 

between the reduced wave number k* and the reduced time t*. The average temperature obtained 
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using the data extracted from the histograms is ∆T microscopic view = 29.4 ± 0.4 µK with a range 

between 20.0 µK and 86.9 µK. 

 
Figure 2.1.4.9.   Power spectra of original (A) and filtered (B) images for microscopic view. 
The horizontal and vertical lines along the center of the power spectra (A) are evidence of the 
optical noise in the image. 
 

Table 2.1.4.2.   Experimental data from all 586 frames were used to plot the power law 
relationship between the reduced wave number k* and the reduce time t* for microscopic view 
images. The average gray level intensity <i> and the variance σi of the recorded image are both 
measured in gray levels. The corresponding temperature based on the histogram measurements 

was computed according to (2.1.3.13) ∆T = ( ) γσ /1

0220514.0

ii
. The absolute time measured from the 

beginning of the experiment is t + 242376.08(3) (s). The characteristic length was computed 
using the value of the maximum wave number obtained from the radial average of the power 
spectrum according to λ = (174 pixels * 3.1 µm)/km = 539.4/km, the correlation length was 
computed based on ξ = ξ0(∆T/Tc)-ν, and the characteristic time was computed using tξ = 1.71442 
1017 ξ3. The reduced wave numbers k* in the table were obtained using ξ/λ and the reduced time 
t* was computed using (t/tξ - 1000740) 10-6. 
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1450 125 21 282 1.25 30 19.84 1.31 0.386 6.607 0.373 
1500 131 25 229 2.92 29 20.52 1.49 0.575 7.293 0.579 
1550 130 24 241 4.58 28 21.26 1.45 0.519 6.805 0.534 
1600 128 13 415 6.25 25 23.81 1.02 0.184 4.297 0.319 
1650 115 23 269 7.92 27 22.04 1.35 0.421 6.121 0.425 
1700 136 27 210 9.58 27 22.04 1.58 0.679 7.177 0.644 
1750 125 26 233 11.3 23 25.88 1.48 0.556 5.720 0.565 
1800 142 24 219 12.9 20 29.76 1.54 0.626 5.175 0.614 
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Based on Table 2.1.4.2 we plotted the reduced wave number k* versus the reduced time t* in 

order to extract the scaling law for the microscopic view. The exponent of the power law was -

0.28 ± 0.01 with a linear regression coefficient R = -0.74 (black squares in panel A of Fig. 

2.1.4.9) for the region of almost constant or slowly decreasing wave numbers (panel B of Fig. 

2.1.4.9, time interval between 0 and 10 seconds). A slow decrease in wave number is equivalent 

to a slow increase in the correlation length and determines a slow grow of fluctuations. The fact 

that the exponent for the macroscopic view (-0.348 ± 0.007) is close to the above exponent for 

the microscopic view constitutes experimental evidence of the scale invariance of the 

fluctuations. If the rate of change of wave number is significant (see panel B of Fig. 2.1.4.9, time 

interval above 10 seconds), then the slope of the scaled wave numbers versus scaled times is 

significantly larger (red circles in panel A, Fig. 2.1.4.9) compared to the slow growth regime.  

 
Figure 2.1.4.9.   Slow and fast growing fluctuations. The plot of k* versus t* shows two 
different power laws: a small slope (black squares in panel A) corresponding to slowly changing 
wave numbers (time interval 0 to 10 seconds in panel B) and a significantly larger slope (red 
circles in panel A) corresponding to a fast change in the wave numbers for time intervals above 
10 seconds. The closeness in the slope values of the two power laws for the slow growing 
macroscopic and microscopic views demonstrates the invariance of the scale. 
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2.1.5.   Conclusions 

 

According to Stanley [Stanley, 1971], the correlation length follows a power law near the 

critical point 

ξ = ξ0 [(T-Tc)/Tc]-ν,      (2.1.5.1) 

where the scaling coefficient of the correlation length is ξ0 = 1.8 10-10 m, Tc = 318.687 K, and ν 

= 0.633 for SF6 [Moldover et al., 1979]. However, the scaling factor is ξ0 = ξ0,Down for T < Tc and 

ξ0 = ξ0,Up for T > Tc. Sengers and Sengers [1978], and Moldover et al. [Moldover, 1979] 

explicitly derived the ratio ξ0,Up/ξ0,Down for the cubic model of SF6 and compared their findings to 

the values for the Ising model near the critical point [Aharony and Hohenberg, 1976; Tarko and 

Fisher, 1975] ξ0,Down/ξ0,Up = 0.512857 and the Landau-Ginzburg-Wilson model [Brezin et al., 

1976] ξ0,Down/ξ0,Up = 0.52281. 

Based on direct measurements of the wave number from the radial average of the power 

spectrum, we extracted the characteristic length and found that if the power law (2.1.5.1) is valid, 

then the resultant temperature difference was too small to be detected by the instruments on 

ALICE II (see section 2.1.3.2). One possible explanation is that the finite size effects are 

significant near the critical point and alter the expression of the scaling factor ξ0. However, if we 

assume that both ξ0,Up and ξ0,Down are modified near the critical point according to the same 

(unknown) relationship then their ratio should be independent of any finite size effects. As a 

result, it is possible to estimate the position of the critical point inside the 300 µK temperature 

quench by taking the ratio of the characteristic lengths derived directly from the maximum 

values of the averaged power spectra.  

Let us assume that the critical point is somewhere between TUp and TDown at a distance x 

from the upper temperature plateau (Fig. 2.1.5.1).  

TUp = Tc + x (TUp –TDown) = Tc + x∆T,    (2.1.5.1) 

and  

TDown= Tc – (1-x) (TUp –TDown) = Tc – (1- x)∆T,   (2.1.5.2) 

The correlation length on “Up” plateau is simply: 
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and similarly on “Down” plateau 
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The ratio of (2.1.5.3) and (2.1.5.4) is 
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which can be used to determine the position x of critical temperature by computing the ratio of 

the correlation lengths on “Up” and “Down” plateau.  
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From the radial average of the power spectrum we determined the most probable value of the 

wave number (k). By assuming that ξ ∝ 1/k the relationship (2.1.5.6) becomes 

γ

ξ
ξ

1

,0

,01

1











+

=

Up

Down

UP

Down

k
k

x .     (2.1.5.7) 

 

 

 

Figure 2.1.5.1.   The temperature profile includes the 
critical temperature Tc whose exact location can be 
inferred from the correlation length.  
 

 

 

 

The images analyzed gave us 26 ≤ kUp ≤ 31 with a mean value of kUp = 28.94194 ± 0.0745 and 

26 ≤ kDown ≤ 30 with a mean value kDown = 27.95 ± 0.04. Based only on the mean values kDown/kUp 

= 0.965727, we estimated that the mean value for the critical point is x = 0.6379 (0.604 ≤ x ≤ 

0.664) using data from the Ising model and x = 0.6344 (0.601 ≤ x ≤ 0.660) using data from the 

Landau-Ginzburg-Wilson model. This suggests that the critical temperature is closer to the 
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“Down” plateau temperature. Its position could be determined precisely based on measurements 

of the maximum value of the wave number from the radial average of the Fourier power spectra. 

The advantage of using the ratio of correlation lengths is that we do not need to explicitly define 

the coefficients of proportionality between ξ and k. As a result, a ratio ξUp/ξDown simply converts 

to kDown/kUp and can be computed without any difficulties. However, in order to determine 

correctly the absolute value of ξ based on values obtained for k we must convert frequency 

domain values of k back to spatial domain values for ξ. 
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Figure 2.1.5.2.   The estimated position of the critical temperature inside the 300 µK 
temperature quench. The values on the left side are based on equation (2.1.3.13) that 
establishes a relationship between the temperature difference and the parameters evaluated from 
the histogram of the image. For the “Up” region the average temperature difference was 46 µK 
measured with respect to the “Up” region temperature, while using images for the “Down” 
region the histogram method gave an average temperature difference of 47 µK measured with 
respect to the “Down” region temperature. Based on the ratios of the characteristic lengths we 
determined that the critical temperature should be in the range 180-200 µK measured with 
respect to the “Up” reference (red square). 
 

Fig. 2.1.5.2 suggests that the critical temperature is between 38 µK and 69 µK measured with 

respect to the temperature of the “Up” region as estimated using the average gray level intensity 

and variances extracted directly from the histograms of the recorded images according to 

equation (2.1.3.13) 
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Using the histogram method for the “Down” region we found that the temperature difference is 

in the range of 36 µK to 67 µK measured with respect to the “Down” reference temperature. 

Finally, based on the ratio of the wave numbers obtained from the average power spectrum for 

“Up” and “Down” region we found that the critical temperature is in the range 100-120 µK 

measured with respect to the temperature of the “Down” region (on the right side of the ramp in 

Fig. 2.1.5.2).  
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2.2.   Binary liquid 

 

The presence of a gravitational field leads to practical limitations of the interpretation of critical 

phenomena experiments in fluids near the gas-liquid critical point [Moldover et al., 1987]. 

Gravity induces a density gradient near the critical point [Teichner, 1904; Baehr,1954]. For 

example, the effect of sedimentation is seen in experiments with phase separating liquids when 

performed under the influence of gravity. The effect of sedimentation was reduced in a 

fluctuating binary mixture [Hegseth et al., 2003] using a density matched mixture of methanol 

and partially deuterated cylcohexane (CC*-Me) with a critical concentration of 71% by weight.  

 

2.2.1.   Light scattering and Gaussian fluctuations 

 

In the simple case of parallel incident light arriving at a cell filled with a homogeneous 

transparent medium (see Fig. 2.2.1.1) all the transmitted light can be focused at the focal point. 

In this case, only the phase of the transmitted light is affected by the local density fluctuations in 

the fluid. A different situation occurs when the incident light passes through a non-homogeneous 

medium with local variations in the refractive index δn. In this case, the interaction of the 

incident light with the non-homogeneous medium may be understood as a light scattering 

process that produces the image. The scattering of light means absorption of energy from an 

incident wave by a non-homogeneous medium and reemission of some portion of the 

electromagnetic energy. Although scattering appears to be similar to absorption, it is a much 

more complex phenomenon [Hecht, 2001]. Due to multiple scattering processes, only a fraction 

of the incident radiation reenters the original beam of light. The total amount of scattered light 

and the angular distribution are related to the optical properties of the scattering medium. At the 

microscopic level, the incident radiation produces excitation of the molecular polarizability that 

causes a radiation of the electromagnetic wave. The well separated centers act independently 

(incoherently) and the net radiance is the sum of their individual irradiances. The scattering of 

the incident light is caused by the fluctuation centers that are related to small changes in the 

density of the medium, which, in turn, determines the local variations of the index of refraction 

δn. As a result, the local density variations induce local changes in the image brightness because 

of the modifications in the propagation of light inside the medium. The visualization of 
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fluctuations is based on the interference between the scattered and transmitted light [Guenoun et 

al., 1989]. In the vicinity of the critical point, the intensities of the transmitted and scattered light 

have become comparable and the contrast is maximized. The effect of multiple scattering can 

lower the contrast in the fluctuation pattern. To reduce the effect of multiple scattering, the 

sample can be made thinner [Beysens et al., 1978]. We assume that there is no light absorption 

and the variations in intensity of the images are determined by the light scattering. The dark and 

bright regions in the scattering images are areas of more or less light scattered due to the local 

fluctuations of the mixture concentration. The fluctuations evolve in time, and a typical 

fluctuation lasts a few seconds.  

As we will show in section 2.2.2.2., the histograms corresponding to BF, PC, and DF 

images exhibit Gaussian statistics (Figs. 2.2.2.5, 2.2.2.6 and 2.2.2.7). This characteristic can be 

traced back to the thermodynamic theory of fluctuations [Landau, 1969]. According to the order 

parameter theory of critical phenomena [Landau, 1969], far from the critical temperature Tc, the 

probability p(M)dM for a small but macroscopic subsystem to have the order parameter M in the 

ranges M and M+dM is: 
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where A is normalization constant, F is the free energy of the system that was expanded about its 

minimum, and only the even powers are retained in the probability distribution function. For 

temperatures far from the critical point, the coefficient 
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F  is large and, as a result, the 

quadratic factor in (2.2.1.1) is dominant. Since we correlated the fluctuations in the order 

parameter (the mixture concentration) with the fluctuations in the intensity of the scattered light, 

the histogram of the image should also be Gaussian. If the concentration of the fluid elements 

fluctuates, then a small change in the index of refraction occurs and a change in the phase of 

scattered electric field is expected. The changes in the refractive index of the fluid produce 

changes in the optical path of the transmitted and scattered light. 
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2.2.2.   Experimental setup 

 

The methanol and cyclohexane binary liquid [Hegseth et al.,2003] is located between two 10 mm 

diameter sapphire windows (8.5 mm thick) separated by a gold-coated 3 mm thick brass spacer. 

The sample is placed in a larger copper housing with a diameter of 6 cm and length of 6 cm. 

Although the cell is filled with a mixture slightly off the critical concentration c = (cc - 0.01) ± 

0.002, it is well within the concentration range |c-cc| < 0.05 where fluctuations are visible 

[Guenoun et al., 1989]. In order to conveniently use the optical microscopy system shown in 

Figure 2.2.1.1, Hegseth [Hegseth et al., 2003] designed a thermal control system that uses air 

convection and radiation for heat transfer. The copper housing of the cell contains two 

thermistors for temperature measurement and control. To avoid local heating from the 

thermistors, temperature measurements are never taken more often than every 30 seconds. The 

cell is temperature controlled due to its placement near the center of an aluminum cylinder of 

diameter D = 10 cm and length L = 18 cm that has a foil heater glued to its exterior. Heat is 

continuously applied to the system with a computer controlled power supply. The space between 

these cylinders is filled with air so that heat is exchanged with the inner copper housing only 

through radiation and convection. Two holes in the heating cylinder, aligned with the optical axis 

of the cell, allow light to enter and leave the sample fluid. To prevent convective cooling of the 

sample’s cell windows, these holes are closed at both ends. To provide a constant ambient 

temperature for the inner cylinder, two more thermal shields made of 7 cm thick polystyrene 

surround the heating cylinder. The walls of these rectangular polystyrene boxes are attached with 

silicone glue to provide an outer box with inner dimension 50 cm x 40 cm x 50 cm and an inner 

box with inner dimension 24 cm x 24 cm x 30 cm. Light enters and leaves these shields through 

plexiglas windows. These boxes provide two layers of shielding, except for the bottom which has 

only one layer, so that the optical support for the heating cylinder, the magnification lens, and the 

quarter wave plate can enter these boxes. The temperature of the air between these boxes is also 

computer controlled. The heater is placed near the top of the space between these thermal shields 

in order to create stable temperature gradient in this space such that the midpoint temperature 

was at an ambient temperature of approximately TC - 5° C to within 1° C. As shown in Figure 

2.2.2.1, the optical bench supports all the optical elements used for optical observation. The light 
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source is provided by a halogen lamp. A collimator produces a parallel beam of light of diameter 

d = 2.5 cm, which is collected and focused into a 0.8 mm pinhole by two 7.8 mm diameter plan-

convex lens. The pinhole is at the input focal point of a 50 mm lens. The central portion of the 

beam with a diameter of 1 cm travels through the sample cell. Although this wide band source 

results in a small coherence time and a longitudinal coherence length of approximately 1 µm, the 

geometry of the setup gives a spatial coherence of approximately 120 µm in the microscope 

object plane. The sample cell position is adjusted along the optical axis by moving the bottom 

support using a translation stage of the heating cylinder that also contains the sample cell. The 

light input to the heating cylinder passes through a small glass covered hole and the output light 

travels through a 50 mm magnifying lens. The space between the cylinder and the lens is filled 

with a polystyrene spacer that allows for relative movement along the optical axis of the cell, the 

heating cylinder and the lens in order to adjust the position of the object plane in the sample cell. 

This optical setup constitutes the bright-field (BF) experimental arrangement. 

Two other methods of microscopy were also used as shown in Figure 2.2.2.1. These 

methods require further treatment of the output light before the image is formed on the CCD. 

The treatments were applied at the focal point for the output light of the magnification lens L3. 

The second method, called phase contrast (PC), consisted of passing the light through a mica 

quarter-wave-plate of 1 cm diameter. The light that passes through this plate is retarded by a 

phase of π/2 radians relative to what it would have been had it not passed through. This has the 

effect of rotating the electric field vector of the input light by 90°. The light that is focused on 

this plate is primarily that part of the incoming wave field that is called the transmitted light, i.e, 

the part of the incoming parallel light wave forward scattered by fluctuations of the refractive 

index. The light that does not pass through this plate is also scattered by fluctuations but its 

electric field vector is not rotated. By rotating the electric field vector of the transmitted light at 

the lens output focal plane, the wave at the detector will be the superposition of two waves that 

interact and make phase objects visible by converting a phase difference into an intensity 

variation. The third treatment, called dark-field (DF), used a 7 mm diameter opaque disk, placed 

at the output focal point of the magnification lens L3 (Fig. 2.2.2.1), to block the transmitted beam 

and allow only the scattered beam to enter the CCD array. These elements were positioned in the 

focal plane using the same support. The support consisted of an aluminum ring with three 2 mm 

wide arms that held the quarter-wave-plate at the center of the ring and in the plane of the ring. 
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The opaque disk was glued to one of the arms such that it was also in the plane of the ring. The 

plane of this support was positioned perpendicular to the optical axis and connected to a 

translation stage. The stage allowed the support to be displaced perpendicular to the optical axis 

such that: 1) the light would pass through the focus unaltered, leading to BF, 2) the light near the 

focus  would pass through the quarter-wave-plate leading to PC, and 3) light would be blocked at 

the focus by the opaque disk, leading to DF. This allowed the three optical techniques to be 

changed inside by adjusting the translation stage. Since the method of separating the scattered 

and transmitted light in the binary liquid setup is not the same as that normally used in 

commercial microscopes, the system was tested first with images of phase separated droplets. 

Figure 2.2.2.2 A-C shows images of phase separated methanol droplets using the three optical 

techniques [Hegseth et al., 2003]. PC clearly increases the contrast of the droplet interface, and 

shows that a change in the optical phase between the liquid and the gas which is not visible in the 

BF image (Fig. 2.2.2.2 A) is converted into an intensity change in the PC image (Fig. 2.2.2.2 B). 

DF produces the same object but with a completely different intensity distribution over the 

droplet (Fig. 2.2.2.2 C). 

Figure 2.2.2.1.   The optical microscopy system used in the binary mixture. The white light 
source and a collimator produced a beam of light which is focused onto an 0.8 mm pinhole by a 
50 mm lens. The fluctuations in the sample scattered the beam of light. Magnification is 
provided by a high quality photographic lens(L3) of numerical apperture 1.2. 
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The cell was heated above the critical temperature TC (TC = 46.64° C) to approximately 50° C. 

At this temperature the cell was thoroughly mixed and allowed to settle for at least 12 hours to 

ensure that the liquid mixture was homogenous. The temperature was then decreased toward the 

critical point in temperature quenches. The temperature quenches, ∆T, were of 1 K in magnitude 

far from the critical temperature and 1 mK closer to the critical point. The temperature control 

system achieved stability as high as 0.1 mK over 12 hours and was primarily limited by room 

temperature fluctuations. Because these quenches often resulted in as much as a 20% undershoot 

and the stability was 0.1 mK, the temperature quenches were limited to 1 mK. 

 

 
Figure 2.2.2.2.   Optical microscopy and image enhancement. (A) Bright field (BF) image of 
the fluctuations in a liquid mixture produced by the scattering centers. (B) Phase contrast (PC) 
gray scale image produced by using a quarter wave plate and (C) Dark field (DF) gray scale 
image produced by placing an opaque object at the focus of L3 in the optical system (Fig. 
2.2.2.1).  
 

To determine the critical temperature, video images were recorded in order to identify the 

fluid phase separation after a temperature quench. The phase separation was relatively fast, 

producing high contrast domains that grew over time. The critical point could be measured to 

within 0.5 mK with the 1 mK quenches. The identification of the fluctuations in the images was 

verified by waiting for over 12 hours at Tc+0.5 mK. During this time interval the fluctuations 

retained the same character and no phase separation was found. After each quench, the 

temperature was allowed to equilibrate for at least 20 minutes before recording the video images 

of the fluctuations on an HI8 VCR with full field resolution. At each temperature, BF, PC, and 

DF images were recorded for 1 minute each. The recorded video images were time tagged to 

correlate with the temperature data that was also time tagged.  
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2.2.3.   Methods and results 

 

As has been mention in the experimental section, the fluid studied is a binary fluid that exhibits 

critical behavior when the temperature and concentration are near the critical point. The binary 

liquid used in this experiment is a mixture of methanol and partially deuterated cylcohexane such 

that one of them is at a known critical concentration cc [Houessou, 1985; Guenoun,1989]. The 

order parameter of the system is M = c-cc, where c is the concentration of one of the chemical 

species. The increase in the fluctuation correlation size is manifested in a region near the critical 

point of the scattered light. As the critical point is approached more light is scattered because of 

the concentration fluctuation; the phenomenon is called critical opalescence. Long range 

fluctuations and other important thermodynamic properties of interest can be estimated by 

performing light-scattering experiments [Cannel, 1975; Ohbayaski, 1978; Joshua, 1985; 

Gammon, 1987]. 

 

 
Figure 2.2.3.1.   Image enhancement using color adjustment. True color images of bright 
field (A), phase contrast (B) and dark field (C) for one example of fluctuating image. Bright field 
(BF) and phase contrast (PC) have a very similar appearance and both contain the same 
information about the statistics of the fluctuations. The dark field (DF) image contains 
information about the fluctuations at a completely different wave number scale compared to BF 
and PC. 
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2.2.3.1.    The effect of different filters on image contrast 

 

The images recorded with the methods described in section 2.2.2 exhibit spatial domain varying 

intensities. The images produced in the system were not uniform due to noise from dust. This 

optical noise gives non-uniform background intensity in addition to the intensity variation from 

fluctuation. To correct for the noise, we use the same method as for pure fluids (see section 2.1) 

and subtract an image filtered with a moving average filter from the image of interest. In this 

case, the fluctuations in the image do not contribute to the image background. Figure 2.2.3.2 

shows enhanced images using a moving average filter to smooth the sharp transitions in the 

original image Fig. 2.2.3.1 for the bright field BF (A), phase contrast PC (B), and dark field DF 

(C) filters. All three images were taken in sequence at the same temperature and correspond to 

the three techniques described in the experimental section 2.2.2.  

 

 
Figure 2.2.3.2.   Enhanced images using a moving average n-point smoothing filter with an 
optimal size of 9 pixels (same method as in section 2.1.2 BF (A), PC (B), and DF (C). 

 

 
Figure 2.2.3.3.   Enhanced images with incident red light using a moving average filter. The 
optimal n-point smoothing filter of size 9 was used to filter the images for BF (A), PC (B), and 
DF (C). 
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Similar experiments were performed by inserting a red filter in the path of the incident 

light. The contrast of the BF and PC increased because of the red filter. Recorded images using 

the red filter placed in front of the incident light were also analyzed with the moving average 

filter. As a result of this new red filter, the incident light was attenuated and the contrast 

increased for the BF and PC images, as can be seen in Fig. 2.2.3.3. 

A third set of experiments was performed by using a circular polarizer placed in front of 

the incident light instead of either “nothing” or a red filter. 

 

 
Figure 2.2.3.4.   Enhanced images in the case of incident light treated with a circular 
polarizer, after averaging with a moving average filter of size 9. BF (A), PC (B), and DF (C). 
 

The images obtained in Fig. 2.2.3.4 show that the interfaces of the fluctuations are much darker 

as compared to the image background and, therefore, clearly visible. It can be observed in the DF 

images treated using the circular polarizer that the contrast for the fluctuations is clearly visible 

compared to nothing (Fig. 2.2.3.2) or red filter (Fig. 2.2.3.3). 
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2.2.3.2.   The histogram method 

 

Histograms of the images corresponding to the three different techniques (bright field –BF, phase 

contrast – PC, and dark field - DF) are plotted in Fig. 2.2.3.5 with no filter inserted. The 

horizontal axis represents the gray levels between 0 and 255 and the vertical axis represents the 

percentage of the total number of pixels in the images with a given gray level. The original 

image size was 240 x 240 pixels but because the moving average filter distorts the borders of the 

final image it was cropped again to eliminate the distortions so that the final size of the image 

was 222 x 222 pixels. 

 

 

Figure 2.2.3.5.   Histogram of 
gray level intensities without 
any filter for the incident light. 
Points are BF (filled square), PC 
(red circle), and DF (green 
triangles).The horizontal axis is 
the gray level with values 
between 0 and 255 and the 
vertical axis represents the 
percentage of the total number of 
pixels with a given gray level. 
 

 

The widths of the distributions for the case of “nothing” (Fig. 2.2.3.5) were σi,BF = 10.23 ± 0.03 

(BF), σi,PC = 10.57 ± 0.04 (PC), and σi,DF = 18.3 ± 0.2 (DF) and the corresponding statistical tests 

for the Gaussian fit were:χBF = 1.35 10-7, RBF
2 = 0.998; χPC = 2.23 10-7, RPC

2 = 0.998, and χDF = 

9.36 10-7, RDF
2 = 0.982. According to the histograms in Fig. 2.2.3.5, there is a slight difference 

between the BF and PC, in the sense that the contrast increases in the latter. Both BF and PC 

histograms follow a Gaussian distribution, which is consistent with the interference mechanism 

for the formation of the fluctuating image. The small shift in intensity between BF and PC may 

be caused by absorption in the mica wave plate that is slightly opaque, the wave plate wedges 

and the mounting pieces for the wave-plate. Overall, there is a clear increase in the contrast of 

the PC image as can be seen in the Fig. 2.2.3.2. The DF histogram is shifted toward the lower 

gray levels and both the shape and the amplitude are quite different from the BF and PC 
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histograms. This difference lies in the fact that the transmitted light is blocked for the DF case. 

The direct visualization of the DF images suggests that an extinction process from scattering 

must contribute to the formation of the images in this case. 

For the case of red filter treatment (Fig. 2.2.3.3), the shift between the two histograms 

corresponding to BF and PC in the original image Fig. 2.2.3.2 disappears and the two histograms 

overlap (Fig. 2.2.3.6). At the same time, the amplitude and the contrast of the DF histogram 

increases and approaches the BF and PC images contrast. The histograms corresponding to the 

BF and PC maintain the same Gaussian shape while the DF histogram has a shape closer to an 

exponential distribution.  

 

 

Figure 2.2.3.6.   Histograms 
corresponding to images 
recorded after the treatment of 
the incident light with a red 
filter. The BF and PC histogram 
have the same contrast and 
overlap (black squares and red 
circles), while the DF (green 
triangles) histogram has a 
different shape than in the 
normal incident light. 
 

 

The widths of the distributions for the case of red filter (Fig. 2.2.3.6) were σi,BF = 11.75 ± 0.05 

(BF), σi,PC = 11.75 ± 0.05 (PC), and σi,DF = 15.9 ± 0.3 (DF) and the corresponding statistical tests 

for the Gaussian fit were:χBF = 1.98 10-7, RBF
2 = 0.998; χPC = 1.98 10-7, RPC

2 = 0.998, and χDF = 

3.06 10-6, RDF
2 = 0.947. According to the histograms in Fig. 2.2.3.6, the widths of the 

distributions have a slight increase when the red filter is applied. 

A third set of experiments was performed by using a circular polarizer placed in front of 

the incident light instead of either nothing (Fig. 2.2.3.2) or a red filter (Fig. 2.2.3.3). The widths 

of the distributions for the case of circular polarizer filter (Fig. 2.2.3.7) were σi,BF = 10.88 ± 0.04 

(BF), σi,PC = 10.96 ± 0.03 (PC), and σi,DF = 13.9 ± 0.4 (DF) and the corresponding statistical tests 

for the Gaussian fit were:χBF = 1.61 10-7, RBF
2 = 0.998; χPC = 9.70 10-8, RPC

2 = 0.999, and χDF = 

0.025

0.050
N

um
be

r 
of

 p
ix

el
s 

(%
)

0 100 200
gray level intensity 



 113

4.68 10-6, RDF
2 = 0.906. The fluctuation images obtained after using the moving average filter are 

shown in Fig. 2.2.3.4. The contrast in these images changed in comparison with the experiment 

with the red filter. The corresponding histograms for the circular polarized treatment of the 

incident light are shown in Fig. 2.2.3.7.  

 

 

Figure 2.2.3.7.   Histograms 
corresponding to images recorded 
after the treatment of the incident 
light with a circular polarizer. The 
histograms of images from Fig. 
2.2.3.4 show a Gaussian distribution 
for BF (filled squares) and PC (red 
circles). The DF histogram (green 
triangles) has a slightly different 
distribution. 
 

 

A side by side comparison between the widths of the Gaussian distribution using the three 

different methods for BF, PC and DF is presented in Fig. 2.2.3.8. These plots show the variance 

of the histograms (vertical axis) versus the corresponding image index (horizontal axis) for all 

images we analyzed. The widths were found by fitting the histograms of the images to 

Gaussians. 
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Figure 2.2.3.8.   The variances of the histograms depend on the special filter used. For the 
BF (A), PC (B), and DF (C) using the three different methods to treat the incident light: 
“nothing”-black squares, the red filter-red circles and circular polarizer-green triangles. The 
variance of the histograms varies significantly.  
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For BF (Fig. 2.2.3.8.A) in the case of the red filter, the average width of the histograms over the 

total number of available images was σred = 11.86 ± 0.01 gray levels, which is a bit larger but 

with a narrower range compared to the circular polarized case with σcpol = 11.72 ± 0.02. The 

widths of the histograms for the BF without any filter are smaller, σnothing = 10.71 ± 0.01 gray 

levels compared to BF with the red and circular polarizer filters. The widths of the histograms 

for the PC (Fig 2.2.3.8.B) circular polarized is narrower σcpol = 11.476 ± 0.007 gray levels, 

compared to the PC with the red filter, σred = = 11.63 ± 0.01 gray levels. The widths of the 

histograms have even smaller values for the PC with nothing, σnothing = 11.19 ± 0.001 gray levels. 

The distinctive feature of the widths of the histograms for the DF is the large dispersion (Fig. 

2.2.3.8.C). In the case of the DF circular polarized experiment, the widths have the smallest 

range σcpol = 10.94 ± 0.3 gray levels, compared to the DF with nothing, σnothing = 15.70 ± 0.04 

gray levels, and DF with the red filter, σred = 15.09 ± 0.06 gray levels. 
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2.2.3.3.   Experimental renormalization of fluctuations 

 

We considered sample images (BF-nothing, PC-nothing, and DF-nothing) of size 240 pixels by 

240 pixels and studied the effect of different n-point smoothing filter size, such as A = 3, 5, 7, 9, 

11, 13, 17, 19, 27, 29, 35, and 39 on the histograms. This corresponds to coarse graining the 

fluctuations on large blocks of pixels of size L = A*b where b is the resolution associated with 

one pixel (in this experiment 1 pixel = 2.2µm). The plot of the half-width of the histogram (σ) 

versus the filter size (L) shows two different regions of qualitatively different behavior of the 

resultant histogram with respect to the size of the filter.  
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Figure 2.2.3.9.   Experimental renormalization of the enhanced images. Plot of the width σ 
of the histograms versus the size of the averaging filter L for the BF (A), PC (B), and DF (C) on 
a log-log scale. Two qualitatively different regions can be observed for L ≤ 16 pixels and L > 20 
pixels. 
 

The fluctuations are averaged over blocks of size L x L. In the case of the bright field (BF), two 

different regions can be distinguished on the plot in Fig. 2.2.3.9A: for the filter size L ≤ 16pixels, 

the variance, σ, of the histograms saturates because of the correlation between fluctuation while 

for a filter L > 20 pixels, the variance, σ varies as 1/Lx regardless of the treatment of the incident 

light by a red filter or a circular polarizer. The exponent x was 0.24 ± 0.01 and the linear 

regression coefficient was R = 0.997. The phase contrast (PC) histograms with no light treatment 

show a significant jump around L = 16 pixels (Fig. 2.2.3.9.B) similar to the case of the bright 

field. However, both red filter and circular polarizer treatment of the incident light smoothes the 

transition diagram in Fig. 2.2.3.9B, although the two regions are still clearly separated: for low 

filter size L ≤16 pixels there is an almost no dependence of the histogram width on the averaging 

filter size, while for large filter size, L > 20, the histogram width is still proportional to 1/L. For 
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the dark field technique, the histograms for both the case of no filter and the red filter the two 

regions in the transition diagram are clearly separated and resemble the general structure shown 

in Fig. 2.2.3.9.A. In the case of the circular polarization treatment for the incident light (Fig. 

2.2.3.9.C – red circles), the log-log plot clearly separates into two regions around the transition 

size of L =16 pixels. On both sides of the bifurcation point the histograms width is proportional 

to 1/Lx with different positive exponents: for low values of the averaging filter x = 0.7 ± 0.1 with 

a linear regression coefficient of R = 0.973, and for high values of L the exponent is x = 0.154 ± 

0.007 with a linear regression coefficient of R = 0.996.  
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2.2.3.4.   Power spectrum method 

 

Since the optical system is affected by noise, in order to find the fluctuation image, the moving 

average filter (a low pass filter) was applied to the original image and then that image was 

subtracted from the original image (Fig. 2.2.3.2). The power spectrums of the original images in 

Fig. 2.2.3.1 have significant contribution in the high frequencies indicated by the strong vertical 

band corresponding to noise. 

 

 
Figure 2.2.3.10.   Power spectra and the light treatment in optical microscopy. In the power 
spectra plots of  the original images (Fig. 2.2.3.1) for the BF (A), PC (B), and DF (C) techniques, 
strong DC components along the y axis and a smaller DC component along the x axis indicate 
significant optical noise.  
 

 
Figure 2.2.3.11.   Power spectra in optical microscopy enhanced by averaging filter. The 
filtered images corresponding to the filtered images shown in Fig. 2.2.3.2. Both the BF (A) and 
PC (B) power spectra illustrate the presence of the fluctuation in the image by a distinct bright 
ring in wave numbers space. In contrast, the power spectrum for the DF (C) shows a much 
weaker ring as a result of small scale fluctuations. 
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On the other hand, the average filter can still preserve the fluctuations in the original 

images (Fig. 2.2.3.1) and, at the same time, reduce the optical noise, as shown by the FFT of the 

filtered images in Fig. 2.2.3.11. 

We use the same method as discussed in section 2.1 to find the characteristic length of 

the fluctuations. First, we determine the maximum value of the wave number corresponding to 

the maximum of the radial power spectrum (km). In the following, we refer only to the BF, PC, 

and DF techiques with no filter (nothing), as opposed to the experiments performed with a red 

filter or a circular polarizer. The relationship between the spatial and frequency domain is 

[Gonzales, 2002]  

k = km /(N ∆x),     (2.2.3.1) 

where N is the total number of pixels in the image along one direction, ∆x represents the image 

resolution in the spatial domain, and km represents the dimensionless value of the maximum of 

the broad peak in the power spectrum shown in Fig. 2.2.3.12. The spatial resolution in this 

experiment was ∆x = 2.2 µm/pixel and the original image contained 240 x 240 pixels. By using 

an optimal n-point smoothing filter of dimension A = 9 pixels, a border region of A pixels was 

removed all around the initial image. Therefore, the power spectrum was computed for the 

resultant image of only 222 x 222 pixels (N = 222). The value for the wave vector is related to 

the characteristic length of the fluctuations (λ) as follows 

k = 1/λ.       (2.2.3.2) 
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Figure 2.2.3.12.   Power spectra of fluctuating images in optical microscopy. The radial 
power spectra show a peak corresponding to the ring in the Fig. 2.2.3.11.The radial averages of 
the power spectra for BF (A) and PC (B) are very similar whereas for DF (C) the amplitude of 
the power spectrum is much smaller.  
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For example, for a value of km = 23 arbitrary units for the BF images and an image size of 

N = 222 pixels with a resolution of 2.2 µm/pixel, the corresponding characteristic length (λ) is 

21.23 µm.  

The amplitude of the power spectra and the peak value of the wave number km for BF is 

km = 23 and for PC is km= 22. In contrast, the DF has not only a smaller amplitude of the power 

spectra but also a greater value for the wave number corresponding to the maximum of the power 

spectra, km = 28. A statistical analysis of the distribution of the wave numbers km for all available 

images showed that the wave vector values are close to each other for the BF and PC images 

while for the DF technique the wave numbers are spread over a broader range. The DF technique 

eliminates the low values of the wave numbers in the power spectra.  
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Figure 2.2.3.13.   Wave numbers filtered by different light treatments. The wave numbers 
corresponding to the maximum of the radial power spectra versus the image index show similar 
values for BF (black squares) and PC (red circles). The wave vector for the DF extends to a 
much higher values for the wave numbers with a larger dispersion (green triangles). 
 

The average wave number corresponding to the maximum of the radial averaged power spectrum 

for the 1200 BF images is kBF  = 22.5 ± 0.8, which is close to the average value for 500 PC 

images kPC = 22.7 ± 0.8. The average wave number for 500 images obtained using the DF 

technique is kDF = 27 ± 2 (Fig. 2.2.3.13).  
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Additional information can be extracted from the average radial power spectra by plotting 

Fig. 2.2.3.12 in log-log coordinates and retaining only high wave numbers (small characteristic 

length). The log-log plot (Fig. 2.2.3.14) shows that both BF and PC have an almost linear 

dependence on log k with almost identical slopes, while the power spectrum for the DF images 

presents a significantly smaller slope for the linear fit.  
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Figure 2.2.3.14.   Log-log plot of the radial average of the power spectrum versus the wave 
number. The linear relationship for high values of the wave numbers suggests that the 
fluctuations are self similar on multiple spatial scales.  
 

The power law fit in Fig. 2.2.3.14 gives the exponent for the BF technique to be m = -3.8 ± 0.1 

with a linear regression coefficient of R = -0.945.For the PC technique the exponent is m = -3.8 ± 

0.2 with a linear regression coefficient of R = -0.939. In contrast, the DF images have a lower 

exponent of m = -1.6 ± 0.2 with a linear regression coefficient of R = -0.730 because this 

technique suppresses the lower wave numbers. 

We also found that the averaging filter alters the histograms of the original images (Fig. 

2.2.3.15). The histograms corresponding to the original images (black squares in Fig. 2.2.3.15) 

are bimodal, whereas the filtered histograms are always Gaussian (red circles). 

 The DF image has a different distribution of gray levels because the opaque object blocks 

the transmitted light and low wave numbers are suppressed. For the DF case, only the scattered 
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light is recorded by the CCD. In the DF images, the large slow fluctuations are absent and only 

small fluctuations lasting 1-2 seconds are visible.  
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Figure 2.2.3.15.   Bimodal distribution for fluctuations. The moving average filter eliminates 
the bimodal character of the original histograms (black squares) and transforms them into a 
Gaussian shape (red circles). These histograms correspond to BF(A), PC(B) and DF(C). 
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2.2.4.   Conclusions  

 

The observation and analysis of fluctuations near the critical point in real time and space is an 

important issue in the critical point phenomena. This important aspect is related to statistical 

physics and to microscopic image formation. Image formation is due to the interference between 

the transmitted light and the scattered light by the refractive index fluctuation. Using three 

different techniques, bright field, phase contrast, and dark field, we investigated a liquid mixture 

system (mixture of methanol and partially deuterated cylcohexane(CC*-Me)). Three different 

recordings were made for each of the described techniques (BF, PC, and DF) using different 

light filters termed: “nothing,” red filter, and circular polarizer. 

The recorded images (original) and the filtered images corresponding to BF, PC, and DF 

exhibit intensity variation in the spatial domain. Image analysis finds similarities in the image 

formation for BF and PC, but differences for DF. A contrast increase in the BF, PC, and DF was 

observed for recorded images using the red filter and the circular polarizer when the noise was 

reduced with a moving average filter.  

After noise reduction was applied to all images (BF, PC, and DF), we found that the 

probability distribution functions are Gaussian for the BF and PC and that the distribution is 

different for DF not only in amplitude but also in the tail of the distribution for the red filter, 

“nothing”, and the circular polarizer. The widths for the probability distributions were recorded 

(BF, PC and DF) for a series of images using three different cases for the incident light (red 

filter, “nothing,” and circular polarizer). The DF width distribution shows a distinctive feature in 

magnitude for all the aforementioned filters as compared to the BF and PC. The discussion of 

image formation exceeds the purpose of this research. However, the fluctuations in these images 

can be explained using percolation theory [Stauffer, 1997], and this approach will be the topic of 

another study. The power spectra corresponding to images recorded with these techniques show 

the existence of large fluctuations in these images and their connection to generalized nucleation. 

Fluctuations recorded in these images are evidence of self-similarity in real space.  
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3.   Wetting films in pure fluids near boiling point 

 

If a pure fluid with coexisting gas and liquid phases is heated past its boiling point, then a 

complex process of fluid dynamics, interfacial phenomena, and heat transfer takes place [Tong, 

1997]. This process is greatly complicated by thermal convection and buoyancy due to gravity. If 

the gas bubble grows sufficiently, then the buoyancy overcomes the surface tension and the 

bubble moves upward. In weightlessness, the buoyancy force is eliminated.  

Close to the critical point, many thermodynamic properties, including the surface tension, 

vary according to the well-known universal power law [Green, 1971; Moldover et al., 1979] and 

the fluids exhibit perfect wetting of almost any solid. In a boiling process involving heat transfer 

to a two-phase fluid, sandwiched between two sapphire windows a perfectly wetted wall dries 

from evaporation resulting in liquid-gas-solid triple contact lines.  
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3.1. Experimental setup and measurements 

 

The experiments were conducted with a pure fluid whose initial temperature was slightly 

below the critical temperature and whose density was nearly critical, so that the gas and liquid 

phases coexisted. The experiments were performed in weightlessness on the MIR space station 

on the French/American GMSF mission using the ALICE-II instruments [Garrabos et al., 2000]. 

These instruments were specially designed to obtain high precision temperature control with a 

stability of ≈15 µK over 50 hours and repeatability of ≈40 µK over 7 days. The ALICE-II 

instruments suppress buoyancy driven flows and gravitational constraints on the liquid gas 

interface. A thin constant volume cell, filled with sulfur hexafluoride (SF6), produces a 

considerable constraint on the bubble and allows the entire bubble to be observed as heat is 

applied [Hegseth et al., 2002] (Figure 3.1.1).  

 

 

 

 

 

 

 

 

 

Figure 3.1.1.   A cross-section of the cylindrical sample cell. The fluid volume is contained 
between two sapphire windows and a CuBeCo alloy ring. A semi-circular liquid-gas meniscus 
between the two parallel windows appears dark in the images because the liquid-gas meniscus 
refracts the normally incident parallel light away from the cell axis.  

 

To place the samples near the critical point, constant mass cells are prepared with a high 

precision density, to 0.02%, by observing the volume fraction change of the cells as a function of 

temperature on the ground [Green, 1971]. Similar ground based experiments were done before 

these experiments, yielding completely different results [Gurfein et al., 1991] in the presence of 

gravity. The cylindrical cell shown in Figure 3.1.1 is 12 mm in diameter and 1.664 mm thick 
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while each sapphire window is 9 mm thick. A 10 mm diameter ring was engraved on one of the 

sapphire windows of each cell in order to calibrate the size of the visible area of the cell image. 

The sample cell was placed inside a copper housing, which in turn, was placed inside a 

thermostat. These cells were heated linearly in time while the liquid-gas interface was visualized 

through light transmission normal to the windows. The temperature profile consisted of two 

ramps with a constant temperature plateau between them, as shown in Figure 3.3.1.A. An initial 

temperature ramp at a rate of 8.7 mK/s is followed by approximately 40 minutes of constant 

temperature. Another ramp of 7.4 mK/second is then imposed and the critical point is crossed.  

Heat was pumped into and out of the sample cell unit using six Peltier elements. The 

temperature was sampled every second with a resolution of 1 µK [Garrabos et al., 2001]. 

Although the cell was manufactured with high precision, the cell’s windows could not be placed 

exactly parallel because the windows are pressed and glued in the copper housing leaving a glue 

layer. As a result, the gas bubble takes an off-center position (Figures 3.1.1 and 3.1.2) as 

discussed in [Garrabos et al., 2001].  

 

 

 

 

Figure 3.1.2. Full view of cell. The 
fluid (sulfur hexafluoride) volume is 
contained between two sapphire 
windows and a CuBeCo alloy housing.  
 

 

 

 

Because the contact angle is zero near the critical point the liquid-gas meniscus between the two 

parallel windows forms an interface with a semicircular cross section between the windows as 

shown in Figure 3.1.2. We have verified by ray tracing that all of normally incident light on the 

meniscus is refracted out the field of view. We also note that some of the fluid volume near each 

cell’s edge is blocked by glue that was used in manufacturing cells. Nevertheless, we can find 
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each cell’s center and each cell’s edge because there is a 10mm diameter reference etching on the 

sapphire windows that is concentric with the cell (see figure 3.1.2 and figure 3.1.3.B). 
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Figure 3.1.3. A) A schematic representation of the optical system and the cell. B) A 
reference image recorded by the CCD camera corresponding to a flat gas-liquid interface. The 
cell consists of a 12 mm diameter cylinder made of CuBeCo containing a 1.664 mm thin layer of 
SF6 sandwiched between two sapphire windows (9 mm thick). The convergent lens, L, that has a 
focal point F and a center C, projects the out-of-focus grid image on the CCD plane Π. 
 

The explanation for the recorded image on the CCD plane Π is as follows [Gurfein, 

1991]. A plane wave propagating in the x-direction illuminates a phase object (Ω) that is a single 

bubble in a thin constant mass cell filled with fluid near its critical density (Figure 3.1.3A). An 

image of Ω is projected onto a plane Π by a lens L. A grid made up of equally spaced straight 

wires with periodicity p and thickness a is placed perpendicular to the optical axis x, and parallel 

to the y-axis, between the lens L and CCD camera Π [Gurfein, 1991]. The origin of the x-axis is 

taken as the entry-side of the cell Ω (point O). The distance between Ω and the lens L is x1 and 

the distance from L to Π is x2. Therefore, the magnification of the optical system is given by γ = 

x2/x1. The distance from the grid to the plane Π is xg. If the gas-liquid interface is flat (see Figure 

3.1.3A), then the incident rays parallel to the optical axis Ox would remain parallel to the optical 

axis after they cross the cell. The resultant image of the grid shadow is not distorted (Figure 

3.1.3B). The only indication of the cell presence is the dark gas-liquid interface because the 
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meniscus refracts the normally incident light away from the cell’s axis and out of the optical 

system  

During the heating process, two phenomena take place inside the cell. First, a triple 

contact line between sapphire, gas, and liquid (Figure 3.1.4A) occurs. Because the copper 

conducts heat faster than sapphire the evaporation is stronger at the part of the interface closer to 

the copper heating wall. As explained by Hegseth [Hegseth et al., 2002], the tilted sapphire 

window pushes the bubble to the side-wall leading to a contact between the bubble and the 

copper wall, i.e., there is a thin liquid layer between the gas bubble and the copper side-wall. 

Second, during the temperature increase toward the critical temperature, Tc, liquid evaporation 

leads to the gas bubble spreading phenomenon with a contact angle shown of about 120° (Figure 

3.1.4B).  

A B

contact
angle

contact line  
Figure 3.1.4.   Triple contact line formation. (A) The evaporation of the liquid film between 
the sapphire window(s) and the gas bubble leads to a triple contact line close to the critical 
temperature Tc. (B) The heat transfer through the copper cell wall leads to a rapid evaporation of 
the thin liquid film and a rapids change in the contact angle.  
 

The analysis of the gas-liquid interface demonstrates the existence of the differential 

recoil vapor force [Palmer, 1976]. Besides the spreading that takes place at the copper wall, there 

is a similar process of liquid evaporation at the two sapphire windows. The evaporation of the 

thin fluid film between the sapphire windows and the gas bubble leads to the triple contact line 

(Figure 3.1.4A). Although the two processes are similar the major difference consists in a much 
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higher heat transfer through the copper wall than through the sapphire window. As a result, the 

speed of contact line motion is smaller than the rate of change of the contact angle. 
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3.2. Methods 

 

 The principle of the measurement is as follows. In the presence of any liquid-gas 

interface along the z-axis in the phase object (cell) Ω, the incident rays are deflected from their 

original direction. The deformation of the wave front causes a displacement or a distortion of the 

shadow of the grid on plane Π. The wetting condition of the interface at the wall requires a 

concave curvature near the wall while the flat interface away from the contact line requires 

convex curvature. We assume that between these edges of the contact line a linear approximation 

of the shape is a reasonable simplification that allows the estimation of the film thickness. Using 

this wedge model, the shadow displacement depends on the angle of the interface, as shown 

qualitatively in Figure 3.2.1. If the gas bubble interface is flat (α = 0), then the incident ray I0, 

which is parallel to the optical axes, remains parallel to the optical axis after it crosses the cell 

and reaches the convergent system L at I1’. This ray is further refracted and hits the CCD plane 

at I1”. The ray tracing program we wrote uses a large number N (103 - 106) of equally spaced 

incident rays and computes for each incident ray the position of the point of incidence on the 

CCD plane. If the refracted ray passed between the grid lines, then the incidence point on the 

CCD plane is marked “white”, meaning that the corresponding pixel is turned white. If it 

happened that the refracted ray hit a grid line its intersection with the CCD plane is marked 

“black”, meaning that the corresponding pixel is turned black. This way we get the out-of-focus 

image of the grid by ray tracing (Figure 3.1.3B). If the gas-liquid interface is tilted (α ≠ 0), then 

the incident light suffers successive refractions at the gas-liquid interface (Figure 3.2.1, point I1), 

liquid-sapphire interface (Figure 3.2.1, point I2), and, sapphire-air interface (Figure 3.2.1, point 

I3). As a result, the emergent ray leaves the cell at the height z3 with an angle r3. Assuming that 

the refraction angle r3 is small, the convergent system would finally form the image on the CCD 

plane at I6. We use the same ray tracing algorithm to find the new out-of focus grid shadow. In 

the example shown in Figure 3.2.1, if the gas-liquid interface is flat then the initial ray I0 hits a 

line of the grid at I5 and determines a shadow point (“black” pixel) at I6.  
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Figure 3.2.1.   Ray tracing through the cell and optical system. The tilt angle of the gas-liquid 
interface is exaggerated for illustration purposes. An incident ray I0, passing at distance z0 from 
the optical axes, would remain parallel to the optical axes if the interface is not tilted with respect 
to the sapphire windows, and hit the lens plane at I1’. The ray is further refracted through the 
focus F and reaches the CCD at I1”. If the tilt angle α of the gas-liquid interface is non-zero, then 
the ray starting at I0 would hit the CCD plane at I6, following successive refractions. The 
distortion of the shadow depends on the tilt angle α of the interface and its thickness, t. We 
computed the film thickness by measuring the displacement of a grid line (∆z) and the width (δ) 
of the triple contact line.  
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In the presence of a tilted gas-liquid interface, the same incident ray I0 would pass 

through the same point I5 in the grid plane, and hit the CCD at I6. The displacement of the grid 

shadow (I1”I6) depends on both the tilt angle (α) and the thickness of the gas-liquid interface (t). 

Since we always observed only single contact line motions, we assumed that only one gas-liquid 

interface is tilted (Figure 3.2.1), and the tilt angle is α. Let z0 be the height of an incident ray 

parallel to the optical axes. At point I1 Snell’s law gives 

ng sin α = nl sin r1,      (3.2.1) 

where ng is the refraction index of the gas phase, nl is the refractive index of the liquid and r1 is 

the refraction angle at I1. At the point I2, applying Snell’s law we get 

nl sin (α -r1 ) = ns sin r2,      (3.2.2) 

where ns is the index of refraction of sapphire and r2 is the refraction angle at I2. The height of 

the next incidence point (I2) is  

z2 = z0 - t Tan(α -r1).      (3.2.3) 

Finally, there is refraction inside the cell 

ns sin r2 = nair sin r3,       (3.2.4) 

where r3 is the angle of the emergent ray and whose distance from the optical axes is  

z3 = z2 - Hs Tan r2 = z0 - t Tan(α -r1) - Hs Tan r2,   (3.2.5) 

where Hs is the thickness of the sapphire window. The emergent ray from the cell hits the 

convergent lens at z4, given by 

z4 = z3 – x1 Tan r3 = z0 - t Tan(α -r1) - Hs Tan r2 – x1 Tan r3,  (3.2.6) 

Using congruent triangles we get the height of the point in the CCD plane where the refracted 

ray I4I5 hits the plane (point I6) 
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where δ = f Tan r3 is the height of the crossing point between the refracted ray I4I5 and the focal 

plane. Based on (3.2.6) and (3.2.7) we get the displaced height of the grid shadow at  

z6 = (z0 - t Tan(α -r1) - Hs Tan r2 – x1 Tan r3 +f Tan r3 ) γ + f Tan r3, (3.2.8) 

where γ = x2/x1 is the magnification of the convergent system L. Based on (3.2.7), the height of 

the crossing point between the unperturbed ray and the CCD plane will be 

z6
0 = z0 γ.      (3.2.9) 
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Combining the above relationships, we get the displacement of the grid shadow due to a tilted 

gas-liquid interface  

∆z6(t, α) = - (t Tan(α -r1) + Hs Tan r2) γ.   (3.2.10) 

The displacement ∆z of the grid shadow depends on both the tilt angle α and the thickness of the 

film. From the experimental data such as those shown in Figure 3.2.2 we measured: 

1.   the displacement (∆z6(t, α)) of a fractured grid line shadow  

2.   the width (δ) of the triple contact line in the image plane. The width (w) of the tilted region 

can be obtained by using the magnification formula w = δ/γ, where γ is the optical system 

magnification.  

sapphire sapphireliquid

gas

A B

α

t

w

copper wall  
Figure 3.2.2.   The tilted gas-liquid interface due to liquid evaporation leads to a triple 
contact line for gas-liquid–sapphire (panel A). The tilt angle induces a significant 
displacement of the grid shadow (panel B). The shadow displacement is proportional to the tilt 
angle (α) and the thickness (t) of the film.  
 

On the other hand, from Figure 3.2.2 the width of the triple contact line is 

t = w Tan α.      (3.2.11) 

Using the relationship (3.2.11) we eliminate the tilt angle from (3.2.10) and numerically solve 

the equation for the film thickness (t). The tilted gas-liquid interface and its effect are shown in 

Figure 3.2.2. 
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Each captured image has a black reference line drawn parallel to the reference shadows 

of the grid as shown in Figure 3.2.3. We used two different software products to double-check 

our results. We used an in-house designed program written in LabVIEW to determine the 

intensity profile along a particular contour drawn inside the image.  

(1)

(2)

(1)

(2)

∆z

δ

 
Figure 3.2.3. Experimental determination of grid shadow displacement. A) Two successive 
lines drawn perpendicular to the unperturbed shadow direction. B) The profile of the intensity 
corresponds to successive sections of grid. Both white dashed lines, marked (1) and (2), give a 
minimum of the intensity at the same position for the first grid shadow line above the black 
dashed reference line. For the second grid shadow line above the black reference line, the 
position of the minimum intensity is displaced by ∆z. The shadow displacement ∆z and the width 
of the contact line between the wetting film and the dry area (δ) are used to estimate the 
thickness of the film.  
 

Using the black reference line drawn on Figure 3.2.3.A, we determined the middle point 

of the displaced shadows by localizing the minimum of the intensity profile for each position 

along the reference line. Figure 3.2.3.A shows two white dotted lines, marked (1) and (2), drawn 

perpendicular to the black reference line at different positions. The intensity profiles of the two 

lines (right panels of Figure 3.2.3) show two clear minima. The first minimum corresponds to the 

middle of the first line crossed above the reference line. The position of the minimum of the first 

grid shadow line does not change with respect to the black dashed reference line between the two 

section lines marked (1) and (2) and indicates that this line is continuous and there is no interface 

to distort it. The position of the minimum for the second grid shadow line crossed by the two 
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vertical lines (1) and (2) occurs at two different positions with respect to the reference axis. By 

measuring the amount of the displacement, ∆z, and using the relationship (3.2.10), we estimated 

the film thickness.  

Similar results were obtained using a MatLab software package. To determine the 

thickness of the film structure we also need to measure the width of the contact line between the 

wetting film and the dry area, δ. To determine the width of the contact line we again used both 

software packages.  
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Figure 3.2.4.   Dynamics of the film thickness. Estimated thickness of the film structure plotted 
versus time (panel A) and versus the relative temperature (panel B) for both temperature ramps. 
The error bars reflect the uncertainty in the measurements of the triple contact line width.  
 

The displacement of the shadow line, ∆z, is significantly larger than the width of the contact line 

(δ) between the wetting film and the dry area. The width of the contact line (δ) is sometimes very 

small, close to the image resolution limits. As a result, we took 5 to 10 different perpendicular 

sections to the contact line and determined the average width. Using the average value of the 

width, we computed, from formulas (3.2.10) and (3.2.11) the thickness of the film. An example 

of these measurements is shown in Figure 3.2.4 for the two temperature ramps. The biggest error 

in thickness evaluation is from the uncertainty in the contact line width. Therefore, we computed 

the thickness of the film for the average width of the contact line and for the average width 

plus/minus its standard deviation to give the error bars shown in Figure 3.2.4. 
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3.3 Results 

 

The time-dependent temperature, called the temperature profile, consisted of two ramps with a 

slope of 10 mK/seconds separated by a 40 minute constant temperature plateau (Figure 3.3.1A). 

Three images from each ramp and one image from the plateau are shown (Figure 3.3.1B-H). 

During the ramp the contact line often exhibits an apparent periodic change in position. The 

contact line on the B-H images often advances and retreats with a period of approximately 10-12 

seconds corresponding to the heating cycle of the instrument.  
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Figure 3.3.1.   Shadow fracture determines the film thickness. A) Relative temperature 
evolution at the cell wall during heating. The points that correspond to each of the image in the 
panels B-H are indicated by arrows and corresponding letters on the temperature ramps in panel 
A.  
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At the beginning of each heating ramp (Figure 3.3.1A) the grid shadow is not distorted 

(see also Figure 3.1.3B), indicating a flat wetting film inside the cell. After heating is started, a 

fast moving line appears from the region where the bubble touches the side-wall. This line 

propagates to the right as shown in Figure 3.3.2. The right side of the line shows grid shadow 

distortions while the left side appears flat. We can not directly detect if there is any liquid present 

on the left side. If there were appreciable liquid after the propagation of such large distortions 

(contact line) we would expect there to be significant interfacial distortions, too. This implies 

that there is at least a flat thin liquid film or a “precursor film” to the right of the contact line. 

The contact line, however, always moves away from the region where the bubble is in contact 

with the copper side-wall. This is also the region with the largest heat flux and this hotter region 

would tend to quickly evaporate any thin film to the right of the contact line. In addition, we 

have observed similar moving lines in other cells where there are some particles deposited on the 

sapphire windows that act as a defect that clearly pins the contact line as it advances or retreats. 

Garrabos [Garrabos et al., 2000; Garrabos et al., 2001; Hegseth et al., 2002] observed a striking 

spreading bubble event that occurs close to the critical temperature, Tc, and reasoned that a 

strong vapor recoil force that diverges strongly at Tc was pushing the bubble interface. The vapor 

recoil, also called vapor thrust, is the only probable cause for such a large mechanical force 

pushing the contact line. According to Nikolayev [Nikolayev et al., 1999], the vapor recoil force 

is large in the vicinity of a triple contact line. Qualitatively, the liquid-gas temperature is fixed by 

the saturated vapor pressure, whereas the wall’s temperature is higher. Therefore, near the triple 

contact line, a large temperature gradient occurs. The largest portion of mass transfer also takes 

place at the contact line. The region behind the triple contact line becomes dry because of 

evaporation. After less than 30 seconds, the speed of the rapidly moving contact line decreases 

almost to zero as shown in Figures 3.3.3 and 3.3.4. By continuing the heat transfer to the cell for 

more than 15 minutes, a slow decrease in the size of the dry area occurs until it stabilizes to an 

almost constant value (see Figure 3.3.3B). We discuss below these two different regimes of the 

triple contact line movement. 
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2.3.1.   Fast moving contact line  

 

At the beginning of both temperature ramps and intermittently during the ramps, a fast 

moving contact line is seen. This triple contact line slows down as it advances toward the cell 

center (Figures 3.3.4 and 3.3.5). The initial fast motion is sometimes accompanied by a slight 

change in the contact angle as shown in Figure 3.1.4B. The heat conductivity for copper is larger 

than for the sapphire windows [Hegseth et al., 2005]; therefore, the film should evaporate on the 

copper wall sooner than on the sapphire windows. The rapid increase of the dry surface area 

behind the contact line is the result of fast evaporation.  

 
Figure 3.3.2.   Moving contact line. At the beginning of each heating ramp, a fast moving 
contact line occurs. The dry area behind the triple contact line reaches the maximum surface in 
less than 30 seconds.  
 

A quantitative measure of the increasing dry area gives the speed of the contact line. To 

determine this speed we draw a ray from the cell’s center perpendicular to the triple contact line. 

By measuring the successive intersections of the triple contact line with the reference radius we 

are able to determine the velocity of the contact line along the chosen direction. The 

measurements in Figure 3.3.3 show that the triple contact line first moves rapidly for 

approximately 20 seconds and then stops after almost 30 seconds. The explanation is probably 

that a fast initial evaporation slows down once the gas makes significant contact with the cooler 
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sapphire window. As a result, the speed of contact line motion decreases until a steady regime is 

reached.  
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Figure 3.3.3.   Displacement of triple contact line. (A) Distance moved by the contact line 
towards the center of the cell after heating begins. (B) The corresponding dry area left behind the 
triple contact. 
 

We used a linear interpolation algorithm to determine the slope of the distance traveled 

by the moving contact line versus time for the initial region (first 20 seconds) of the heating 

process [Oprisan, 2003]. The algorithm successively increases the number of points considered 

for linear interpolation until the linear regression coefficient began decreasing (Figure 3.3.4).  
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Figure 3.3.4.   The speed of triple contact line. (A) The speed of the moving contact line 
obtained using linear interpolation. (B) The rate of dry surface area change. 
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The wetting film thickness versus time and position (measured from the heating wall 

towards the center of the cell) are plotted in Figure 3.3.5. During the fast advance of the contact 

line, it appears that the forces near the wall push the fluid to the right where it accumulates 

[Oprisan, 2003].  

A B

 
Figure 3.3.5.   Film thickness estimated from shadow fracture. (A) Estimated thickness of the 

wetting film versus time measured from the beginning of the second heating ramp at the same 
position in the field of view. (B) The estimated spatial profile of the advancing contact line. 
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3.3.2.  Slow dynamics of the contact line 

 

At the beginning of each contact line advance, the dry area increases rapidly up to a 

maximum value, as discussed in the previous section. We plotted this maximum dry area over 

the longer time scale of the ramp as shown in Figure 3.3.6. We note that the area of the bubble is 

essentially constant during the heating process (Figure 3.3.6 A and B).  
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Figure 3.3.6.   Temporal evolution of the area covered by film. The total area covered by the 
dry surface (black squares on panels A and B) and the area of the gas bubble (red circles on 
panels A and B) versus time (panel A) and relative temperature (panel B). The total area of the 
gas bubble is constant during heating (red circles on panels A and B). The relative change in the 
area of the dry surface versus time (panel C) and versus the relative temperature (panel D) 
confirms that the main effect of heating is in the dry area shrinking due to evaporation.  
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On the other hand, the ratio of the dry area versus the total area of the gas bubble, as 

shown in Figure 3.3.4 C and D, has more complicated behavior. At first, we observed a decrease 

in the dry area (Figure 3.3.6C and D) but on a long time scale the surface of the dry area 

stabilizes to a constant value for a large range of the relative temperature (panel D). 

Figure 3.3.6 shows that the area/volume ratio of the gas bubble stays constant while the 

dry area changes [Hegseth et al., 2005]. There is also a strong correlation between the estimated 

film thickness in Figure 3.2.4 and the total film surface area (Figure 3.3.6). This suggests that the 

liquid film tends to conserve its mass over a long time scale. At different temperatures, a steady 

state is reached where the film thickness is small (large) and the dry area is small (large), too. 

The steady state is also accompanied by strong fluctuations in the film thickness after the initial 

fast advance, suggesting that the steady state is a delicate balance between heat transfer, mass 

transfer, and mechanical stress [Hegseth et al., 2005]. 
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3.4.   Conclusions 

 

Convection and the isothermal gas-liquid interface 
 

If a temperature change, δT, appeared along the liquid-gas interface, it would create a surface 

tension gradient δσ =(dσ/dT)δT that would drive a thermal-capillary or a Marangoni flow in the 

bulk of both fluids [Longhurst, 1973; Moldover et al.,1979; Nikolayev et al.,1999]. The possible 

effects of a surface tension gradient were considered in [Garrabos et al., 2000]. It was shown that 

such effects would be unlikely to cause large-scale bubble deformations. The reasons were as 

follows: no convection was observed, the interface is essentially at saturation so that any 

gradients are strongly damped by evaporation and condensation, and if there were convection it 

would also dampen any δT along the liquid-gas interface [Nikolayev et al., 1999]. Such a flow 

could modify the shape of the wetted surface and create large sustained contact lines. The same 

reasons for an isothermal bubble interface, however, also apply to the wetting layer. The 

proximity of the wetting layer to the heating wall could possibly drive such a gradient. Again, we 

have not seen any evidence of the steady convection that is required to create and maintain these 

contact lines in our experiments. As discussed above, we have occasionally seen transient 

bubbles coalescence. These events, however, only had a small transient influence on the bubble 

shape and no effect on the wetting layer. The fact that there is no convection far from the critical 

point shows that the interface is isothermal.  

 

We do not know of any other external force that could produce large macroscopic effects in the 

presence of an isothermal wetting film. We conclude that the vapor recoil force also causes the 

receding contact line. This is supported by the observations that the bubble initially responds to 

the heating with a small impulse and a receding contact line. As noted in [Garrabos et al., 2000], 

other experiments where the bubble is not pushed against the sidewall, show no bubble 

spreading. Small bubbles nucleated near the sidewall when the large bubble was near the 

sidewall. This region also had many coalescent events and a considerable density gradient. 

Similar coalescent events were also seen close to the contact angle before the rapid bubble 

spreading appeared. This transient phenomenon stops prior to the rapid spreading, indicating that 
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contact region has grown and the wetting film has evaporated along the copper sidewall. We 

conclude that the wall near the contact region is dry [Hegseth et al., 2005].  

 

We used the grid-deflection method to estimate the thickness of the wetting film under 

microgravity conditions. The method has the advantage of being simple while allowing precise 

quantitative measurements. We approximate the liquid-vapor interface near the contact line as a 

wedge [Oprisan, 2003], i.e., the contact line is an inclined plane between two parallel planes, 

where the incline is characterized only by its tilt angle with respect to the sapphire window. 

Although the estimation of the film structure thickness is in good agreement with previous 

results, this method could be improved by considering other geometries [Hegseth et al., 2002].  

We have shown that the line in the 2D projection of the cell is given by the triple contact 

line between gas, liquid and the solid sapphire window [Oprisan, 2003]. There is either no film 

or only a thin precursor film on the sapphire window. The fast motion of the contact line appears 

to accumulate fluid in front of the line. The steady state line exhibits thickness fluctuations. We 

have been able to interpret our results using the vapor recoil force [Hegseth et al., 2005]. The 

quantitative details of the heat and mass transfer processes near the triple contact line are 

challenging problems that exceed the scope of this study. The qualitative explanation for the 

dynamics of the triple contact line is that the vapor recoil force exerts a stress on the vapor-liquid 

interface near the contact line. 
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4.   Conclusions 
 
 

A series of experiments was performed in weightlessness and on Earth to study boiling under 

microgravity conditions for SF6, fluctuation under microgravity conditions for SF6 and binary 

mixtures on Earth, and phase separation under microgravity conditions for SF6. To reduce the 

effects of sedimentation in Earth environments, the binary mixture was prepared using a density 

matched mixture of methanol and partially deuterated cyclohexane. 

      The thermo-physical properties of fluids near the critical point are sensitive to small 

temperature and density fluctuations. The thermodynamic parameters, such as isothermal 

compressibility, thermal expansion, and specific heat, and transport coefficients such as thermal 

diffusivity and thermal conductivity, are enhanced near the critical point and exhibit very large 

or very small values in this region. The microgravity environment was useful in unmasking the 

transport property and other thermodynamic properties without the contribution of sedimentation 

and convection. 

      Pure fluids in the supercritical state have great potential for applications and are used in 

industry as solvent media instead of organic and halogenated solvents in chemical processes. For 

example, one of the main aims of research in this area is the use of supercritical carbon dioxide 

as a solvent because it is environmentally a much more acceptable alternative. Another 

application of supercritical fluids is in chemical processes and material engineering. A 

commercial application in this area is supercritical fluid chromatography (SFC), a widely 

accepted tool in analytical chemistry. SFC is also a useful method for measuring the 

thermodynamic and transport properties in near critical systems.  

Another major application of supercritical fluids concerns the boiling process. Under 

microgravity condition, the buoyancy force is eliminated and the surface tension varies 

accordingly to a known universal power law. Near the critical point, fluids exhibit perfect 

wetting of almost any solid. In the process of boiling under the application of heat, we found a 

perfectly wetted wall to dry from evaporation, resulting in a liquid-gas-solid triple contact line. 

In the microgravity environment, a spreading bubble is seen without a large heat transfer because 

the critical heat flux is much smaller near the critical point. The initial response of a gas bubble 

to the temperature increase occurs at the edge, where the defocused image of a grid becomes 

distorted. This distortion propagates and causes a change in the wetting film’s thickness. The 
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film’s thickness was estimated using the defocused grid method and an edge model 

approximation. The quantitative data presented here has been observed prior to the critical 

boiling crisis. A qualitative explanation for the dynamics of the triple contact line is that the 

vapor recoil force changes the curvature of the vapor-liquid interface and explains the observed 

correlation between the heat cycle and the periodic movement of the triple contact line. 

The direct visualization and analysis of critical fluctuations in pure fluids in microgravity, 

as well as in a binary mixture on Earth, provides invaluable information about cooperative 

phenomena and the role played by the thermodynamic fluctuations in determining the critical 

behavior. Densities fluctuations appear as domains with different intensities compared to the 

average value of the image intensity and are detectable only near the critical point. The images 

analysis provides new valuable information regarding the underlying statistical physics of the 

system. Image processing techniques, such as the radial average power spectrum, allowed us to 

estimate important characteristics of the fluctuations. For example, we obtained the characteristic 

length of fluctuations in sulfur hexafluoride and were able to estimate the average temperature 

difference ∆Tλ. It was found that the ∆Tλ  is too small to be detected by the ALICE II 

instruments because of the finite size effects that significantly limit the ability to estimate the 

temperature of a near critical fluid from the radial average of the power spectrum. However, if 

we assume that the correlation length obeys the same power law on both sides of the critical 

temperature, then their ratio should be independent of any finite size effects. Using this 

approach, it was possible to determine the position of the critical point by taking the ratio of the 

characteristic lengths, which were in turn derived directly from the averaged radial power 

spectrum. 

The histograms of the recorded images were also used for estimating the critical 

temperature. This method has the advantage of avoiding any reference to the spatial correlation 

of the pixels in the recorded images. Based on the average intensity and the variances of gray 

levels extracted directly from the histograms of the recorded images, we were able to evaluate 

the critical temperature. The growth of fluctuating domains near the critical temperature revealed 

that the log-log plot of the reduced wave number k* versus the reduced time t* follows a linear 

relationship. The data fit reasonably well and correspond to the early stage of the “universal” 

growth curve. Data from image analysis of the phase separation for sulfur hexafluoride in the 

case of the 3.6 mK temperature quench were also used to find the power law and to observe 
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growth dynamics. The early stage power law was also found in this case using the scaled 

universal units k* and t*. These results, obtained in the absence of gravity effects established a 

quantitative relationship between the morphology and the “universal” evolution law of the 

pattern. 

The fluctuation dynamics were studied on Earth with binary liquids near the critical 

point. The analysis of image formations for recorded frames of binary liquid mixture using three 

different techniques called bright field (BF), phase contrast (PC), and dark field (DF) was 

performed. The dark and bright regions in the scattering images are areas of more or less light 

scattering due to the local fluctuation of the mixture concentration. The local fluctuations of 

concentration cause small variations in the index of refraction that determine changes in the 

optical path of the transmitted and scattered light. The histograms of the recorded images show 

Gaussian statistics for BF and PC techniques and a slight difference for the DF images. The 

fluctuations contrast in the images significantly increase by using a red filter and circular 

polarizer. The power spectrum method allowed us to estimate the wave numbers for each image. 

Similarities between the wave numbers were found in the case of BF and PC images regardless 

of the filters. The plot of the half-width of the histogram versus the size of the averaging filter 

(L) shows two different regions of qualitatively different behavior. In the first region, the widths 

of the histogram saturate for a value of the averaging filter size L smaller than a critical value (16 

pixels) as a result of correlations between fluctuations. In the second region (>> 20 pixels), the 

widths of the histogram show a 1/Lx dependence. The red filter and the circular polarizer 

smoothes the transition diagram although the two regions remain separated. 
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