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5:30p-7:00p Pre-ConferenceP_gistration-- Ballroom Foyer/ Third Level

#
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i E. il/.il Si,., Au_iAn, Tex_ "°"_ ,-rL_ L_,^_ :. J_....,_a ;..4 ..... t ..... a,,¢ti, at th_, r_rnpr nic lltll 5_tro,*t and
i

1 Interstate 35.
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Wednesday (October 19, 1988')

S:00a-5'00p Registration / Information -- Marble Desk / Third Level

_:20a'-S:30a Opening Remarks: James W. Vick (University of Tex_ at Austin)
Associate Dean, College of Natural Sciences

Salon D / Third Level

Session WedAM1 -- Salon D / Third Level
Chair: David R. Kincaid (University of Texas at Austin)

S:30a-9:S0a Garrett Birkhoff* (Ilarvard University) L: Robert E, Lynch (Purdue Uniw_rsity)
"ELLPACK and ITPACK as Research Tools for Solving Elliptic Problems"

9:30a-9:50a Robert g. Lynch* (Purdue University)
"'New Finite Difference Approximations of Boundary Conditions"

9")0a-t0:'J0a cotree Break -- Ballroom Foyer / Third Level

Session WedAM2 --Salon D / Third Level
Chair: Linda J. tiayes (University of Texas at Austin)

l,):2()a-ll00,'_ David M. Young* (University of Texas at Austin) &
t • __ •Tsun-zee Mai (b nlv .rslty of Alabama)

"The S_arch for Omega"

ll:l.o0a-ll.t0a Owe Axelsson* (University of Nijmegen, The Netherlands)
"Some Optimal Order Preconditioning ._[ethods for Diffusion Problems B,'t.se,i ,.,rl
Algebraic Decompositions"

ll:,t0a-12:00n John R. Whiteman* (Brunei University, England)
"Finite Element Treatment of Singularities in Elliptic Boundary Value Probiems"

12:00n-i2:I0p Group Photograph

12:10n-l:30p Lunch (No host _ on-your-own)

Session WedPM1 --Salon D / Third Level
Chair: Graham F. Carey (University of Texas at Austin)

l:30p-2:10p Mary F. Wheeler* (University of Houston)
"Domain Decomposition- "
Multigrid Algorithms for MLxed Finite Element Methods for Elliptic PDE's"

2:10p-2:50p Oiof B. Widlund* (New York University)
"Domain Decomposition Algorithms for Elliptic Problems"

2:50p-3:00p Stretch Break with Celeste [[amman, fitness consultant

3:00p-3:20p Coffee Break _ Ballroom Foyer / Third Level

* speaker
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Thursday, October 20,:1988 "

S:00a-4:00p Registration / Information -- Marble Desk / Third Level

S:20a-S:30a Second Day Remarks -- Salon D / Third Level

Session ThuAM1 -- Salon D / Third Level

Chair: J. Tinsley Oden (University of Texas at Austin)

S:30a-9: I0a David L. Haxrar & James M. Ortega* (University of Virginia)

"Solution of Three-Dimensional Generalized Poisson Equations
on Vector Computers"

9:10a-O:50a Paul E. Saylor* (University of Illinois)
"Iterative Methods for Complex Linear Algebraic Equations"

9 5i]a-10:20a Coffee Break m Ballroom Foyer/Third Level

Session ThuAM2 --Salon D / Third Level
Chair: E. Ward Cheney (University of Texas at Austin)

li):20a-ll:01)a RichardS. Varga*(KentState University)
"Remarks on k-Step Iterative .Methods"

II:00a-ll:40a Louis W. Ehrlich* (John ttopkins University)
"A Local Relaxation Scheme (Ad-Hoc SOR)

Applied to Nine Point and Block Difference Equations"

ll:.t0a-I2:00n Paul Concus* (Lawrence Berkeley Laboratory) &
Paul E. Saylor (University of Illinois)
"Preconditioned Iterative Methods ,

for Indefinite Symmetric Toeplitz Matrices"

12:00n-l:30p Luncheon --Salon E / Third Level

Session ThuPM1 -- Salon D / Third Level
Chair: John R. Cannon (Lamax University)

l;30p-2:10p Howard C, Elman* (University of Maryland) "

"Uses of Reordering, Partial Elimination and
Fourier Methods for Sparse Iterative Solvers"

2:10p-2:50p Loyce M. Adams* (University of Washington)
"Fourier Analysis of Two-Level Hierarchical Basis Preconditioners"

2:50p-3:00p Stretch Break with Celeste Hamman, fitness consultant

3:00p-a:20p Coffee Break -- Ballroom Foyer / Third Level

i 4
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Wednesday- continued

SessionWedPM2a -- Salon D / Third Level

Chair:Robert C. Ward (Oak l_idgeNationalLaboratory)

3:20p-3:,i0p PaulJ.Lanzkron,Donald J.Rose* & DanielB. Szyld (Duke University)
"Convergenceof NestedIterativeMethods forLinearSystems"

3:40p-4:00p David J.Evans* & C. Li (Loughborough Universityof Technology,England)
"Dl/2-Norms of the SOR and RelatedMethod fora ClassofNonsymmetric _latrices"

4:20p-d:40p Martin IIanke*(UniversitatKarlsruhe,W. Germany)
" ' " S" S"' "On Kaczmarz Method for Inconsistent Linear :_y tem

4:.t0p-5:00p Steven F. Ashby* (Lawrence Livermore National Laboratory)
- "Polynomial Preconditioning for Conjugate Gradient Methods"

Session WedPM2b -- Salon E / Third Level

Chair: George D. Byrne (Exxon Research)

3:20p-g:40p Robert E. Wyatt* (University of Texas at Austin)
"Iterative Methods in Molecular Collision Theory"

-t:00p-q:20p %I. Dryja (University of Warsaw, Poland) _t ',Vlodek Proskurowski*
(University of Southern (California)

"Composition Method for Solving Elliptic Problems"

4:20p--t:.10p Seungsoo Lee, George S. Dulikravich* _ Daniel J. Dorney (Pennsylvania _tate l'lli_,.r;it) _
"Distributed Minimal Residual (DMR) Method for Explicit Algorilhn_ ..kp!:.,licd to

.Nonlinear Systems"

t:-t0p-5:00p .X,l.G. Petkov* (Academy of Sciences, Bulgaria)
"On the Matrix Geometric Progression and the Jordan Canonical Form"

5:0()p-700p Reception (Light llors D'oeuvres) -- Calypso Terrace / Second Level
Featuring the "Julic Burrell Band"

7 i.J0t., Dinner (No host _ On-your-own)

b:0()p-10'00p Tennis Doubles-MLxer
Penick-Allison Tennis Center _ corner of Trinity and Martin Luther King Blvd (alims 19th ._I

[walking distance from hotel (0.6 mile), map available at regist.ration desk,
" hotel van available for transportation]

J



Thursday w continued

3:00a-5:00p Poster Session m Ballroom Foyer

Session ThuPM2a-- Salon D / Third Level

Chair: Kamy Sepehrnoori (University of Texas at Austin)

3:20p-3:40p Kang C. Jea* (Fu Jen University, Taiwan, R.O. China) _:
David M. Young (University of Texas at Austin)

, "On The Effectiveness of Adaptive Chebyshev Acceleration '

for Solving Systems of Linear Equations"

. 3:40p-4:00p Anne Greenbaum* (New York University)
"Predicting the Behavior of Finite Precision Lanczos

and Conjugate Gradient Computations"

•t:00p-4:20p Tsun-zee Mai* (University of Alabama) &
David M. Young (University of Texas at Austin)
"On the Adaptive Determination of Iteration Parameters"

4:20p-4:40p David R. Kincaid* (University of Texas at Austin)
"A Status Report on the ITPACK Project"

Session ThuPM2b --Salon FG / Third Level
Chair: Robert van de Geijn (University of Texas at Austin)

3:20p-3:40p C.-C. Jay Kuo*& Tony F. Chan (University of California, Los Angeles)
"Two-Color Fourier Analysis of Iterative Methods

for Elliptic Problems with Red-Black Ordering"

3:-10p-4:00p Randall B. Bramley* (University of Illinois at Urbana-Champaign)
"A Projection Method for Large Sparse Linear Systems"

.t:00-.4:20p David V. Anderson* & Alice E. Koniges (Lawrence Livermore National Laboratory)
"The Solution of Large Striped Matrix Systems Derived from Multiple Coupled 3D PDE's"

-t:20-.t:40p Bernd Fischer*(Stanford University & University of Hamburg, W. Germany) &
Lothar Reichel (Bergen Scientific Centre, Bergen, Norway & University of Kentucky)
"A Stable Richardson Iteration Method for Complex Linear Systems"

k,

w

5:00p-7:00p Conference Social (Cash Bar) -- Foyer/ Fourth Level

7:00p Banquet -- Ballroom (Salon A - D) / Third Level

I
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Friday (October 21, 1988)

S:00a-4:00p Registration/Information -- Ballroom Foyer / Third Level

S:20a-8:30a Final Day Remarks -- Salon D / Third Level

Session FriAML -- Salon D / Third Level
Chair: Charles H. Warlick (University of Texas at Austin)

8:30a-9: tOa Gene H. Golub* (Stanford University) £a

John de Pillis (University of California, Riverside)
"Toward an Effective Two-Parameter SOR Method"

9:10a-O:50a Eugene L. Wachspress* (University of Tennessee)
"The ADl Minima.x Problem for Complex Spectra"

!):,50a-t0:20a Coffee Break -- Ballroom Foyer / Third Level

Session FriA.XI2 -- Salon D / Third Level
Chair: Olin G. Johnson (University of I[ouston)

i0:20a-it:00a Thomas A. Manteuffel* (University of Colorado at Denver &
Los Alamos National Laboratories)&

Wayne D. Joubert (University of Texas at Austin}
"Iterative Methods for Nonsymmetric Linear Systems"

lt:00a-ll:40a Louis A. Hageman* (Westinghouse-- Bettis Laboratory)
"Relaxation Parameters for the [QE Iterative Procedure
for Solving Semi-Implicit Navier-Stokes Difference Equations"

ll:40a-12:00n Craig Douglas, J, Mandel & Willard L. Miranker*
(IBM Watson Research Center, Yorktown Heights)

"Fast Hybrid Solution of Algebraic Systems"

l'2:00n-l'10p Luncheon -- Salon E / Third Level

Session FriPM1 -- Salon D / Third Level
Chair: Esmond G. Ng (Oak Ridge National Laboratory)

,d

t:10p-l:50p Dan C. Marinescu & John R. Rice* (Purdue University)
"Multilevel Asynchronous Iterations for PDE's"

l:50p-2:00p Stretch Break with Celeste [Iarnman, fitness consultant

2:00p-2:20p Coffee Break w Ballroom Foyer / Third Level
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Fri_lay -- continued
,.

Session FriP_l'2a -- Salon D / Tllird Level

Chair' Esmond G, Ng (Oak Ridge National Laboratory)

')'°0p-.:,t0p Avi Lin* (Temple University) # Substitution (see below)
"Asynchronous Parallel Iterative l_lethods"

2:,10p-3:00p ThornasC. Oppe* (University of Texas at Austin)

_Experiments with a Parallel Iterative Package"

3:001>3:20 _licllael I, Navon* & I1.-I, Lu (Florida State University)

, "A Benchmark Comparison of the ITPACI( Package on ETA-10 and

Cyl)er-205 Stlperconlplzters"

- 3:20p-3:,10p AnneC. Elster* (Cornell llniversity),

Illlngwen I,i (IB_I Almaden Research Center, San Jose) &
_licllael RI.C S}leng (National C.Iliao-Wung University, Taiwan, R.O, Cl_ina)

"l_arallcl Operatio_ls for Iterative l_letllods: A Polymorphic View"

',_.lOp--t:OOp Graham F. Carey*, David R. K'ncaid, Kamy Sepehrnoori, & David al, X,'o_lng
"\.','.cl,or an{] Parallel Iterative S)l_ltion l".xpcriz_mnl,s"

Session VriP,XI2b -- Salon FG / Tl_ird Leve.l

CIlair I.. I'_ljane Pyl,_ (Ilnive.rsity of llotlston)

'2.2()p-2:.t(_p S. Galanis, .,Xpostolos lla_ljidirnos* & Dimitrois Noxltsos
(University of Ioannina, L. reece., & Purdue University)

"C)n an SS('%II. _Iatrix I{elationsl_ip al_d Its Consequences"

"2tc)p-:_(10p A. tlaegemans & J. Ve.rb_eke* (l(atllolieke Universiteit Le_lven, Belgium)
"Tile Symmetric Generalized Accelerated Overrelaxation (GSAOR) _iethod"

3C)()i,-:/:2() p Apostolos lladjidilnos (l)tlrdtle University& University ofloannina, Greece) &
_lichael Ne_lmann* (University of Connecticut)

"Convergence Domains and Inequalities for tile Symmetric SOR _letl_od"

320p-,l:O()p Jerome Dancis* (llniversityof Maryland)

"Diagonalizing the Adaptive SOR Iteration _letlmd"

3:,10p-.l:00p l(aibing llwang* & Jinru Chen (Nanjing Normal University, P,R. China)
"A New Class of ?_Iethods for Solving Nonsymmetric Systems of Linear Eqt_ations

1 Constructing and Realizing Symmetrizable Iterative _lethods"

Conference Adjo_rns

I ¢t Robert van de Geijn (University of Texas at Austin)

| "Hachine Independent Parallel Numerical Algorithm"

| 7
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OBJECTIVE: This conference is dedicated to providing an overview of the state of the art in the use of
iterative methods for solving sparse linear systems with an eye to contributions of the past, present, az_d
future. The emph_is is on identifying current and future research directions in the mainstream of modern
scientific computing. Currently, the use of iterative methods for solving linear systems is experiencing a

resurgence of activity as scientists attack extremely complicated three dimensional problems using vector
and parallel supercomputers. Many research advances in the development of iterative me_;hods for high-speed

computers over the past forty years are to be reviewed as well as focusing on current research.

ORGANIZATIONS' The conference is organized by D, Kincaid, L. IIayes, G. Carey and W. Cheney,
who are members of the host organization -- the Center for Numerical Analysis (CNA) of The University

of Tex_ at Austin, This meeting is being co-sponsored by the Special Interest Groups for Linear Algebra
and Supercomputing of the Society for Industrial and Applied Mathematics. Support for this conference

¼

is provided, in part, by the Office of Naval Research, the Department of Energy, the National Science
Foundation, the Air Force Office of Scientific Research, and The University of Texas at Austin.

POSTER SESSION' A poster session will be held where anyone who wants to post recent research results

may do so. A limited number of easels (6) will be available in the Ballroom [-oyer for posting on Thursday

afternoon (3:00p-5:00p). If interested, please sign-up at the registration desk.

_IESSAGE BOARD' A message board will be located in the Ballroom Foyer area during the conf(?vence.

ACCONIMODATIONS' To make reservations call the Austin _larriott at the Capitol, 701 E. llttl St.

[(512) 478-iill or (800) 228-9290] for rooms at the special conference rate of $55 for single or double rooms.
All reservations are handled on a first-come-first-served basis.

TRAVEL: _lany major airlines fly into Austin via Dallas or Houston with some direct flights frc_m c:,tl_,_r

[o,:at ions. The primary air-carriers serving Austin are American, American-West, Continental. D,:lt a, Nort l_-
wost, Pan Am, Southwest, TWA, United, and USAir. Since airlines give discount rates for ribose stayin,'..:

over a Saturday night, plan to stay and enjoy the weekend in Austin! An information desk op,'rat_*_t by iii, _
City of Austin is located in the airport and is a good source for free material on events and sigl_ts of internist
in and around Austin. (Just ask for a packet of information.)

TRANSPORTATION: A hotel courtesy-van is available for transportation between the airport and t.hc"

hotel (a short 15 minute trip), [Regular hours of operation are on the hour and half-hour from 6:0tla-12:(/I)n
and by request 12:00n-12:00m with frequent trips Tuesday evening before the conference and Friday evening.
afler tile conference.] The hotel also operates a free shuttle bus to Tile ['niversity of Texms at Austin wlliclL

is approximately ten blocks north. [See the posted schedule in the hotel.] Ple_e contact the Bt'II Stalion tc,
confirm transportation. The City operates the "catch a'dillo bus" (short for armadillo) for transportatior_
aro,_nd the downtown area.

TENNIS DOUBLES-MIXER: On Wednesday evening, a tennis doubles-mixer has been arranged at
" Penick-Allison Tennis Center- corner of Trinity and Martin Luther King Bird. (ali_ 19th St.).

EXEI'I.CISE: Celeste Ifamman, fitness consultant, leads the stretch breaks each day during the conference

" to energize us for the late afternoon sessions. For those interested, Celeste supervises a jog around the

Capitol/University area during the Wednesday lunch break (leaving at 12:15pm from tile front of the ._larriott,
and finishing at l:00pm). Also, she is available during the conference for individual instr{lct.ion on subjects
such as conditioning, race-walking, etc.

i 9



POINTS OF INTEREST: Austin is the capital of Texas with'severaf'points of interest including the State
Capitol Building, Governor's Mansion, Lyndon B. Johnson Presidential Library and Museum, Zilker Park

and Barton Springs (spring-red naturalswimming pool always 68°), and many more. Near to Austin are
several scenic lakes, such as Lake Travis, and the '¢rexas hill country." Austin is in the center of Texas with

historic San Antonio and the Alamo only 70 miles south, Dallas/Ft. Worth 200 miles north, and ltouston
200 miles Southeast. The weather is usually quite pleasant, in Austin in October but is known to Change

rapidly (October averages: 80Q high, 55o low). Many restaurants and night-spots are located on "6th Street"
live blocks south of the hotel. South of 1st Street is 'Crown Lake" with the popular "hike-'n-bike" trail for

jo,",,i,_.,._..._,speed-walking, or an enjoyable stroll. Austin also offers a host of other activities that participants
can individually arrange. Some information is available at the conference registration desk.

,(

CONFERENCE PROCEEDINGS: The long papers from the conference will be published by Academic
Press in book form and will appear in 1989. Pre, publication orders can be placed during the conference.

REGISTRATION' (7onference registration fee is $125. This fee includes morning and ;tfternoon coffee
br,_aks, two Itlncheons. a reception, and a banquet honoring Professor Young. Fh, _ stud_,nt r%ist rat ion
fee is 8iS. wllich allows admission to the technical sessions and coffee breaks only. The ,'v,_ning social
:tcT:ivities of the confrrence are availal_h: to companions of,-onference l_articil_aIits ;tl ¢11,' fc,ll(,wing rat,es'

S11).75 r,,,-,,l_ri_:,tl (\V,,dll,.,s_lay Iiigilt), $15 ,,;tell lul_cheon (Tl2ursd;_y ,,r Fri_lay), 8'_'7.51)I,an,ll_,:I ('l'}llJrsd;O'
zlight), no cllarge for ,'oJ_t;_rence socials (casll bar). To register, detach and _nail t.l_,er,_gistratioll t'orm h,:.low.
l:,_r additional information, contg_ct the CNA al, the address below or at T,.'l' (512) -t7[-[ '_ '_..t. ' ArI?anet'
kincaid C£'cs.utex_-ks.eclu Bitnet' kincaidOuta3081.

Dr. Davi,l R. l(incai,l
Associate Dir_ct.or

(",.'llI.,'r for Nllnlerical Analysis
l:{.l..kl l]l_lg l:_.l.")l)
!'lli,.',:.rsit;' ,_t"T,_xas al. 4ust.in
A_st.in. l',.,xas 787 Ill-S510

10



CONFERENCE ON ITEI'£ATIVE METHODS
FOR LARGE LINEAR SYSTEMS

October 19-21, 1988

Center for Numerical Analysis
The University of Texas at Austin

Austin, 'rx 78713-8510

" ' Celebrating the Sixty-fifth Birthday of
David M. Young, Jr.

Co-sponsored by
Society for Industrial and Applied Mathematics

Special Interest Groups for Linear Algebra and Supercomputing
I

AGSTRACTS

OBJECTI"VE' This conference is dedicated to providing an overview of the
state of the art in the use of iterative methods for solving sparse linear systems
with an eye to contributions of the past, present and future. The emphasis is on
identifying current and future research directions in _he mainstream of modern
scientific computing. Recently, the use of iterative methods for solving linear

systems has experienced a resurgence of activity as scientists attack extremely
complicated three-dimensional problems using vector and parallel supercom-
puters. Many research advances in the development of iterative methods for

high-speed computers over the pa.st forty years are reviewed, as well as focusing
on current research,.

ORGANIZATIONS: The conference is organized by David R. Kincaid, Linda
J tIayes, Graham F. Catey and E. Ward Cheney, who are members of the host

organization--the Center for Numerical Analysis (CNA) of The University of
Texas at Austin, Support for this conference is provided, in part, by the Office of

- Naval Research, the Department of Energy, the National Science Foundation,
the Air Force Office of Scientific Research, and The Universit.v of Texas at
Austin.
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Session ThuPM1

o
un I u I i II

" Fourier Analysis of Two-Level Hierarchical Basis Preconditioners

. Loyce M. Adams"

Applied Mathematics

University of Washington

Seattle, WA 98195

Abstract

The use of hierarchical basis functions to precondition the conjugate gradient

method has been proposed by Yserentant. It has shown the condition number

of ttle resulting N x N system in two dimensions to be O(log_N), independent

of the number of refinement levels. In three dimensions, an upper bound using

tetrahedral elements, has been shown by Ong to be O(N_), independent of the

number of refinement levels. The analysis that leads to these results gives an

order bound and hence fails to produce the exact condition number.

We present an analysis of a two-level hierarchical basis preconditioner in one,

two, and three dimensions using Fourier analysis. This technique has been used

recently by .Chan and Elman, Kuo and Levy, Adams, LeVeque, and Young, and

Kuo and Chan to analyze iterative methods, preconditioners, and a two-level

multigrid procedure. The crucial observation is the identification of different

node types that make up the two levels. For example, in two dimensions, four

types of nodes are identified (as opposed to two for Kuo and Chan's two-level

muitigrid analysis). The Fourier results show the two-level preconditioner has
" the condition number behavior described above as the number of dimensions

increases. (This research was supported by AFOSR Grant No. AFOSR-86-

0154.)
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Session ThuPM2b

I

Tile Solution of Large Striped Matrix Systems

Derived from Multiple Coupled 3D PDE's

David V. Anderson" and Alice E. Koniges

National ,Magnetic Fusion Energy Computer Center

Lawrence Livermore National Laboratory

Livermore, CA 94550

Abstract

In the context of physics applications it is often desired to solve coupled

PDE's because uncoupled approximations require additional iterations to rep-

resent the coupling that is physically present. For time evolutionary problems,

the coupled approximation is not only more accurate but has good numerical

stability properties for the temporal discretization. For generally asymmet-

ric systems we have applied point incomplete factorization to precondition the

problem which is then subsequently solved either by conjugate gradient (on

the normal form) or biconjugate gradient techniques. Assuming that any dis-

cretizations in time are treated explicitly one is left with coupled PDE's over a

3D spatial domain. We allow each spatial operator up to a 27 point stencil which

is adequate for most finite difference or finite element methods constructed oa

topologically rectangular domains. These ideas have been embodied in the code

CPDES3 which generates a compact striped matrix representation and solves

it. When several coupled systems are to be solved hundreds of stripes may ap-

pear in the matrix. Periodic boundary conditions, allowed as an option, lead

to further stripes in the corners of the various matrix blocks. Two portions of

the code that were formerly recursive have been indirectly vectorized across the

stripes thus yielding a code that is fully vectorized. One version of the code

employs the biconjugate gradient algorithms which we have multitasked on two

processors. We regard this code as capable but test of it on tile Cray-2 show



modest performance which we believe is the result of poor indirect vector speed.

We attribute this partly to our use of insufficiently long vectors and partly to

the poor object code coming from the compiler. To make this code faster we

have considered writing the indirect vector loops in assembler. We do not see

any way to exploit higher levels of multitasking or to avoid the use of indirect

vectorization unless we abandon the point preconditioner. We are currently

investigating the use of' block preconditioning which has enjoyed some success

. in simpler 2D applications where the convergence properties, multitasking effi-

ciency, and vector performance were superior to that obtainable from pointwise

preconditioning.
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Polynomial Preeondit:,oning for Conjugate Gradient Methods "

Steven F. Ashby" • .i
Computing aiad Mathematics Research Division

Lawrence Livermore National Laboratory

Livermore, CA 94,550

Abstract

In this talk we examine the use of polynomial preconditioning in conjugate

gradient methods for both Hermitian positive definite and indefinite matrices.

S,lch preconditioners are easy to employ and well-suited to vector and/or paral-

lel architectures. We first expi!oit tile versatility of polynomial preconditioners

to design several new CG methods. To obtain an ,optimum preconditioner,

we so!re a constrained minimax approximation problem. The preconditioning

polynomial is optimum in that it minimizes a bound on the condition number

of the preconditioned matrix. An adaptive procedure for dynamically deter-

mining the optimum preconditioner form the CG iteration parameters is also

discussed. Finally, in a variety of numerical experiments on a Cray X-*IP/.t8,

we demonstrate the effectiveness of polynomial preconditioning.

i
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Some Optimal Order Preconditioning Methods

for Diffusion Problems Based on Algebraic Decompositions

Owe Axelsson °

Department of Mathematics

University of Nijmegen

Toernooiveld 6525 ED Nijmegen

The Netherlands

Abstract

Recently many new interesting results for the construction of preconditioning

methods of optimal order (O(1))or nearly optimal order (O(Iogh)) condition

numbers for the solution of diffusion problems, which depend only on some

algebraic properties, have appeared. The theory for optimal order of cl,'ussical

multigrid methods (W. Hackbusch and others) on the other hand depends on

the regularity of the solution and the mesh used for the discretization. The

theory of the hierarchical basis function method (H. Yserentant and others) is

based on an interpolation estimate which is closely associated with the behaviour

•of discrete Greens functions and the condition number is O(log h): in 2D but

O(h -1) in 3D (two and three space dimensional problems, respectively).

For domain decomposition methods similar results have been derived by

Bramble, Pasciak and Schatz and by Widlund among others.

In the talk we report on two new methods of algebraic decomposition

(i) by use of domain decomposition and

(ii) by recursive reordering of the mesh points to form a nested sequence of

meshes.

In (i) a decomposition of the domain into thin strips is used to get a block-

tridiagonal matrix for which an approximate factorization method is used to



compute a preconditioner. In this the Schur complements are approximated

using an indirect method which requiros only the computation of the action of

the exact Schur complements.

Using an odd-even reordering of the subdomains the method parallelizes very
weil. It is most e_cient to use the method _ a corrector on the coarse mesh

in a two-level V-cycle method, where some smoother, such as an incomplete

factorization, is used on the fine mesh. In (ii) one utilizes the two by two block

structure of the nodal basis stiffness matrices for a sequence of nested meshes_

Using a polynomial approximation of the Schur complements in the recursive

block matrix factorization, we construct optimal order preconditioners, where

only the constant'r, i.e. tile cosine of the "angle" between the _:orrospon_lirlg

finite element basis ft:action subspaces, in the strengthened C-B-S inequality

is used. 7 can be determined locally on individual elements, and depends on

the angles of the triangulation but is independent on the diffusion coefficients,

if these _e piecewise constant, and is also independent of the regularity of the

solution.

The condition number is of optimal order and if 7 is sufficiently small (a

condition met by practical F.E. meshes) the work estimate is also ,of ,._ptimal
order.

The new methods which are easy to implement in a computer co,tc, are

presented with their basic properties. Some numerical comparisons are also

presented. The methods perform about as well as classical multigrid methods

when these latter perform at their best (for model type problems) but are in

addition very robust.

!
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ELLPACK and ITPACK as Research Tools

for Solving Elliptic Problems

Garrett BirkholT" Robert E. Lynch

Department of Mathematics Computer S.ciences Department
IIarvard University Purdue University

Cambridge, MA 02138 West Lafayette, IN 47907

Abstract

While writing our recent book [BL], we became aware of many basic research

questions that we did not have time to investigate. These include_

A. \Vhen are direct methods more efficient than iterative methods?

B. In general, self-ad)oznt linear elliptic problems are associated with sym-

metric operators, and so one would like their discretized form, Au = b, to

involve a symmetric matrix A. How practical is this?

C. When does it pay to use "HODIE" or other methods having more than

O( h 2) accuracy?

D. How adequate is the ELLPACK two-dimensional domain processor? In

using it, how should one choose the mesh lines?

E. When are fimte element methods (F.E.M.) preferable to dzffercnce meth-

. ods (A ES)?

F. How feasibleisitto constructa usefulanalogof ELLPACK forsolving

three-dimensional(3D) problems?

G. flowhard isitto treatquasilinearellipticproblemsnumerically?

H. Same question for ezgenproblems?



I. lIow eificiently could Frankel's method be adapted to parallel machines?

For the past six months, we have been trying to utilize ELLPACK and IT-

PACK as research tools to help us answer these questions and also the following

new question:

J. llow much more e[ficient and accurate is the new tlODIE-G ELLP.-XCI_

module than previous ,tiscretization modules?

Our talk will be a progress report on the conclusions we have been able t,o make

by the time of tile Austin meeting.

Reference: [BL] "'The Numerical Solution of' Ellipt.ic Probloms," $1.\._I
Publications, 1984,
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A Projection Method for Large Sparse Linear Systems

" Randall B. Bramley"

Center for Supercomputing Research and DevelOpment

University of Illinois at Urbana-Champaign

Urbana, IL 61820

Abstract

A block-Kaczmarz row projection method, RP, ks described and tesled. The

method is extremely robust and has convergence properties completely i_de-

pendent of the eigenvalue distribution of the linear system to be solv,_d For

structured systems and many sparse unstructured systems RP allows paral-

lelism in the computations, and when combined with conjugate gradient (CG)

acceleration it is competitive with .npreconditioned generalized CG methods

as well as CG applied to the normal equations of the system.

|
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Vector and Parallel Iterative Solution Experiments

Graham F, Carey', David R, l{incaid,

Kamy Sepehrnoori, and David NI, Young
Center for Numerical Analysis

Irniversity of Texas at Austin

Austin, TX 78713-8510

Abstract

The solution of partial differential equations such as the Navier-Stokes equa-

tions and transport equations for reservoir simulation lead to large sparse linear

algebraic systems, IIere we consider some issues related to vector and vector-

parallel solutions of these systems using iterative algorithms. In particular,

we show performance results for accelerated conjugate gradient type methods

applied to viscous flow and reservoir applications, using finite element and fi-
nite difference discretization methods, Additional results are included for full

systems of equations such as those encountered in boundary element computa-

tions, and comparison studies of iterative and elimination solver performance

are described.

II
I
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Preconditioned Iterative Methods

for Indefinite Symmetric Toeplitz Matrices

Paul Concus ° Paul E. Saylor

Lawrence Berkeley Laboratory Computer Science Department
University of California University of Illinois at l.:rbana

Berkeley, CA 94720 Urbana, IL 61801

Abstract

Stable fast-direct methods for solving symmetric, positive-definite, Toeplitz-

matrix systems of linear equations have been known for a number of years. Re-

cently, a conjugate-gradient method has been proposed with circulant precondi-

tioner as an effective means for solving these equations. For the (non-singular)

indefinite case, the only stable algorithms that appear to be known are the gen-

eral O(Nsup3) direct methods, such as LU decomposition, which do not exploit

the Toeplitz structure. In this talk we report on our initial results for developing

iterative methods for the indefinite symmetric case.

11
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Diagonalizing the Adaptive SOR Iteration Method

Jerome Dancis"

Department of Mathematics

University of Maryland

College Park, MD 20742

Abstract

The SOR iteration method is a popular method for solving the large sparse

systems of linear algebraic equations which approximate many partial differen-

tial equations that arise in engineering, Often the associated SOR matrix ._.[- 1N

is diagonalizable except at the eigenvalue A = ¢o - i, and the non-eigenvector

p. associated with the A = a_ - i (i) slows down the convergence and (ii) in the

adaptive SOR method, reddces the accuracy of the calculation of the next relax-

ation factor ¢ai. Of course, M-tN cannot be diagonalized, but the error vector

can be pushed into the span of the eigenvectors of M -t N, thereby eliminating

the p.-coordinate of the error vector, together with its undesirable effects. We

do this with the simple polynomial acceleration associated with the polynomial

Pr(z) = [z- (w - 11)/[1 -(w- 1)1, and Bn(z) = a:n-rPl(z), r_= 2,3 .....

In the adaptive SOR method, this acceleration reduces the size of the error (i)

by enabling the program to update the value ofwi sooner, and (ii) by eliminating

the contribution of p, to the error vector.

In our computer run, using this polynomial acceleration resulted in an extra

digit of accuracy over the results using the standard adaptive SO Ft method.

IL II ._ I -- II II I I _-- -- i,
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Distributed Minimal Residua! (DMII) Method

for Explicit Algorithms Applied to Nonlinear Systems
a

Seungsoo Lee, George S. Dulikravich', and Daniel J. Dorney

Department of Aerospace Engineering

Pennsylvania State University

University Park, PA 16802

Abstract

A new algorithm for the acceleration of explicit iterative schemes for the nu-

merical solution of nonlinear systems of partial differential equations haz boen

developed. The method is based on the idea of allowing each partial differential

equation in the system to approach the converged solution at its own optimal

speed. The D_IR (Distributed .Minimal Residual) method introduces a sepa-

rate sequence of optimal weighting factors to be used for each component of

the general solution vector. The acceleration scheme was applied to a highly

nonlinear coupled system of four time-dependent partial differential equations

of inviscid gas dynamics in conjunction with the finite volum; Runge-Kutta

explicit time-stepping algorithm. Using DMR without multigridding, between

30% and 70% of the total computational efforts were saved in the subsonic com-

pressible flow calculations. DMR method offers most time savings when applied

to stiff systems of equations. Several attempts have been made to accelerate

" the iterative convergence of this method. They include local time stepping, im-

plicit residual smoothing, enthalpy damping and multigrid techniques. Also, an

extrapolation procedure based on the power method and the Minimal Residual
lp

Method (MRM_ were applied to the finite volume Runge-Kutta method. In

the MRM, a weighted combination of the corrections at consecutive iteration

levels is extrapolated and the weights are chosen to minimize the L2 norm of

the future residual. The extrapolation was performed without considering the

13
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properties of the governing equations. The GNLMR (Generalized Nonlinear
Minimal Residual) method utilizes the information about the governing equa-

tions, lt has been applied successfully to a number of scalar nonlinear partial

differential equations.

Both MRM and GNLMR methods are based on using the same values of

optimal weighting factors for the corrections to every equation in a system.

Since each component of the solution vector in a system of equations has its

own convergence speed, the sequence of optimal weights could be allowed to be P

different for each component. This concept is the essence of tile DMR method.

Thus, for example, we combined corrections from four consecutive time steps bv

introducing four weighting factors to each of the four equations, llen,:e.a_et,:,f

_ixteen algebraic equations needs to be solved to determine the four s,_,luetlc¢,s

of four weighting factors in each of them. The D._IR method requir,_s about

200% more storage than the original non-accelerated algorithm.

,1! I
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A Local Relaxation Scheme (Ad-Hoc SOR)

Applied to Nine Point and Block Difference Equations

Louis W. Ehrlich"

John ttopkin's University

Applied Physics Laboratory

Laurel, MD 20707-6099

Abstract

Tile ad-hoc SOR method was originally devised for five point, difference

equations. Interest developed on how it might be applied to nine point ._chemes

and block schemes, In this talk we will give a brief history and description of

the method. Ttlen we will discuss its application to nine point schemes, with

justification as to its expected behavior, Several examples will be presented.

Finally, we note its application to block methods and indicate why this may not

be a wise move,

15
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Uses of Reordering, Partial Elimination and Fourier Methods

for Sparse Iterative Solvers

h

Howard C. Elman"

Department of Computer Science

University of 3Iaryland

College Park, MD 2074'2

Abstract

Three tools for the development and analysis of iterative rnethods for solving

discretized partial ,tifferentiai equations are reordering, partial elimination, and

Fourier methods. "these techniques have their origins in Young's original work

on iterative solvers, and they are in cc0mrnon use today. We discuss some recent

results concerning these methodologies, and show how each of them relates to

Young's work. In particular, we show how reordering and partial elimination is

used to develop iterative methods for parallel and vector computers, and the ef-

fects and advantages of such strategies for solving nonsymmetric linear systems.

In addition, we discuss the use of Fourier methods for analyzing convergence

rates of preconditioned conjugate gradient methods.

16
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Parallel Operations for Iterative Methods: A Polymorphic View

Anne C. Elster" Hungwen Li Michael M.C. Sheng

Dept. of Elec. Eng. IBM Almaden Inst. Computer Eng.
Cornell University Research Center National Ctliao-

Ithaca, New York San Jose, California Tung University
14853 95120 Taiwan, R.O, China

Abstract

_Iatrix and vector operations such as matrix-vector multiplication. FTTs,

and cyclic reduction are used in a wide class of scientific problems, quite of-

ten in the context of iterative methods. As these problems become larger and

more computationally intensive, it becomes desirable to consider highly parallel

computer systems. However, sparse structured matrix problems as well as the

distant data transfers needed during the computations of techniques such as the

FFT and cyclic reduction, usually result in a high percentage of idle processors

and thus a low system performance -- especially on SIMD machines,

In this paper, issues concerning how to efficiently map such problems onto the

Polymorphic Torus architecture, a reconfigurable massively parallel fine-grained

system, are presented. In particular, how the reconfigurability minimizes com-

munication costs by letting the architecture match the problem structures is

discussed.
t

d
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D½-Norms of the SOR and Reiated Method

for a Class on Nonsymmetric Matrices
b

David J.Evans" and C. Li

Department of Computer Studies

Loughborough University of Technology

Loughborough, Leicestershire

LEII 3TU England

Abstract

Inthislecture,D_-norms ofSOR withoptimaland non-optimalparameters

,areconsidered.The relatedmethods suchas modifiedSOR, Sheldon,modified

Sheldon,and cyclicChebyshev semi-iterativemethods arealsoincluded.

Our basicdifferencewith the alreadyexistingliterature,concerningthe

norms ofSOR and relatedmethods willbe theassumptionthatthe coefficient

matrixoftheconcernedlinearhas theform,

A = H r D2

with Dt and D= symmetric and positive definite. Such algebraic systems arise

in the computation of cubic splines and the numerical solution of large linear

least square problems.

w

I
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A Stable Richardson Iteration Method for Complex Linear Systems

" Bernd Fischer Lothar Reicher

Computer Science Department Bergen Scientific Centre IBM
Stanford University Bergen, Norway

Stanford, California 94305

Abstract

The Richardsoniterationmethod isconceptuallysimple,as wellas easy to

program and parailelize,This makes the method attractiveforthe solutionof

largelinearsystems of algebraicequationscontainingmatriceswith compl_:_.x

eigenvalues,We choosethe relaxationparametersto be subsetsof setsof re-

ciprocaJof Fejerpoints,An orderingofthe relaxationparametersisdescribed

which ensuresthattheobtainediterativemethod isstableand convergesasymp-

toticallyoptimally,

19
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Toward an Effective Two-Parameter sort Method

Gene H. Golub John de Pillis ,

Computer Science DepaJPtment Department of Nlathematics
Stanford Universit,_y University of California, Riverside

Stanford, California %t305 Riverside, C'A !)2.'50'2

Abstract

C;iven Jacobi matrix

B= [ 0 .X[pxq ],V,_xv 0

where

rank (,VI) = rank (N)= rank (MN) = rank (NM)

Then matrices M and N are decomposed in a quasi-diagonal form which gives

us insight into the structure of the general two-parameter SOR iteration matrix

B(wo, wt). A new proof of the eigenvalue equation results for B(wo, wt). [f

the eigenvalues of B fall between -I and +l, then it is known that t3(w0, Lt,t)

is optimal (haz minimal spectral radius) only when both scalars, w0 and tvt

equal wopt, the "standard" optimizing rela.xation parameter, in which c_e,

B(wo,wt) = B(wopr). But this isn't so if gaps in the spectrum orb are taken

into account. We show when the spectral radius B(wo, wt) is less that of any

single-parameter B(w) further structural results relating to the singular values

and the norm equation are obtained.

I llil I __ i I
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Predicting tile Behavior of Finite Precision Lanczos

and Conjugate Gradient Computations
.t

Anne Greenbaum"

Courant Institute of Mathematical Sciences

New York University

New York, NY 10012

Abstract

A recently-proved backward error analysis for the Lanczos and conjugate

gradient algorithms explains tile behavior of the finite precision Mgorithms ap-

plied to a matrix ,4 in terms of the behavior of the exact algorithms applied

to a larger matrix B. The matrix B can be considered to have infinitely many

distinct eigenvalues, but ali of its eigenvalues must lie in tiny intervals about

the eigenvalues of A.

This analogy is used to estimate the convergence rate of finite precision

computations, given some information about the eigenvalues of A. For solving

symmetric positive definite linear systems, it is shown that convergence esti-

mates based on the condition number of ,4 hold to a close approximation irl

finite precision arithmetic, since the condition number of B is approximately
the same as that of A. Estimates based on the number of distinct eigenvalues of

A may fail in finite precision arithmetic but can be replaced by slightly weaker

• bounds based on the number of distinct eigenvalue "clusters" of B,

Tile frequency of occurrence of multiple "copies" of eigenvalues in finite

precision Lanczos computations is equal to the frequency at which the exact

" Lanczos algorithm, applied to the matrix B, finds different eigenvalues within
the same cluster, This can be estimated by considering the number of roots of

the minimizingpolynomial which must be presentineach intervalcontaaning

eigenvaluesofB inordertoinsurethatthepolynomialissmallthroughoutthese

21



intervals. Finally, the number of steps required to generate at le_t one good

' approximation to every eigenvalue is estimated, knowing the components of the

initial vector in the direction of each eigenvector. This information is used to

evaluate the useflllness of various reorthogonalization strategies.

,w
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On an SSOrt Matrix rtelationship and Its Consequences

Apostolos Hadjidimos" S. Galanis and Dimitrois Noutsos

Computer Sciences Department Department of Mathematics
Purdue University University of Ioannina

\Vest Lafayette, IN 47907 GR-451 10 Ioannina, Greece

Abstract

A matrLx relationship connecting the Jacobi and the SSOR matrices associ-

ated with a k-cyclic consistently ordered matrix A is presented. For the solu-

tion of the linear algebraic system .4z = b,, tile k-step one is established. The

aforementioned equivalence can be exploited to derive regions of convergence,

optimum parameters involved, etc., of the two iterative methods above. This

' is done by studying the simplest one of the two methods that is tile monopara-

metric k-step one. To show how the idea works, the trivial case k = 2 is very

briefly discussed.

I ii I "
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Relaxation Parameters for tile IQE Iterative Procedure

for Solving Semi-Impllcit Navier-Stokes Difference Equations

Louis A. Hageman °

Westinghouse- Bettis Laboratory

West Mufflin, PA 15122-0079

Abstract

Numerical solutions of the time-dependent Navier-Stokes equations for an

incompressible fluid require advancing the unknown flow variables in time by

either an implicit, a semi-implicit, or an explicit procedure. Explicit methods

require a modest amount of computational effort per time step but require

excessively small time-step lengths to ensure numerical stability. On the other

hand, implicit and semi-implicit schemes allow the use of large time step lengths

but suffer from increased computational complexities. Fully-implicit methods

generate coupled systems of nonlinear equations that must be solved at each

point in time, whereas semi-impLicit procedures generate coupled systems of

linear equations.

The focus of this paper is on the use of a recently formulated iterative proce-

dure called the IQE method for solving the linear systems produced by a semi-

implicit method. The IQE method requires the use of a relaxation parameter

ao which must be properly chosen to obtain the greatest rate of convergence.

Using heuristic arguments, we develop a numerical procedure for estimating

near-optimal values f_r w. Numerical test results are included.

b
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Oil Kaczmarz' Method For Inconsistent Linear Systems

" Martin Hanke

Institut fiir Praktische Mathematik

Universitiit Karlsruhe

D-7500 Karlsruhe, W, Germany

Abstract

i

Let tile linear system Ax = b be rectangular but solvable. If A is a large,

sparse matrix then one possibility to solve the system is to use the iterative

method of Kaczmarz. If the system is unsolvable and the relaxation parame-

ters are kept fixed in a certain interval, this method converges, too. To get a

meaningful result, however, one has to apply strong underrela.xation. V','e give

an interpretation of the limit in terms of a generalized inverse of .4 and derive

bounds with respect to the least squares solution. Using a result of Buoni and

Varga we estimate the speed of convergence, lt is further shown that the eigen-

values of the iteration matrLx are nearly real and we propose tc_ use Chebyshev

acceleration. This results in a significant speedup.

25
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A New Class of Methods

for Solving Nonsymmetric System of Linear Equations

Constructing and Realizing Symmetrlzable Iterative Methods

Kaibing Hwang" and JinruChen

Department ofMathematics

Nanjing Normal University

Nanjing, P. R. China

Abstract

We present a new class of methods for solving the non-singular, nonsynimet-

ric linear system
.4x = b

by constructing symmetrizable iterative methods. The idea is to choose _, split-

ting matrix Q such that Q-tA is symmetrizable and that the spectral condition

number of Q-lA is small. Once Q is chosen, we can set up the symmetrizable

iterative method

= (Z - Q-t'A)x + Q-lb

(I is the identity matrix), and apply either the Chebyshev or the CG acceleration
to solve for z.

Both theoretical investigations and applications to numerical examples show

that such a scheme is plausible for non-singular, nonsymmetric linear systems. ,,

The key to tile scheme is how to choose the splitting matrix Q. We suggest

several alternatives of Q and compare them in numerical experiments. P_suits

show that the best choice is to have

Q-t = Att[U diag (q[2,_2, CN2)UH] ,

26



and then apply the CG acceleration m the iterative procedure. In the above

expression, the columns of matrix U represent N (the dimension of A) orthonor-

mM eigenvectors of A H.4' and a,(i = 1,2,..., N) are the singular values of A

arranged in decreasing order. We prove that in this case, the spectral condition

number of Q-lA is 1.

• One adva.ntage of our methods is that they could successfully solve non-

singular, nonsymmetric linear s:'stems where the basic iterative methods such

as the J_,, bi, the Gauss-Siedel, or the CG method wou_d fail. (This work was

supported in part by the National Science Foundation of P.R. China through

grant 860451.)
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On the Effectiveness of Adaptive Chebyshev Acceleration *

for Solving Systems of Linear Equations

Kang C. Jea" David M. Young
Department of .Mathematics Center for Numerical Analysis

Fu Jen University University of Tex_ at Austin

Ilsinchuang, Taipei 24205 Austin, TX 78713-8;310
Taiwan, R.O.C.

Abstract

A symmetrizable basic iterative method u(n+t) = Gu (n) + k can be greatly'

accelerated by Chebyshev acceleration. This method requires estimates of the

extreme eigenvalues rn(G) and M(G) of the iteration matrix G. An adaptive

procedure for finding the eigenvalues was introduced by ttageman and Young

[1981]. We describe a scheme of using contours to test the effectiveness of

this adaptive Chebyshev acceleration procedure. We conclude that the adap-

tive process is not sensitive to the starting estimate unless it is very close to

M(G). Moreover, the adaptive procedure takes at most 35% more work than

the optimal nonadaptive procedure.

The idea of this research was given by D. M. Young in 1977 when he xv_

writing his book with L. A. Hageman. At the time, the Cyber computer at Tile

University of Texas at Austin could not provide enough memory storage for us

to carry out the numerical experiments. Moreover, the computation time was

unexpectedly long if we did not save some previous information.
,,p
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0 A Status Report on the ITPACK Project

- David R. Kincaid"

Center for Numerical Analysis

University of Texas at Austin

Austin, TX 78713-8510

Abstract

Over the past several years a number of research-oriented software packages for

solving large sparse systems of linear algebraic equations have been developod

within the Center for Numerical Analysis as part of the [TPACK Project. This

report includes a brief discussion of each of the packages. References are giv,_n to

other reports and papers which describe the individual packages in more der nii.
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Two-Color Fourier Analysis of Iterative Methods 0

for Elliptic Problems with Red/Black Ordering

C.-C. Jay Kuo" and Tony F. Chan

Department of Mathematics

University of California

Los Angeles, CA 90024

Abstract

One common approach to obtain parallel numerical algorithms for solving

partial differential equations (PEDs) is reordering. By reordering, we rearrange

the computational sequences to increase the percentage of computations which

can be done independently. For example, the multicolor ordering scheme for

grid points provides more parallelism than t'he natural row-wise or column-wise

ordering scheme, lt is well known that by using red and black two colors to

order the grid points in a checkered-board fashion for the five-point Laplacian,

we are able to separate the coupling between any two red (or black) points so

that the values at ali red (or black) points can be updated simultaneously. One

important problem with the multicoior ordering scheme is how tile convergence

rate of an iterative algorithm is affected by such a reordering. The objective of

this paper is to provide a unified approach called the two.color Fourier analysts

to study the convergence rates of different types of algorithms with the red/black

ordering, including the successive overrelaxation (SOR), symmetric successive

overrelaxation (SSOR), SSOR, ILU and MILU preconditioned iterative methods "

, and multigrid (MG) methods.

Due to the multicolor ordering scheme, the resulting system ofiteration equa-

- tions ks not spatially homogeneous but is periodic with respect to grid points.

the Fourier modes not eigenfunctions for the periodic system,
Consequently, axe

and therefore, a straight forward Fourier analysis does not apply. When these

!
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components axe operated by periodic operators, there exists a coupling between

high and low frequency components. By exploiting the periodic property, we

reformulate the conventional Fourier analysis as a two-color Fourier analysis.

/,From this new viewpoint, components in the high frequency region are folded

into the low frequency region so that there exist two, i.e., red and black, compu-II
tational waves in the low frequency region. The coupling between the low and

high conventional Fourier components is therefore transformed into a coupling

, between red and black computational waves with tile same frequency in tile low

frequency region. With this new Fourier tool, the spectral representation of

red/black periodic operators can be easily derived and interpreted.

We compare the convergence rates of algorithms with natural and red/black

orderings for the model Poisson problem on a square with Dirichlet boundary

conditions, and show analytically that although the red/black ordering loes not

effect the rate of convergence in the context of SOR and MG methods, it slows

down the convergence significantly, in the context of SSOR and preconditioned
iterative methods.

II I III I I II
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Asynchronous Parallel Iterative Methods

Avi Lin"

Department of Mathematics

Temple University

Philadelphia, PA 19122

Abstract

When ,:mynchronized computation is executed, by definition, the processors

never wait for each other and the processors are fully utilized by the distributed

algorithm. The main goal of this paper is to show theoretical results and to

discuss the nature of distributed iterative algorithms with applications to com-

puting two and three dimensional elliptic fields. We will present a classification

of an explicit iterative computational scheme with respect to the amount of syn-

chronization needed by the algorithm. Based on that, several theorems on the

existence of distributed iterative computing algorithms in linear algebra that

do not make any use of synchronization, yet produce correct subsets to the

solution will be proven and discussed. These theorems lead to appropriate con-

ditions that guarantee convergence of tile iterative distributed algorithm. Since

the proof for the existence theorem is constructive, it suggests also a class of

iterative numerical algorithrrm that can be asynchronizedly distributed. We will

discuss other important features of this class of algorithms, for example, chang-

ing dynamically by the appropriate processor as a function of the availability of

the needed data which resides or is being produced by another resource in the

distributed system. Finally we compare theoretically and technically the sug-

gested distributed algorithms to other known numerical distributed algorithms

(like the Chaotic Relaxation algorithm, the AJ algorithm, the AGS algorithm

and the PA algorithm). It will be shown that in a certain sense they are special

cases of the present approach. Given this view of the present approach, the

following questions will be studied:
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1. Uniqueness of the solution. It will be shown that in the general case

the above distributed algorithms may have more than one fixed point.

Conversely, it is conjectured (and hopefully will be proven) that for a

given distributed algorithm (z {°}, F) there exist a finite class of problems

that this distributed iterative method solves.

2. Understanding the reason for the above fact, some algorithms may be

suggested so as to narrow this class of admissible problems. By using this

procedure iteratively (yet in a sequential manner), the unique solution for

the problem Z(P) may be obtained,
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New Finite Difference Approximations of Boundary Conditions

Robert E. Lynch"

Computer Sciences D%_artment

Pur(ltle Uuiversity

\Vest Lafayette, IN 47907

A bstract

.-\ new method for incorporating boundary ,:onditions in finite ,l}lFe.r,'llce

approximations of line,'n" second-order elliptic (litDrenti_l equations is ,t,_scrilJ,:.d. '

The method, which is b_ed on the "I[()DIE" approximation, is ,tesigne¢t Io

achieve O(h "_)accuracy for problems with smooth solutions on gener;tl dolmuns

for general boundary conditions, A new Ellpack module, HODIE-G, uses the

method to discretize problems on 2-dimensional domains,

_ m|,,, i i i
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On the Adaptive Determination of Iteration Parameters

Tsun-zee Mai" David M. Young
Department of Mathematics Center for Numerical Analysis

University of Alabama University of Texas at Austin
'ruscaloosa, AL 35487 Austin, TX 78713-8510

Abstract

For nlany iterative algorithms for solving large sparse linear systems, the rate

of convergence is very sensitive to the choice of iteration parameters. Examples

of such parameters include the relaxation factor _o for the SSOIt method, the

shift parameter a for the shifted incomplete Cholesky method (SIC method), a-_

well as the smallest and largest eigenvalues, ro(G) and ,_I(G), respectively, of the

' matrL,: of a basic iterative method when accelerated by Chebyshev acceleration.

The parameters _o and c_ are referred to as "splitting parameters" since they

relate to the basic iterative method which is defined by a matrix splitting. Tl_e
parameters ro(G) and M(G) are referred to as "acceleration parameters" since

they relate to the Chebyshev acceleration procedure.

We consider here two pi'ocedures for the automatic, or adaptive, determina-

tion of iteration parameters. The first procedure is a so-called "'dual adaptive

procedure" for the determination of the parameters rn(G) and ,_/(G) for use with

Chebyshev acceleration of a basic iterative method. The procedure is based on

the use of generalized Rayleigh quotients. With this procedure improved values

of rn(G) and M(G) are obtained simultaneously.

The second procedure is a "composite adaptive procedure." Tills proceclure

is used to find the splitting parameter for an iterative algorithm consisting of a

basic iterative method involving a single splitting parameter, such as the SSOR

method or the shifted incomplete Cholesky method, accelerated 5v conjugate

gradient acceleration. A variational principle is used along with a search al-

gorithm to determine the splitting parameter. The variational principle is tl_e

35
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same _ that used for conjugate gradient acceleration of a basic iterative method

with a fixed splitting parameter.

Numerical experiments were carried out for both the dual adaptive procedure

and for the composite adaptive procedure, In many cases these procedures were

found to perform better than previously developed procedures,
b
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Iterative Methods for Nonsymmetrlc Linear Systems

Thomas A, Manteuffel ° Wayne D, Joubert

Computer Research & Applications Center for Numerical Analysis
Los Alamos National Laboratory University of Texas at Austin

Los Alamos, NM 87545 Austin, TX 78713-8510

L

Abstract

This talk will present a survey of polynomial methods for solving nonsym-

metric linear systems, Starting with a general definition of polynomiM methods,

several classes of methods will be presented, First, stationary and semi-iterative

methods will be described, Then, conjugate gradient and orthogonal error meth-

ods as well as truncated forms of these methods will be presented. Finally,

methods based on the Lanczos algorithm will be reviewed, An attempt will be

made to expose open questions.
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Fast Hybrid Solution of Algebraic Systems

Craig Douglas, J, Mandel, and Willard L. Miranker"
Mathematical & Statistical Division

' IBM Thomas J, Watson Research Center

Yorktown tleights, NY 10598

Abstract

We explore the possibility of a fast equation solver consisting of both analog

and digital circuitry, We expect this hybrid combination to give better results

than digital techniques alone. Tile basic idea is to use an analog solver as a

preconditioner for a digital iterative process. Thus, we can obtain both high

speed from a fast exchange of information in analog circuitry and high precision

from digital circuitry. Eventually, both types of circuits should be integrated

onto a single chip. Related approaches occur in optical computing where the

term bimodal is used.

We define an analog defect correction algorithm and discuss the sources of

error. We also provide an error analysis and characterize the speedup of this

approach. Then we define a basic model for a simple analog solver. We analyze

-_ its response speed and its precision. A general example is examined in detail.

= Next we define and motivate a two-stage analog solver. We analyze it and

examine an example. Finally, we define and analyze a multilevel solver. We
=M

use the term multilevel in the abstract multigrid solution of partial differential .t

equation sense.

I The applicability of the method is essentially limited by the condition eK <<:

1, where e is the relative precision of the analog circuitry and _ is the condition

number of the linear system. For the multilevel solver, the condition number

involved is the one for the linear system on the coarsest level. The time for the

analog part of the method also depends on the condition number. We conclude

38
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that this time is negligible in comparison to that for the digital part of the
method when eK >:> 1.

We expect the principal benefits of the proposed method to manifest them-

selves with advances in technology: analog circuitry has the potential to avoid

. the information exchange bottleneck of massively parallel digital computation,

Essentially, we are trading (recoverable) precision for fast dissemination of in-

formation between the processors.

" We expect that these techniques will be advantageous for large but mod-

erately conditioned positive definite problems with well defined sparsity struc-

tures, Systems arising by either finite element or finite difference discretizations

of partial differential equation problems are one possible application, for a gen-

eral, non-sparse system, the number of connections required is prohibitive.

The technique used in the analysis is classical and can be found in any

electrical engineering textbook, We believe the defect correction approach to

the hybrid method is new and offers, as yet, unexplored possibilities in massive

parallel computation.

The precision of contemporary analog circuitry is up to 10 bits using capac-

itors ms basic circuit components. Optical processors have the same or lower

precision,

I I i I III II i iiii I Illl iii
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A Benchmark Comparison of the ITPACK Package on ETA-t0
b

and Cyber-205 Supercomputers

Michael l, Navon" and H.-I. Lu

Department of Mathematics and

Supercomputer Computations Research Institute

Florida State University

Tallahassee, FL 32306

Abstract'
q

The ITPACKV 2C adaption for vector supercomputers h_ been run on

ETA-t0 and Cyber-205 vector supercomputers using the ELLPACI( ,:ode data

st,ructure which stores efficiently matrices resulting from the discretization of

elliptic partial differential equations.

A number of sample prablems derived from the elliptic PDE population

(Dyksen, Houstis and li,ice, 1985) have been benchmarked on the ETA-t0 and

Cyber-205 using various grid resolutions -- resulting in variable vector lengths

for vectorization.

Results of the benchmark comparison for each of the seven ITPACKV solu-

tion modules in terms of execution times on the ETA-10 and Cyber-205 will be

presented.
Since [TPACK codes in ELLPACK are modified subset of the entire IT-

PACK package we also tested ITPACK as a stand-alone package on the two

supercomputers.

The impact of differences in the vector start-up time for the ETA-10 and

Cyber..205 for short, medium and long vectors resulting from various grid reso-

lutions on the execution time performance will be discussed.

irl i I i li
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Convergence Domains and Inequalities

for the Symmetric SOR Methoc_
,t

Michael Neumann" Apostoios Hadj idimos
Department of Mathematics Purdue University

University of Connecticut Department of Computer Science
Storus, CT 06268 W. Lafayette, IN 47907

Abstract

In tile ]a_t T_venty five years many papers have appeared in wllich the spec-

tral radius of the symmetric successive overrelaxation ( SSOR ) iteration matrLx

is given as a function of the relaxation parameter and some or ali of the eigen-
values of the Jacobi iteration matrix. For certain classes of matrices it has been

possible to determine the optimal relaxation parameter, for others it has only

been possible to determine regions of convergence for the method or even less,

just bounds on these regions. We review some of the results in this area as they

were developed chronologically and discuss how they inter-relate to each other

and also to some known convergence bounds for the (usual) SOR method.

41
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Experiments with a Parallel Iterative Package

Thomas C. Oppe"

Center for Numerical Analysis

University of Tpx,as at A.ustin

A.ustin, TX 78713-&510

Abstract

One design for a computer package for solving large sparse systems of linear

equations by iterative methods on parallel computers is presented. The package

contains acceleration routines from the NSPCG package rewritten to employ

Level 1 BLAS (SAXPY, SCOPY, SDOT, SNRM2, and SSCAL) and Level 2

BLAS (SMXPY). These operations, in addition to the matrLx-vector product.

do most of the work in an acceleration algorithm and are ali easily parallelizable

on shared memory machines. By localizing most of the work in this relatively

small number of subroutines, the package can be easily ported to several shared

memory parallel computers by replacing these subroutines wit}, versions which

are tailored to a specific parallel computer. Experiments using the package

on several different shared memory parallel computers, such as the Sequent

Balance, Alliant FX/8, and Cray X-MP, are described.

I _ I I I I
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Solution of Three-Dimensional Generalized Poisson Equations

on Vector Computers,o

David L. tlarrar, lI, and James bl. Ortega"

Applied .Mathematics & Computer Sciences Department

University of Virginia

Charlottesville, VA 22903

Abstract

\Ve consider generalized Poisson equations of the form _'(h" _'u) - f o_ a

parallelpiped in t,hreo dimensions. The equation is discretized by finite differ-

ences with variable spacing and the resulting linear system is solved by the SSOR

polynomial preconditioned conjugate gradient method. An example problem is

treated and results reported for a Cyber 205 and a single processor Cray-2 for

problems varying in size up to 250,000 grid points.
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On the Matrix Geometric Progression
and the Jordan Canonical Form

r

NI. G. Petkov"

Institute of Mathematics

Bulgarian Academy of Sciences

Acad. G. Boncev St., Block 8

t 113 Sofia, Bulgaria

Abstract

Very short proofs of tile following well known theorems are given:

Theorem I. If A is a given n × n matrix with eigenvalues ,\1,,\2 ..... ,\_.

then a necessary and sufficient condition for

lim .4j' = 0
k --- oo

is

I ,1 < 1 (s = 1,2,...,n)
Theorem II. MatrLx ,4 has Jordan canonical form.

The proof of the Theorem [ is inductive and it is based only oa the following.

Lemma. Ifc_ E [0, I] and the decreasing sequence ao < al <_a_. <_ .... tends

to 0, then

lim (a0a k + ala _-1 + ... + nk) = 0
k--. cx_

The proof of Theorem II is inductive also.

Remark. Theorem II was proved jointly with my colleague I.G. Ivanov.

.t
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" Composition Method for Solving Elliptic Problems

. M. Dryja Wlodek Proskurowski"
Institute of Informatics Department of Mathematics

University of Warsaw University of Southern California
Warsaw, Poland Los Angeles, CA 90089-1113

Abstract

A finite element piecewise linear approximation to a self-adjoint second-

order elliptic equation in a non-rectangular bounded two-dimensional region

with Dirichlet boundary condition is considered. A composition method fortile

arising linear systems of algebraic equations is presented, lt consists of inner-
outer iterations. Preconditioned Richardson iterations are chosen a.s the outer

iterations, in which the discrete Laplacian is employed as a preconditioaer. In

each outer iteration systems with the Laplacian in an irregular region are solved

by the imbedding capacitance matrix method that uses conjugate gradients --

inner iterations in our composition method.

We prove that with an optimal control of inner iterations the rate of con-

vergence of this inner-outer iterative process depends only logarithmically on h,

the parameter of triangulation:
Theorem: Let the inner iterative process be carried out so that ]lr_][ _<

q_:/k _',k = 1,2,... is satisfied (here, q is a constant depending on tile operator

and the region). Then the total number of iterations of the composite process

is proportional to In"_h-1

We also present results of extensive numerical experiments that confirm the

theoretical estimates.
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Multilevel Asynchronous Iterations for PDE's

Dan C.._Iarinescu and John E. Rice" '

('omputer Science Department

Purdue University

\V. Lafayette, IN 47907

Abstract

Consider solving a PDE on a domain D using a domain ,iecomp,)sition nr

%,'hwarz splitting approach. \Ve decompose D,_ several times with oach level

having ,_ finer (more accurate) decomposition than the preceding one. It,'rativ,'

methods are initiated on each level and improved results are passed down from

level to level so long as the higher level iterations have not converged. This

is implemented in a parallel computing environment (such as a hypercube ma-

chine). The passing 'of information between levels is asynchronous. Parameters

of such a method are (1) number of levels and number of domains per level. (2)

number of processors per level, (3) choice of method on the subdomains of each

level (and their convergence rates), and (4) the tolerances used to terminate

higher level iterations. We report on both analytic and experimental studies of
the effectiveness of such methods and of good values for the parameters.

_
III III I , iiii

46



9Session \Ved P,_I,.a

0

I i I

a

Convergence of Nested Iterative Methods for Linear Systems

Paul J, Lanzkron, Donald J, Rose', and Daniel B, Szyld

Computer Science Department

Duke University

Durham, NC 27706

r

Abstract

Suppose that we are trying to solve the linear system, .4x = b, by an iterat ire

metllod described by a splitting .4 = ,_,l-N, This involves solving linear syst¢,rl_s

of the form ,'_[y = k, and we could image solving these linear systems also I,v

iteration described by splitting MF-G. And so on with further nested splitti_lg,

pet_haps. Our results analyze the convergence of such methods, In addition w,_

examine the behaviour of the rate of convergence as more inner iterations are

performed or better inner iterative methods are used. In order to ai_ply our

results to block Gauss-Seidel-like iterative methods where the diagonal blocks

are solved also by iteration, we need to introduce the notions of a backward

splitting as well as the more natural forward splitting. The tlleory of II¢:;I_-

negative matrices plays an important role in our analysis, and a zlew compat'isc, n

theorem for weak regular splitting is established

-- ilUnll
b
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Iterative Methods for Complex Linear Algebraic Equations

Paul E. Saylor"

Computer Science Department

Universit_y of Illinois

L"rbana, IL tilS01

Abstract

Complex linear algebraic equations arise in many scient, ific and engineering

studies. S[any well-known algorithms are applicable to complex n_atrices, suctl

SOR., tile bi-conjugate gradient rnethod, and ._lanteul[el's ;utapt, ive (2'h,_bv-

shev algorithm. For large problems, Richardson's method is attractive but re-

quires a set of parameters. An early paper of David Young's,presents optimum

parameters as transformed roots of the Chebyshev polynomial in the symmetric

positive definite ease. An adaptive algorithm for optimum parameters will be

described in the nonsymmetric case. The parameters are optimum in a least

squares sense that includes Chebyshev parameters.

-- III I III II IIIII _ IIII II
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Renmrks on k-Step Iterative Methods

'4

Richard S. Varga"

Institute for Computational Mathematics

Kent State University

h:ent, Oil 44242-4001

Abstract

In this paper, we review the theory of k-step stationary' iterative methods,

and we investigate the practical problem of estimating optimal parameters.
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' The Symmetric Generalized Accelerated .

Overrelaxation (GSAOFt) Method

A, Haegemans and J, Verbeke"

Katholieke Universiteit Leuven

}teverlee, Belgium

Abstract

\Ve introduce the symmetric generalized accelerated overrelaxation nletllod

(GS:kOR). "rile derivation of this method from the GAOR met, hod is ;malogotts

to the way the SSOR method was obtained from the SOI_ _md tile SAOK mctl_od

from the :kOR. We prove the following theorems:

Theorem 1: If ,4 is a real symmetric positive definite matrix,

D >0 A=D-L-U

D1 =kD (k >0) D= Dt-D=-Da

D.=O

then the SGAOR. method converges, that is,

S(J,w(Ot,D,.))< 1

ifr

0< w<2kand w+ (2k-w) (2k-w)<r<w+ "
tlrnin tlrnaz

where umi. and U,n.= are the minimum and maximum eigenvalues of the itera-

tion matrix B of the Jacobi method and J_w(Dt, D_) is the iteration matrix of

the SGAO P_ method,

5O
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Theorem 2' If A is a real symmetric matrix, w and r satisfy the conditions

from the previous theorem,

A=D-L-U D_=kD (k>0)

D- D1- D_ - Da D_ = O

Then the matrix Jrw(Dl,D2 ) has real eigenvalues and F(Jrw(D1,D..)) < 1

implies that A is positive definite,

" We also give some examples which illustrate that the method gives better

results than the SAOR one,

, 51
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' Tile ADI Minimax Problem for Complex Spectra

Eugene L, Wachspress"

Department of Mathematics

U niw_rsity of Ten nessee

Knoxville, 'rN 37996

' Abstract

ADl minimax problem has been solved for a range of complex spectral do-

mains. This analysis w_ motivated by new application to solution of Sylv,,st_r's

_,quation, The commutation property required for application to the Diricl_let

problem is not restrictive in this new application, ltowever, conlplex spectra to

which conventional ADl theory does not apply are often encountered. Theory

of elliptic functions plays a prominent role in the analysis. Optimum param-

eters are derived only for a class of "elliptic-function domains" which are not

apt to occur in practice, ttowever, this theory is then applied to obtain nearly-

optimum parameters for realistic spectral regions, nonsymmetric systems create

other problems. Convergence of ADt iteration is retarded by deficient eigenvec-

tor spaces, A Lanczos-type generation of a basis for deficient spaces is described.

This basis is used to develop a low-order system which may be solved by a direct

method to correct the result of the ADI iteration.
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Domain Decomposition -- Multigrid Algorithms

for Mixed Finite Element Methods for Elliptic PDE's

Mary F. Wheeler"

Department of Mathematics

University of Houston

tlouston, TX 77204-3476

Abstract

A numerical algorithm combining multigrid and domain decornposition is

developed for mixed finite element methods, Numerical results will be discussed

from addressing anisotropic elliptic problems and point source singularities a.s

well as parallelization efficiencies involved in the implementation,

ii I I II I I i I
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Finite Element Treatment of $hlgularities

in Elliptic Boundary Value Problems
r

John R. Whiteman"

Institute of (."on_putational Mathetnat ics

Brunei University

Uxbridge, _Iiddlesex

England

Abstract

"l'echniques for post processing piecewise linear finite etenlent, apI)rOxilllaLic, I1

to tile solution of elliptic boundary value problems to produce sup,,rcoi_v,:'rg,_llce

gradient approximation have consistently demanded high regularity oi'the ana-

lytic solution, The manner in which this superconvergence may be.obt.ained tor

problems involving singularities is discussed.

b
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Domain Decomposition Algorithms for Elliptic Problems

V Olof B. Widlund"

Courant lnstitvte of Mathematical Sciences

Department of Computer Science

New York University

New York, NY 10012

Abstract

\\'e will discuss domain decomposition in which tile often very large linear

systems of algebraic equa,*._ons, arising when elliptic problems are discretized t,v

fixlite ditrerences or finite elements, are solved with the a_d of exact or approxi-

mate solvers for the same equations on subregions. The interaction between the

subregions, to enforce appropriate continuity' requirements, is handled by an it-
erative method. One of these methods, the Schwarz alternating algorithms, was

discovered already in 1870. In that algorithm the subregions overlap. As has

been pointed out by P.L. Lions and others, Schwarz' algorithm can conveniently

be expressed in terms of certain projections. We will discuss recent work car-

ried out jointly with ._1aksymilian Dryja inside this framework. An interesting

additive version of the classical Schwarz algorithm will be presented. The study

of Schwarz' algorithm has led to the development of a general framework for the

study of a variety of domain decomposition methods. Among them are the so

called iterative substructuring methods, where the subregions do not overlap.
a
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Iterative Methods in Molecular Collision Theory h

Robert E. Wyatt" •
Institute ['or Theoretical Chemistry

Department of Chemistry

University of Tex_ at Austin

Austin, TX 78712

Abstract

The use of iterative methods for solving large linear algebraic systems is ,_s-

sential ['or the successful implementation of several recent approaches to molec-

ular collision dynamics. Two approaches which lead to litlear systenks will be

described. In tile first, discretization of the Fredholm integral equation describ-

ing the collision leads to a large system of algebraic equations. In the second

approach, a basis set expansion in the variational formulation for transition am-

plitudes again leads to a large algebraic system. Computational results obtained
with both the GMRES and Lanczos algorithms for both of the above approaches

will be described. These iterative methods are significant because they scale

O(,V2), where N is the matrix dimension, thus permitting calculations on com-

plex systems of chemical interest. (SUpported in part by the National Science
Foundation and the t_bert A. Welch Foundation.)

I
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The Search for Omega

David M, Young" Tsun-zee Mai
Center for Numerical Analysis Department of Mathematics

University of Texas at Austin University of Alabama
Austin, TX 78713-8510 Tuscaloosa, AL 35-187

Abstract

For the effective use of iterative algorithms for solving large sparse liIlear

systems it is often necessary to select certain iteration pa.rameters. Examples of

iteration parameters are tile relaxation factor, omega, for the SOR and ,_SOI{

methods and the largest and smallest eigenvalues of the matrix for a basic ilera-

tire method when Chebyshev acceleration is used to speed up t.lle conv,.,rg_"nce.

For many' iterative algorithms the performance is extremely sensitive to the

choice of iteration parameters.._Ioreover, uncertainty as to t_ow to choose itera-

tion parameters has often, in the past, discouraged the use of iterative methods.

opposed to direct methods, for certain classes of problems.

The purpose of this paper is to review the development of procedures for

choosing iteration parameters, with special emphasis on methods applicable to

linear svstems arising from the numerical solution of partial ditrerel_tial ,,(l_la -

tions. The discussion will include a pnon procedures including analytic tecll-

niques, spectral methods, and methods based on related differential equations.

Automatic, or "adaptive," procedures will also be discussed. Some of tllese pro-

cedures have been incorporated into the ITPACK software packages for solving

large sparse linear : ystems. Numerical experiments indicate that the amount of
overhead needed to determine satisfactory parameters is not excessive. _Ieth-

t' ods for choosing iteration parameters for nonsymmetric svstem_ ,,'iii also be

discussed.
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Professor David M. Young, Jr.

Professor David NI. Young received his PhD in Mathematics from Harvard University.

Following a year of post-doctoral research at Harvard he went to the Computing Laboratory

,_f the Aberdeen Proving Ground. A year later he went to the University of XIaryland where

he held the rank of Associate Professor of Mathematics. Three years later he joined the

staff of the Ramo-WooIdridge Computation in Los Angeles where he was Head of the

X[athematics and Comp_ltation Department.

In 1958. Professor Young joined the faculty of The University of Tex,a.s as Pr_fl:ssr_r

,)f h[a_he:natics and Director of the Computation C_.nter \Vhile D' e _)f tll,' <',_. lr -.ctor II-l-

putation Center he was involved in the acquisition of two large computer systems _ the

Co:ltrol Data 1604 computer in 1961 and the Control Data GO00 comp_lter in 19G(3. rn

1970. Professor Young left the Computation Center to become Dit'e':ctor of t l_:' C','l_t,'r :'c)r

Numerical Analysis. He currently holds the title of Ashbel Smith Professor of ).Iath,eI_lz,ri,:s

and Computer Sciences at The University of Texas at Austin. He is also a m_':_ll),_r ,ff rll,:'

Texas Institute for Computational Mechanics.

Professor Young has worked extensively on the numericM solution of partial differential

,_q_ations with emphasis on the use of iterative methods for solving large sparse systems

of linear algebraic equations. His early work on iterative methods involved the analysis of

the successive overrelaxation (SOR) method for consistently ordered matrices. He was Mso

one of the first to use Chebyshev polynomials for the solution of linear systems. He h,._

written over 90 t,_chnical papers and is the author of three books. The first of these books,

which appeared in !971, is devoted to the basic theory _f iterative rnethods. The s_cond _'

1),)ok, with Robert Todd Gregory, is a two volume survey of numerical mathematics that

first appeared in 1972 and was reprinted in 1988. The third book, with Louis A. Hageman,

appeared in 1981 and is devoted to iterative algorithms, including automatic procedures.,



for choosing iteration paraxneters, as well as accurate procedures for deciding when to stop

the iterative process.

Since the mid 1970s, Professor Young has collaborated with Dr. David R. I<incaid

and others on the ITPACI< project. This project is concerned with research on iterative

algorithms and on the development of research-oriented mathematical software. Several

software packages have been developed with the capability of handling nonsymmetric, as

v well as symmetric, systems. The emphasis of the work has been increasingly on the use of

advanced computer architectures.

Books

Iterative Solution of Large Linear Systems, Academic Press, New York, 1971.

(with Robert Todd Gregory) A Survey of Numericad ,_Iathematics, \'o!s. I a:.d II.

Addison-\Vesley, Reading, Massachusetts, 1972. (Reprinted by Dover. 19S5.

with Louis A. Hageman) Applied Iterative ,\Iethods, Academic Press. 19S1

!
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David M. Young, Jr.

Ph.D. Degrees Supervised

Fsun-zee ._lai "Adaptive Iterative Algorithms for I_.)86

Large Sparse Linear Systems"

Cecilia Kang (?hang Jea "Generalized Conjugate Gradient I982 .
Acceleration of Iterative Methods"

[.in_la J, II, llaves "C',eneralization of Galerkin Alternating-Direction I977 v
Methods to Non-Rectangular Regions

Using Isoparametric Elements"

\'i¢,_lillS ,I. B,,l_okraitis "On t.he Adaptive Acceleration 1',)71
of Symmetric Successive Overrela.'¢ation"

l):tvid R.. I(incaid "An Analysis of a (71_s of Norms of [t¢,rat.ive ._letho,ts I',.)71
for Systems of Linear Equations"

,l,,rr.v {'. \\'_:lob "Finite-Ditt'erence ._letllods for a 1'57)
fiarmonic NILxed Boundary Value Problem"

.\Iris E.._IcDonald "A _lultiplicity-lndependen _, Global Iteration for 1:170
Meromorphic Fur,':tions"

Thurman G, Frank "Error Bounds on Numerical Solutions l-(J(5(_
of Dirichlet Problems for Quasilinear Elliptic Equations"

Lollis \V. Ehrlich "The Block Symmetric Successive Overrelmxation _lethod" I9G3



David M. Young, Jr.

Master's Degrees Supervised

Florian aarrd "Multigrid Methods" 1986

Vona Bi Roubolo "Finite Difference Solutions of Elliptic and Parabolic 1985
Partial Differential Equations on Rectangle Regions:
Programs ELIPBVP and IVPROBM" '

Reza Oraiee Abbasian "Lanczos Algorithms for the Acceleration of Nonsymmetrizable 198,t
" Iterative Method"

Ru IIuang "On the Determination of Iteration Parameters for 1',.,._,3
'¢ Complex SOR and Chebyshev Methods"

Janis Anderson "On Iterative Methods Based on 19.;,3

Incomplete Factorization Methods"

Liltda J .It. ttayes "Comparative Analysis of Iterative Techniques for 1_171
Solving Laplace's Equation on the Unit Square on a
Parallel Processor"

Tran Phien "An Application of Semi-Iterative and Second-Degree lt,7'_'
Symmetric Successive Overrelaxation Iterative Methods"

B,:linda NI. Wilkinson "A Polyalgorithm for Finding Roots of Polynomial Equations" 1:,, '.,

Ilarold D. Eidson "The Convergence of Richardson's Finite-Difference Analogue I:, '
for the Heat Equations"

Alkis ._Iouradoglou "Numerical Studies on the Convergence of the 1:,"7
Peaceman-Rachford Alternating Direction Implicit Method"

James A. Downing "The Automatic Construction of Contour Plots with lt*_:,:
Application to Numerical Analysis"

\\'.G. Poole "Numerical Experiments with Several Iterative Methods for 1',,,.',
Solving Partial Differential Equations"

\V.P. Champagne "On Finding Roots of Polynomials by Hook-or-by-Crook" 1',,,11

Cii;tries A. Shoemake ",4. Technique for Extracting Multiple Roots from 1'.+,;t
Polynomial Equations"

,Mary B. Fanett "Application of the Remes Algorithm to a Problem in l_tt;3
Rational Approximation"

lP
M.C. Scully "A Study of Linear Programming Using Digital Computer Techniques" 1962

W.P. Cash "The Determination of Peaceman-Rachford Iteration Parameters" 1961

,lessee J. Stephens "A Consideration of Computational Stability for 1961
Various Time Difference Analogues Used in Numerical
Weather Prediction"

Robert A. Sibley "Intelligent Activity on the Part of Digital Computers" 195!1



Center for Numerical Analysis Reports
From Present to 1980

_.'N..k-227 David R. Kincaid "An Overview of NSPCG: Sept,_mber 1988

Thomas C. Oppi A Nonsymmetric Precondition

Wayne D, Joubert Conjugate Gradient Package"

(?NA-226 Nira Dyn "Interpolation by Piecewise-Linear Radial September 1988

W.A. Light Basis Functions, I"

E.W. Cheney

(i'.x,'A-225 David 3,t. Young "A I-Iistorical Review of Iterative Methods" August 1988

t,'NA-22,t Tsun-zee Mai "A Dual Adaptive Procedure for the AUgUSt 19"_8

David NI. Young Automatic Determination of Iteration
Parameters for Chebyshev Acceleration"

_'.NA-'22:_ David _I. Young "The Search for Omega" .,\11_llst lt)b,S
Tsun-zee Mai

('X..\-'2'22 Graham F. C'arey "Vector and Parallel Iterative Solution of .-\_j_;ust, 1,I,',,S

David R. Kincaid Large Sparse Systems for PDEs"

I',:. Sepehrnoori

David NI. Young

('NA-221 David._l. Young '"The Search for '[tigh Level' Parallelism ,JLllv l,l_<s
for the Solution of Large Sparse Linear

Systems"

C'NA-220 David R. Kincaid "Some Parallel Algorithms on the Four ._lay 1988

Thomas C. Oppe Processor Cray X-MP4 Supereomputer"

C'NA-219 Kaibing Hwang "On the Improvements of the Modified ._Iay 1988

Generalized Conjugate Residual _Iethod

(MGCR-method) for Solving Large Sparse

Nonsymmetric Systems of Linear Equations"

CNA-218 K.ang C. Jea "On the Effectiveness of Adaptive Chebyshev ,_larch 1988

David M. Young Acceleration for Solving Systems of Linear
Equations"

CNA-217 David R. Kincaid "A Brief Reveiw of the ITPACK" _Iarch 1988

David M, Young Project" t.

CNA-216 ThomasC, Oppe "NSPCG User's Guide, Version 1.0 April 1988

Wayne D, aoubert A Package for Solving Large Sparse Linear
David R. Kincaid Systems by Various Iterative Methods"



CNA-215 David M. Young "Iterative Algorithms and Software for August 1987

Tsun-zee Mai Solving Large Sparse Linear Systems"

CNA-214 E. Barragy "A Parallel Element-By-Element Solution June 19_"

Graham F. Carey Scheme"

CNA-213 Thomas C. Oppe "Parallel LU-Factorization Algorithms for May 1987
, David R, Kincaid Dense Matrices"

CNA-212 Kaibing Hwang "A Modified Generalized Conjugate Residual _lay 19_7

I¢ Method (MGCR-method) for Solving Large

Sparse Nonsymmetric Systems of Linear

Equations"

CNA-211 Graham F. Carey "Element-by-Element Vector and Parallel ,_Iav 1',".,.7

E. Barragy Computations"

R. McLay & bl. Sllarma

CNA-210 E. Barragy "A Partitioning Scheme and Iterative _lav 19_7

Graham F. Cazev Solution for Sparse Bordered Systems"

CNA-209 David R. Kincaid "A Parallel Algorithm for the General April 19S7

Thomas C. Oppe LU-Factorization"

('NA-'208 Thomas C. Oppe "Numerical Experiments with a Parallel April 1'_,,7

David R, Kincaid Conjugate Gradient, Method"

CNA-207 David XI, Young "Preconditioned Conjugate Gradient ._larcl_ 1:',7

Kang C Jen Algorithms and Software for Solving Large Sparse

Tsun-zee Mai Linear Systems"

CNA-206 David ._I. Young "A Historical Review of Iterative Nl,_'tllods" F,,bru:,rv 1'..:7

CNA-205 Kaibing ttwang "Rounding Error Analysis of the Optimal Jal_uar_ ltir7
Chebyshev Acceleration Procedure"

CNA-204 Wayne D, Joubert "Necessary and Sufficient Conditions January lP56

David M. Young for the Simplification of

¢ Generalized Conjugate Gradient Algorithms"

CNA-203 Tsun-zee blai "Adaptive Iterative Algorithms for August 19,',t;

Large Sparse Linear Systems"

'! i,



CNA-.02 V,J Eijkhout "Scalar Recurrences on Chainable December 1985

Pipeline Architectures"

CNA-201 Tsun-zee ,_Iai "ITPACK 3B User's Guide January 1986

David NI, Young (Preliminary Version)"

CNA-200 Thomas C. Oppe "A Comparision Study of Iterative August 1985

"(Revised David R, Kincaid Solution blethods for Sample Oil

see below) Reservoir Simulation Problems

on Vector Computers"

"CNA-200 Thomas C, Oppe "The Performance of ITPACKon April 19813 ,,

(Revised) David R. Kincaid Vector Computers"

CNA-199 David ._I. Young "On tile Use of Vector Computers Xlav 1' '"

Thomas C. Oppe for Solving Large Sparse

David R. Kincaid Linear Systems"

Linda J. I-Iayes

CNA-198 (3raham F. Carey "Inherent and Induced Parallelism February 198.5

in Finite Element Computations"

, [ 'CNA-197 David M Young "ITPACK 3A I_ser s Guide October 19S4

Tsun-zee Mai (Prelimineary Version)"

CNA-196 David NI. Young "On the Use of Iterative Methods ;kllgUS[ I{)S'I

David R, Kincaid with Supercomputers for Solving

Partial Differential Equations"

CNA-195 Owe Axelsson "Incomplete Block Matri× July 1984

Factorization Preconditioning
Methods. The Ultimate Answer?"

CNA-194 Owe Axelsson "On the B-Convergence of the June 1984
0-Method Over Infinite Time

for Time stepping for

Evolution Equations"

CNA-Ig3 Reza Oraiee Abbasian "Lanczos Algorithms for _[ay 1984

the Acceleration of I,
Nonsymmetrizable Iterative

Methods" (Master's Thesis)

CNA-192 David R, Kincaid "Combining Finite Element and April 1984

Graham F, Caxey Iterative Methods for Solving

Thomas C. Oppe Partial Differential Equations

Kamy Sepehrnoori on Advanced Computer

David M. Young Architectures"

:[
i

' 'I_ " _1



CNA-191 David R, Kincaid "ITPACKV 2C User's Guide" February 1984

Thomas C, Oppe

John R, Respess, Jr,

David M, Young

CNA-190 OweAxelsson "A Survey of Vectorizable February 1984

Univ, of Nijemegen, Preconditioning Method for Large Scale
. The Netherlands Finite Element Matrix Problems"r

CNA-189 David R. Kincaid "Vector Computations for February 1984

• ' Thomas C, Oppe Sparse Linear Systems"

David M. Young

CNA-188 E,W, Cheney "Four Lectures on Multivariate November 19_3

Approximation"

CNA-187 Ru Huang "On the Determination of September 19_3
Iteration Parameters for

Complex SOR and

Chebyshev Methods"

CNA-186 David l_l, Young "Some Notes on Complex July 1'.,_3

Ru t-tuang Chebyshev Acceleration"

CNA-185 David M, Young "Some Notes on Complex July l',l,'_:l

Ru Huang , Successive Overrelaxation"

i

CNA-IS4 C, Franchetti "Minimal Projections in July 1953

E,W Cheney Tensor-Product Spaces"

CNA-183 Carlo Franchetti '"rhe Embedding of Proxim.al Sets" June 1!1_3

E,W. Cheney

CNA-182 David M. Young "The ITPACK Software Package" June 1983
David R. Kincaid

CNA-181 David M, Young "Accelerating Nonsyrnmetrizable _Iarch 1983
K,C. Jea Iterative Methods"

_. David It. Kincaid

CNA-180 David lt, Kincaid "The ITPACK Project: Nlarch 1983

David M, Young Past, Present &: Future"

CNA-179 M, von Golitschek "The Best Approximation of December 1082

E,W. Cheney Bivariate Functions by

Separable Functions"



CNA-J78 David Ft, Kincaid "ITPACK on Supercomputers" Sc,l-,t,etl_l,,:r lllS2

Thomas C, Oppe

t'NA-177 David [_, Kincaid "Adapting ITPACt< Rout, illes for ,.\rig,isr 19_2

'I"hom_ C, Oppe Use on a Vector Computer"

David ._I, Youngt

(.'N,.\-t76 l,,:ang Chang Jen "Generalized Conjugate Gradient D:bruary 1982
Acceleration of Iterative _lethods"

CN A- 175 W,A, Light "The Characterization of Best September 11),'5l

E,W, Cheney Approximation in Tensor-Product

Spaces" ,,

CNA-17-! ,lolln R, l-h:spess, Jr, "On Lipschitzian Proximity ,_laps" ,fitly l_ql

E,W, Ch,eney

t.'N:\-tT3 David Ft, l',:incaid "ITPACK 2B: A Fortran Package ibr Sept.nll,,_r l!',l

Roger G, Grimes Solving Large Sparse Linear Systems

John R, Respess, Jr, by Adaptive Accelerated Iterative

David ._I, Young _Iethods"

CNA- 172 .NI. von Golitschek "Failure of the Alternating- ._la.v I:l< 1
E.W. Cheney Direction Algorithm for Best

Approximation of Multi-Variate
Functions"

CNA-17I David R. Kincaid "Acceleration Parameters for a ' April IUSl

Symmetric Successive Over-

relaxation Conjugate Gradient
Xlethod for Nonsymmetric Systems"

CNA-IT0 A,K, Cline "Surface Smoothing with January ltlSt

Splines Under Tension"

CNA-169 A,K, Cline "Fteproducing Positivity, January t!)St

, Monotonicity, and Convexity in

Curves with Splines Under Tension"
I

CNA-168 A,K, Cline "Smoothing by Splines January 198l

Under Tension" ,

CNA-167 John P_. Respess, Jt. "Best Approximation Problems in January I981

E.W. Cheney Tensor- Product Spaces"



CNA-166 R,E, Bank , "A Refinement Algorithm Octo_er 19S0

A,H, Sherman and Dynamic Data Structure for
Finite Element Meshes"

CNA.,165 W,A, Light "Some Proximinality Theorem in Tensor- October 1980

Product Spaces"

CNA-164 Roger G, Grimes "ITPACK2A: A Fortran Implementation of October 1980

. David R, Kincaid Adaptive Accelerated Iterative Methods

David M, Young for Solving Large Sparse Linear Systems"

,_ CNA-163 David hl, Young "Generalized Conjugate Gradient August 1%0
h:,C, Jen Acceleration of Iterative Methods: Revised:

Part II: The Nonsymmetrizable Case" September 19,SI)

CNA-162 David M, Young "Generalized Conjugate Gradient August 19_0
L,J, tta.yes Acceleration of Iterative Methods: Reviso.d:

K,C, Jen Part I: The Symmetrizable Case" Septeml_er 19._1)J

CNA-161 David Ft, KincaJd "Adapting Iterative Algorithms August 19,_0

David M, _%ung Developed for Symmetric Systems

To Nonsymmetric Systems"

CNA-160 David M, Young '"The ITPACK Package for Large Sparse August 19_0
David R, Kincaid Linear Systems"

CNA-159 R,E, Bank "Analysis of a Two-Level Scheme for Xla.v 19S0

Todd F, Dupont Solving Finite Element Equations"

CNA-158 R,E, Bank "An Optimal Order Process for Solving _Ia.v 1950

Todd Dupont Finite Element Equations"

CNA-157 C, Franchetti "Simultaneous Approximation and ._Ia.v 19St)

E,W, Cheney Chebyshev Centers in Function

Spaces"

CNA-156 Andrew B, White, Jr, "On the Numerical Solution of April 1<1_0

" Initial/Boundary-Value Problems
in One Space Dimension"

CNA-155 E,W, Chancy "Best Approximation Problems for January tgs0
C, Franchetti Multivariate Functions"

CNA-154 R,E, Bank "A Comparison of Two Multi-Level Iterative January 1980

Methods for Nonsymmetric and Indefinite

Elliptic Finite Element Equations"
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4 On campus -- oct. 17.23,198_

Banquet honors Young
Gregory Lecture slated

on 65th birthday as
part of math conference A Harvard University educator has been selected topresent the second Robert To.dd Grego_ Memorial Lec-

ture at the University.

A banquet honoring Dr. David M. Young Jr. for his Dr. Garrett Birkhoff, the George Putnam Professor of
_many contributions to the field of computational mathe- Pure and Applied Mathematics Emeritus at Harvard,
matics and on the occasion of his 65rh birthday will speak on "A Taxonomy of Square Matrices." The "
highlights the "Iterative Methods for Large Linear Sys- lecture begins at 4 p.m. Oct. 18 in R.L. Moore Hall 4.102
terns" conference to be held Oct. 19-21 at Austin's Mar- with refreshments being se_,ed preceding the lecture at
riott at the Capitol. 3 p.m. in R.L. Moore Hall 12.104.

The conference, with UT Austin's Center for Numeri- Gregory was a faculty member in the departments of

cal Analysis as host, is expected to attract many of the mathemahcs and com'puter sciences from 1959 until
world's most distinguished mathematicians and com- 1974. From 1959 until 1965, he served as associate direc-
puter scientists. The ,, will review the many research ad- tor of the Computat;,on Center. GregoD' died in Knox-
vances in the development of iterative methods for ville, Tenn., in 1984 while on the faculty at the Universi-
high-speed computers during Young's career of almost ty of Tennessee.
40 ,,'ears as well as identifi,, current and future research
directions.

A member of the UT Austin faculty, since 1958, Young
currently is Ashbel Smith Professor of mathematics and

computer sciences. He has been involved in scientific
computing from his days as a graduate student at Har-
vard in the late 1940s until the current generation of

supercomputers.
Young is best known for the development of the theo-

retical analysis associated with the Successive Overre-
laxation (SOR) method. That material is now considered
classical analysis and appears in most textbooks on nu-
merical anal);sis. The conference will offer the unique
opportunity to hear from many of those who, along
with Young, had firsthand involvement in the develop-
ment of that area of scientific computing.

A former director of the Computation Center, Young
was involved in the acquisition of two large computer
systems -.. the Control Data 1604 computer in 1961 and
the Control Data 6600 computer in 1966, machines that.

i helped establish UT Austin as a leading university inscientific computing. He left the Computation Center in

i 1970 to become director of the Center for NumericalAnalysis, a title he still holds.

I Young has worked extensively on the numerical solu-tion of partial differential equations with emphasis on "
the use of iterative methods for solving large sparse sys-

, terns of linear algebraic equations. He has written more
. than 90 technical papers and three books.

Since the mid-1970s, Young has collaborated with Dr.
David R. K3ncaid and others on the ITPACK project, a

project concerned with research on iterative algorithms
and on the devulupn,¢,d, of _es_al-ch-oncnted mathe-
matical software. Several software packages have been
developed with the capability of handling nonsymme-
trio, as well as symmetric, systems. The emphasis of the

! work has been increasingly on the use of advanced com-

puter architectures.
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