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Final Program

CONFERENCE ON ITERATIVE METHODS
FOR LARGE LINEAR SYSTEMS

October 19-21, 1988

Center for Numerical Analysist
The University of Texas at Austin

Co-sponsored by
Society for Industrial and Applied Mathematics
Special Interest Groups for Linear Algebra and Supercomputing

Celebrating the Sixty-fifth Birthday of
David M. Young, Jr.

Tuesday (October 18, 1988)
5:30p-7:00p Pre-Conference Social (No host) — Calypso Bar / Second Level

5:30p-7:00p Pre-Conference Registration — Ballroom Foyer / Third Level

t All conference events (meetings and social) ar
~ e A, s .t m . mOTN M

L. LILl OV, Austl, iexas 1o1v

Interstate 35.

to be held at the Austin Marriott at the Capitol. 701

e
8 od in downtown Austin at the rorner of 11th Street and



R:00a-5:00p

R:208-8:30a

3:30a-9:30a

0:30a-9:50a

D:50a-10:20a

10:20a-11.00a

11:.00a-11.10a

11:40a-12:C0n

12:00n-12:10p

12:10n-1:30p

1:30p-2:10p

2:10p-2:50p

2:50p-3:00p

3:00p-3:20p

Wednesday (October 1‘:), 1988”)
Registration / Information — Marble Desk / Third Level
Opening Remarks: James W. Vick (University of Texas at Austin)

Associate Dean, College of Natural Sciences
Salon D / Third Level

Session WedAM1 — Salon D / Third Level
Chair: David R. Kincaid (University of Texas at Austin)

Garrett Birkhoff* (Harvard University) & Robert E. Lynch (Purdue University)
"ELLPACK and ITPACK as Research Tools for Solving Elliptic Problems”™

Robert E. Lynch* (Purdue University)

“New Finite Difference Approximations of Boundary Conditions”

(Cuffee Break — Ballroom Foyer / Third Level

Session WedAM2 — Salon D / Third Level

Chair: Linda J. Hayes (University of Texas at Austin)

David M. Young* (University of Texas at Austin) &

Tsun-zee Mai (University of Alabama)

“The Search for Omega”

Owe Axelsson* (University of Nijmegen, The Netherlands)

“Some Optimal Order Preconditioning Methods for Diffusion Praoblems Based on
Algebraic Decompositions”

John R. Whiteman* {Brunel University, England)

“Finite Element Treatment of Singularities in Elliptic Boundary Value Problems”

Group Photograph

Lunch (No host — on-your-own)

Session WedPM1 — Salon D / Third Level
Chair: Graham F. Carey (University of Texas at Austin)

Mary F. Wheeler* (University of Houston)
“Dorain Decomposition —

Multigrid Algorithms for Mixed Finite Element Methods for Elliptic PDE’s”

Olof B. Widlund* (New York University)
“Domain Decomposition Algorithms for Elliptic Problems”

Stretch Break with Celeste Hamman, fitness consultant

Coffee Break — Ballroom Foyer / Third Level

* speaker



S:00a-4:00p

3:20a-8:30a

3:30a-9:10a

J:10a-9:30a

9-50a-10:20a

10:20a-11:00a

11:00a-11:40a

11:40a-12:00n

12:00n-1:30p

1:30p-2:10p

2:10p-2:50p

2:50p-3:00p

3:00p-3:20p

Thursday, October 20,:1088 ;
Registration / Information — Marble Desk / Third Level

Second Day Remarks — Salon D / Third Level

Session ThuAM1 — Salon D / Third Level
Chair: J. Tinsley Oden (University of Texas at Austin)

David L. Harrar & James M. Ortega* (University of Virginia)
“Solution of Three-Dimensional Generalized Poisson Equations
on Vector Computers”

Paul E. Saylor* (University of Illinois)
“[terative Methods for Complex Linear Algebraic Equations”

Coffee Break — Ballroom Foyer / Third Level

Session ThuAM?2 — Salon D / Third Level
Chair: E. Ward Cheney (University of Texas at Austin)

Richard S. Varga* (Kent State University)
"Remarks on k-Step Iterative Methods”

Louis W. Ehrlich* (John Hopkins University)
“A Local Relaxation Scheme (Ad-Hoc SOR)
Applied to Nine Point and Block Difference Equations”

Paul Concus* (Lawrence Berkeley Laboratory) &
Paul E. Saylor (University of Illinois)
“Preconditioned [terative Methods .

for Indefinite Symmetric Toeplitz Matrices”

Luncheon — Salon E / Third Level

Session ThuPM1 — Salon D / Third Level
Chair: John R. Cannon (Lamar University)
Howard C. Elman* (University of Maryland)
“Uses of Reordering, Partial Elimination and

Fourier Methods for Sparse Iterative Solvers”

Loyce M. Adams* (University of Washington)

“Fourier Analysis of Two-Level Hierarchical Basis Preconditioners”

Stretch Break with Celeste Hamman, fitness consultant

Coffee Break — Ballroom Foyer / Third Level



Wednesday — continued

Session WedPM2a — Salon D / Third Level
Chair: Robert C. Ward (Oak Ridge National Laboratory)

3:20p-3:40p  Paul J. Lanzkron, Donald J. Rose* & Daniel B. Szyld (Duke University)
“Convergence of Nested Iterative Methods for Linear Systems”

3:10p-4:00p  David J. Evans* & C. Li (Loughborough University of Technology, England)
«D1/2_Norms of the SOR and Related Method for a Class of Nonsymmetric Matrices”

1:20p-4:40p  Martin Hanke* (Universitat Karlsruhe, W. Germany)
“On Kaczmarz' Method for Inconsistent Linear Systems”

4:10p-5:00p  Steven F. Ashby* (Lawrence Livermore National Laboratory)
“Polynomial Preconditioning for Conjugate Gradient Methods”

Session WedPM2b — Salon E / Third Level
Chair: George D. Byrne (Exxon Research)

3.20p-3:40p  Robert E. Wyatt* (University of Texas at Austin)
“Iterative Methods in Molecular Collision Theory”

4.00p-4:20p M. Dryja (University of Warsaw, Poland) & Wlodek Proskurowski*
(University of Southern California)
“Composition Method for Solving Elliptic Problems”

4:20p-4:10p  Seungsoo Lee, George S. Dulikravich* & Daniel J. Dorney (Pennsylvania State University)
“Distributed Minimal Residual (DMR) Method for Explicit Algorithms Applied to
Nonlinear Systems”

{10p-3:00p M. G. Petkov* (Academy of Sciences, Bulgaria)
“On the Matrix Geometric Progression and the Jordan Canonical Form”

5:00p-7:00p  Reception (Light Hors D'oeuvres) — Calypso Terrace / Second Level
Featuring the “Julie Burrell Band”

TGP Dinner (No host — On-your-own)

§:00p-10:00p Tennis Doubles-Mixer
Penick-Allison Tennis Center — corner of Trinity and Martin Luther King Blvd (alias 10th St
[walking distance from hotel (0.6 mile), map available at registration desk,
hotel van available for transportation]




3:00a-5:00p

3:20p-3:40p

3:40p-4:00p
4:00p-4:20p

4:20p-+4:40p

3:20p-3:40p

3:10p-4:00p
1:00-4:20p

4:20-4:40p

5:00p-7:00p

7:00p

Thursday — continued
Poster Session — Ballroom Foyer

Session ThuPM2a — Salon D / Third Level
Chair: Kamy Sepehrnoori (University of Texas at Austin)

Kang C. Jea* (Fu Jen University, Taiwan, R.O. China) &
David M. Young (University of Texas at Austin)

“On The Effectiveness of Adaptive Chebyshev Acceleration
for Solving Systems of Linear Equations”

Anne Greenbaum* (New York University)
“Predicting the Behavior of Finite Precision Lanczos
and Conjugate Gradient Computations”

Tsun-zee Mai* (University of Alabama) &
David M. Young (University of Texas at Austin)
“On the Adaptive Determination of Iteration Parameters”

David R. Kincaid* (University of Texas at Austin)
“A Status Report on the ITPACK Project”

Session ThuPM2b — Salon FG / Third Level
Chair: Robert van de Geijn (University of Texas at Austin)

C.-C. Jay Kuo* & Tony F. Chan (University of California, Los Angeles)
“Two-Color Fourier Analysis of Iterative Methods
for Elliptic Problems with Red-Black Ordering”

Randall B. Bramley* (University of Illinois at Urbana-Champaign)
*A Projection Method for Large Sparse Linear Systems”

David V. Anderson* & Alice E. Koniges (Lawrence Livermore National Laboratory)
“The Solution of Large Striped Matrix Systems Derived from Multiple Coupled 3D PDE's”

Bernd Fischer*(Stanford University & University of Hamburg, W. Germany) &

Lothar Reichel (Bergen Scientific Centre, Bergen, Norway & University of Kentucky)
“A Stable Richardson Iteration Method for Complex Linear Systems”

Conference Social (Cash Bar) — Foyer / Fourth Level

Banquet — Ballroom (Salon A - D) / Third Level



S:00a-4:00p

3:20a-3:30a

3:30a-9:10a

9:10a-9:50a

9:50n-10:20a

10:20a-11:00a

11:00a-11:40a

11:40a-12:00n

12:00n-1:10p

1:10p-1:50p

1:50p-2:00p

2:00p-2:20p

Friday (October 21, 1588)
Registration/Information — Ballroom Foyer / Third Level

Final Day Remarks — Salon D / Third Level

Session FriAMI1 — Salon D / Third Level
Chair: Charles H. Warlick (University of Texas at Austin)

Gene H. Golub* (Stanford University) &
John de Pillis (University of California, Riverside)
“Toward an Effective Two-Parameter SOR Method”

Eugene L. Wachspress* (University of Tennessee)
“The ADI Minimax Problem for Complex Spectra”

Coffee Break — Ballroom Foyer / Third Level

Session FriAM2 — Salon D / Third Level
Chair: Olin G. Johnson (University of llouston)

Thomas A. Manteuffel* (University of Colorado at Denver &
Los Alamos Naticnal Laboratories) &

Wayne D. Joubert (University of Texas at Austin)
“Iterative Methods for Nonsymmetric Linear Systems”

Louis A. Hageman* (Westinghouse — Bettis Laboratory)
“Relaxation Parameters for the [QE Iterative Procedure

for Solving Semi-Implicit Navier-Stokes Difference Equations”
Craig Douglas, J. Mandel & Willard L. Miranker*

(IBM Watson Research Center, Yorktown Heights)
“Fast Hybrid Solution of Algebraic Systems”

Luncheon — Salon E / Third Level
Session FriPM1 — Salon D / Third Level

Chair: Esmond G. Ng (Oak Ridge National Laboratory)

Dan C. Marinescu & John R. Rice* (Purdue University)
“Multilevel Asynchronous Iterations for PDE’s”

Stretch Break with Celeste Harnman, fitness consultant

Coffee Break — Ballroom Foyer / Third Level
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Friday — continued

Session FriPM2a — Salon D/ Third Level
Chair: Esmond G. Ng (Oak Ridge National Laboratory)

2:20p-2:40p  Avi Lin* (Temple University) # Substitution (see below)
“Asynchronous Parallel Tterative Methods”
2:40p-3:00p Thomas C. Oppe* (University of Texas at Austin)

vExperiments with a Parallel Iterative Package”

3:00p-3:20  Michael I. Navon* & H.-1. Lu (Florida State University)
“A Benchmark Comparison of the ITPACK Package on ETA-10 and

Cyber-205 Supercomputers”

3:20p-3:10p  Anne C. Elster* (Cornell University),
Hungwen Li (IBM Almaden Research Center, San Jose) &
Michael M.C Sheng (National Chiao-Tung University, Taiwan, R.O. China)
“Parallel Qperations for Iterative Methods: A Polymorphic View"

3.40p-4:00p  Graham F. Carey*, David R. K'ncaid, Kamy Sepehrnoori, & David M. Young
“Vector and Parallel Jterative Solution Experiments”

Session FriPM2b — Salon I'G / Third Level

Chair: L. Duane Pyle (IIniversity of Houslon)

220p-2:-40p S, Galanis, Apostolos Hadjidimos* & Dimitrois Noutsos
{University of loannina, Greece, & Purdue University)
“On an SSOR Matrix Relationship and Its Consequences”

2:40p-3:00p A Haegemans & J. Verbeke* (Katholieke Universiteit Leuven, Belgium)
“The Symmetric Generalized Accelerated Overrelaxation (GSAOR) Method”

3.00p-3:20p  Apostolos ladjidimos (Purdue University & University of loannina, Greece) &
Michael Neumann® (University of Connecticut)
“Convergence Domains and Inequalities for the Symmetric SOR Method”

3:20p-4:00p  Jerome Dancis* {(University of Maryland)
“Diagonalizing the Adaptive SOR I[teration Method”

3:40p-4:00p  Kaibing HHwang* & Jinru Chen (Nanjing Normal University, P.R. China)

“A New Class of Methods for Solving Nonsymmetric Systems of Linear Equations —
Constructing and Realizing Symmetrizable Iterative Methods”

Conference Adjourns

' Robert van de Geijn (University of Texas at Austin)

"Machine Independent Parallel Numerical Algorithm"
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OBJECTIVE: This conference is dedicated to providing an overview of the state of the art in the use of
iterative methods for solving sparse linear systems with an eye to contributions of the past, present, and
future. The emphasis is on identifying current and future research directions in the mainstream of modern
scientific computing. Currently, the use of iterative methods for solving linear systems is experiencing a
resurgence of activity as scientists attack extremely complicated three dimensional problems using vector
and paralle] supercomputers. Many research advances in the development of iterative methods for high-speed
computers over the past forty years are to be reviewed as well as focusing on current research.

ORGANIZATIONS: The conference is organized by D. Kincaid, L. Hayes, G. Carey and W. Cheney,
who are members of the host organization — the Center for Numerical Analysis (CNA) of The University
of Texas at Austin. This meeting is being co-sponsored by the Special Interest Groups for Linear Algebra
and Supercomputing of the Society for Industrial and Applied Mathematics. Support for this conference
is provided, in part, by the Office of Naval Research, the Department of Energy, the National Science
Foundation, the Air Force Office of Scientific Research, and The University of Texas at Austin.

POSTER SESSION: A poster session will be held where anyone who wants to post recent research results
may do so. A limited number of easels (6) will be available in the Ballroom Foyer for posting on Thursday
afternoon (3:00p-5:00p). If interested, please sign-up at the registration desk.

MESSAGE BOARD: A message board will be located in the Ballroom Foyer area during the conference.

ACCONMINMNODATIONS: To make reservations call the Austin Marriott at the Capitol, 701 E. 11th St.
[(512) 478-1111 or (800) 228-9290] for rooms at the special conference rate of 335 for single or double rooms.
All reservations are handled on a first-come-first-served basis.

TRAVEL: Many major airlines flv into Austin via Dallas or Houston with some direct flights from other
locations. The primary air-carriers serving Austin are American, American-West, Continental. Delta, North-
west, Pan Am. Southwest, TWA, United, and USAir. Since airlines give discount rates for those staying
over a Saturday night. plan to stay and enjoy the weekend in Austin! An information desk operated by the
City of Austin is located in the airport and is a good source for {ree material on events and sights of interest
in and around Austin. (Just ask for a packet of information.)

TRANSPORTATION: A hotel courtesy-van is available for transportation between the airport and the
hotel (a short 15 minute trip). [Regular hours of operation are on the hour and half-hour from t:00a-12:00n
and by request 12:00n-12:00m with frequent trips Tuesday evening before the conference and Friday evening,
after the conference.] The hotel also operates a free shuttle bus to The University of Texas at Austin which
is approximately ten blocks north. [See the posted schedule in the hotel.] Please contact the Bell Station to
confirm transportation. The City operates the “catch a'dillo bus” (short for armadillo) for transportation
around the downtown area.

TENNIS DOUBLES-MIXER: On Wednesday evening, a tennis doubles-mixer has been arranged at
Penick-Allison Tennis Center — corner of Trinity and Martin Luther King Blvd. (alias 19th St.).

EXERCISE: Celeste Hamman, fitness consultant, leads the stretch breaks each day during the conference
to energize us for the late afternoon sessions. For those interested, Celeste supervises a jog around the
Capitol/University area during the Wednesday lunch break (leaving at 12:15pm from the front of the Marriott
and finishing at 1:00pm). Also, she is available during the conference for individual instrliction on subjects
such as conditioning, race-walking, etc.

o



POINTS OF INTEREST: Austin is the capital of Texas with several points of interest including the State
Capitol Building, Governor's Mansion, Lyndon B. Johnson Presidential Library and Museum, Zilker Park
and Barton Springs (spring-fed natural swimming pool always 68°), and many more. Near to Austin are
several scenic lakes, such as Lake Travis, and the “Texas hill country.” Austin is in the center of Texas with
historic San Antonio and the Alamo only 70 miles south, Dallas/Ft. Worth 200 miles north, and Houston
200 miles Southeast. The weather is usually quite pleasant in Austin in October but is known to change
rapidly (October averages: 80° high, 55° low). Many restaurants and night-spots are located on “Gth Street”
five blocks south of the hotel. South of 1st Street is “Town Lake” with the popular “hike-'n-bike” trail for
jogging, speed-walking, or an enjoyable stroll. Austin also offers a host of other activities that participants
can individually arrange. Some information is available at the conference registration desk.

CONFERENCE PROCEEDINGS: The long papers from the conference will be published by Academic
Press in book form and will appear in 1989. Pre-publication orders can be placed during the conference.

REGISTRATION: Conference registration fee is $125. This fee includes morning and afternoon coffee
breaks. two luncheons. a reception, and a banquet honoring Professor Young. The student registration
fee 1s 18, which allows admission to the technical sessions and coffee hreaks only. The evening social
activities of the conference are available to companions of conference participants at the following rates:
S10.75 reception (Wednesday night), $13 each luncheon (Thursday or Friday), 32750 bhanquet (Thursday
night). no charge for ronference socials (cash bar). To register, detach and mail the registration form below.
For additional information, contact the CNA at the address below or at Tel: (512) 4T1-1242 . Arpanet:
kincaid @es.utexas.edu; Bitnet: kincaid@uta3081.

Dr. David R. Nincaid
Associate Director

Center for Numerical Analysis
RLM Bldyg 13150

Umiversity of Texas at Austin
Austin, Texas 78T13-8510

10
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Center for Nurnerical Analysis
The University of Texas at Austin
Austin, TX 78713-8510

Celebrating the Sixty-fifth Birthday of
David M. Young, Jr.

Co-sponsored dy
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ABSTRACTS

OBJECTIVE: This conference is dedicated to providing an overview of the
state of the art in the use of iterative methods for solving sparse linear systems
with an eye to contributions of the past, present and future. The emphasis is on
identifving current and future research directions in .he mainstream of modern
scientific computing. Recently, the use of iterative methods for solving linzar
systems has experienced a resurgence of activity as scientists attack extremely
complicated three-dimensional problems using vector and parallel supercom-
puters. Many research advances in the development of iterative methods for
high-speed computers over the past forty years are reviewed. as well as focusing
on current research.

ORGANIZATIONS: The conference is organized by David R. Kincaid. Linda
J. Hayes, Graham F. Carey and E. Ward Cheney, who are members of the host
organization—the Center for Numerical Analysis (CNA) of The University of
Texas at Austin. Support for this conference is provided. in part, by the Office of
Naval Research, the Department of Energy, the National Science Foundation.
the Air Force Office of Scientific Research, and The University of Texas at

Austin.



IO i 1w )

Speaker Page
Adams 1
Anderson 2
Ashby 4
Axelsson 5
Birkhoff T
Bramley 9
Carey 10
Concus 11
Dancis 12
Dulikravich 13
Ehrlich 15
Elman 16
Elster 17
Evans 18
Fischer 19
Golub 20
Greenbaum 21
Hadjidimos 23
Hageman 24
Hanke 25
Hwang 26
Jea 28
Kincaid 29
Kuo 30
Lin 32
Lynch 34
Mai 35
Manteuffel 37
Miranker 38
Navon 40
Neumann 41
Oppe 42
Ortega 43
Petkov 43
Proskurowski 45
Rice 16
Rose 47
Saylor 48
Varga 19
Verbeke 50
Wachspress 52
Wheeler 53
Whiteman 54
Widlund 55
Wyatt 56
Young 57




T

Session ThuPMI1

Fourier Analysis of Two-Level Hierarchical Basis Preconditioners

Loyce M. Adams*®
Applied Mathematics
University of Washington
Seattle, WA 98195

Abstract

The use of hierarchical basis functions to precondition the conjugate gradient
method has been proposed by Yserentant. It has shown the condition number
of the resulting N x N system in two dimensions to be O(log3.V), independent
of the number of refinement levels. In three dimensions, an upper bound using
tetrahedral elements, has been shown by Ong to be O(N$), independent of the
number of refinement levels. The analysis that leads to these results gives an
order bound and hence fails to produce the exact condition number.

We present an analysis of a two-level hierarchical basis preconditioner in one,
two, and three dimensions using Fourier analysis. This technique has been used
recently by Chan and Elman, Kuo and Levy, Adams, LeVeque, and Young, and
Kuo and Chan to analyze iterative methods, preconditioners, and a two-level
multigrid procedure. The crucial observation is the identification of different
node types that make up the two levels. For example, in two dimensions, four
types of nodes are identified (as opposed to two for Kuo and Chan’s two-level
multigrid analysis). The Fourier results show the two-level preconditioner has
the condition number behavior described above as the number of dimensions
increases. (This research was supported by AFOSR Grant No. AFOSR-86-

0154.)
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Session ThuPM2b

The Solution of Large Striped Matrix Systems
Derived from Multiple Coupled 3D PDE"s

David V. Anderson® and Alice E. Koniges
National Magnetic Fusion Energy Computer Center
Lawrence Livermore National Laboratory
Livermore, CA 94550

Abstract

In the context of physics applications it is often desired to solve coupled
PDE's because uncoupled approximations require additional iterations to rep-
resent the coupling that is physically present. For time evolutionary problems.
the coupled approximation is not only more accurate but has good numerical
stability properties for the temporal discretization. For generally asymmet-
ric systems we have applied point incomplete factorization to precondition the
problem which is then subsequently solved either by conjugate gradient (on
the normal form) or biconjugate gradient techniques. Assuming that any dis-
cretizations in time are treated explicitly one is left with coupled PDE's over a
3D spatial domain. We allow each spatial opetator up to a 27 point stencil which
is adequate for most finite difference or finite element methods constructed on
topologically rectangular domains. These ideas have been embodied in the code
CPDES3 which generates a compact striped matrix representation and solves
it. When several coupled systems are to be solved hundreds of stripes may ap-
pear in the matrix. Periodic boundary conditions, allowed as an option, lead
to further stripes in the corners of the various matrix blocks. Two portions of
the code that were formerly recursive have been indirectly vectorized across the
stripes thus yielding a code that is fully vectorized. One version of the code
employs the biconjugate gradient algorithms which we have multitasked on two
processors. \We regard this code as capable but test of it on the Cray-2 show



-

modest performance which we believe is the result of poor indirect vector speed.
We attribute this partly to our use of insufficiently long vectors and partly to
the poor object code coming from the compiler. To make this code faster we
have considered writing the indirect vector loops in assembler. We do not see
any way to exploit higher levels of multitasking or to avoid the use of indirect
vectorization unless we abandon the point preconditioner. We are currently
investigating the use of block preconditioning which has enjoyed some success
in simpler 2D applications where the convergence properties, multitasking effi-
ciency, and vector performance were superior to that obtainable from pointwise

preconditioning.




Session WedPM2a

Polynomial Preconditjoning for Conjugate Gradient Methods

‘J Steven F. Ashby*
Computing and Mathematics Research Division
Lawrence Livermore National Laboratory
Livermore, CA 94550

Abstract

[n this talk we examine the use of polynomial preconditioning in conjugate
gradient methads for both Hermitian positive definite and indefinite matrices.
Such preconditioners are easy to employ and well-suited to vector and/or paral-
lel architectures. We first exploit the versatility of polynomial preconditioners
to design several new CG methods. To obtain an sptimum preconditioner,
we solve a constrained minimax approximation problem. The preconditioning
polynomial is optimum in that it minimizes a bound on the condition number
of the preconditioned matrix. An adaptive procedure for dynamically deter-
mining the optimum preconditioner form the CG iteration parameters is also
discussed. Finally, in a variety of numerical experiments on a Cray X-MP /48,
we demonstrate the effectiveness of polynomial preconditioning.




Session WedAM?2

Some Optimal Order Preconditioning Methods
for Diffusion Problems Based on Algebraic Decompositions

Owe Axelsson®
Department of Mathematics
University of Nijmegen
Toernooiveld 6525 ED Nijmegen
The Netherlands

Abstract

Recently many new interesting results for the construction of preconditioning
methods of optimal order (O(1)) or nearly optimal order (O(logh)) condition
numbers for the solution of diffusion problems, which depend only on some
algebraic properties, have appeared. The theory for optimal order of classical
multigrid methods (W. Hackbusch and others) on the other hand depends on
the regularity of the solution and the mesh used for the discretization. The
theory of the hierarchical basis function method (H. Yserentant and others) is
based on an interpolation estimate which is closely associated with the behaviour

of discrete Greens functions and the condition number is O(log h)* in 2D but

O(h=') in 3D (two and three space dimensional problems, respectively).

For domain decomposition methods similar results have been derived by
Bramble, Pasciak and Schatz and by Widlund among others.

In the talk we report on two new methods of algebraic decomposition

(i) by use of domain decomposition and

(ii) by recursive reordering of the mesh points to form a nested sequence of
meshes.

In (i) a decomposition of the domain into thin strips is used to get a block-
tridiagonal matrix for which an approximate factorization method is used to



compute a preconditioner. In this the Schur complements are approximated
using an indirect method which requires only the computation of the action of
the exact Schur complements. ‘

Using an odd-even reordering of the subdomains the method parallelizes very
well. [t is most efficient to use the method as a corrector on the coarse mesh
in a two-level V-cycle method, where some smoother, such as an incomplete
factorization, is used on the fine mesh. In (ii) one utilizes the two by two block
structure of the nodal basis stiffness matrices for a sequence of nested meshes.
Using a polynomial approximation of the Schur complements in the recursive
block matrix factorization, we construct optimal order preconditioners, where
only the constant =+, i.e. the cosine of the “angle” between the corresponding
finite element basis function subspaces, in the strengthened C-B-S inequality
is used. ¥ can be determined locally on individual elements, and depends on
the angles of the triangulation but is independent on the diffusion coefficients,
if these are piecewise constant, and is also independent of the regularity of the
solution.

The condition number is of optimal order and if v is sufficiently small (a
condition met by practical F.E. meshes) the work estimate is also of optimal
order.

The new methods which are easy to implement in a computer code. are
presented with their basic properties. Some numerical comparisons are also
presented. The methods perform about as well as classical multigrid methods
when these latter perform at their best (for model type problems) but are in
addition very robust.
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ELLPACK and ITPACK as Research Tools
for Solving Elliptic Problems

Garrett Birkhoff™ Robert E. Lynch
Department of Mathematics Computer Sciences Department
Harvard University Purdue University
Cambridge, MA 02138 \West Lafayette, IN 47907
Abstract

While writing our recent book [BL), we became aware of many basic research

questions that we did not have time to investigate. These include:

A.
B.

When are direct methods more efficient than iterative methods?

In general, self-adjoint linear elliptic problems are associated with sym-
metric operators, and so one would like their discretized form, Au = b, to
involve a symmetric matrix A. How practical is this?

When does it pay to use “HODIE” or other methods having more than
O(h?) accuracy?

. How adequate is the ELLPACK two-dimensional domain processor? In

using it, how should one choose the mesh lines?

When are finite element methods (F.E.M.) preferable to difference meth-
ods (A ES)?

. How feasible is it to construct a useful analog of ELLPACK for solving

three-dimensional (3D) problems?

How hard is it to treat guasilinear elliptic problems numerically?

H. Same question for eigenproblems?



[. How efficiently could Frankel's method be adapted to parallel machines?

For the past six months, we have been trying to utilize ELLPACK and IT-
PACK as research tools to help us answer these questions and also the following

new question:

J. How much more efficient and accurate is the new HODIE-G ELLPACK
module than previous discretization modules?

Our talk will be a progress report on the conclusions we have been able to make

by the time of the Austin meeting.
Reference: [BL] “The Numerical Solution of Elliptic Problems.” SIAM

Publications, 1984.
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A Projection Method for Large Sparse Linear Systems

Randall B. Bramley*®
Center for Supercomputing Research and Development
University of Illinois at Urbana-Champaign
Urbana, IL 61820

Abstract

A block-Kaczmarz row projection method, RP, is described and tested. The
method is extremely robust and has convergence properties completely inde-
pendent of the eigenvalue distribution of the linear system to be solved. For
structured systems and many sparse unstructured systems RP allows paral-
lelism in the computations, and when combined with conjugate gradient (CG)
acceleration it is competitive with unpreconditioned generalized CG methods
as well as CG applied to the normal equations of the system.
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Vector and Parallel Iterative Solution Experiments

Graham F. Carey*, David R.. Kincaid,
Kamy Sepehrnoori, and David M. Young
Center for Numerical Analysis
University of Texas at Austin
Austin, TX 78713-8510

Abstract

The solution of partial differential equations such as the Navier-Stokes equa-
tions and transport equations for reservoir simulation lead to large sparse linear
algebraic systems. llere we consider some issues related to vector and vector-
parallel solutions of these systems using iterative algorithms. In particular,
we show performance results for accelerated conjugate gradient type methods
applied to viscous flow and reservoir applications, using finite element and fi-
nite difference discretization methods. Additional results are included for full
systems of equations such as those encountered in boundary element computa-
tions, and comparison studies of iterative and elimination solver performance
are described.
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Preconditioned Iterative Methods
for Indefinite Symmetric Toeplitz Matrices

Paul Concus® Paul E. Saylor
Lawrence Berkeley Laboratory Computer Science Department
University of California University of lllinois at Urbana
Berkeley, CA 94720 Urbana, IL 61801
Abstract

Stable fast-direct methods for solving symmetric, positive-definite, Toeplitz-
matrix systems of linear equations have been known for a number of years. Re-
cently, a conjugate-gradient method has been proposed with circulant precondi-
tioner as an effective means for solving these equations. For the (non-singular)
indefinite case, the only stable algorithms that appear to be known are the gen-
eral O(Nsupd) direct methods, such as LU decomposition, which do not exploit
the Toeplitz structure. In this talk we report oi: our initial results for developing
iterative methods for the indefinite symmetric case.

11
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Diagonalizing the Adaptive SOR Iteration Method

Jerome Dancis*®
Department of Mathematics
University of Maryland
College Park, MD 20742

Abstract

The SOR iteration method is a popular method for solving the large sparse
systems of linear algebraic equations which approximate many partial Jifferen-
tial equations that arise in engineering. Often the associated SOR matrix M 1.V
is diagonalizable except at the eigenvalue A = w — 1, and the non-eigenvector
p. associated with the A = w - 1 (i) slows down the convergence and (ii) in the
adaptive SOR method, reduces the accuracy of the calculation of the next relax-
ation factor w;. Of course, M~! N cannot be diagonalized, but the error vector
can be pushed into the span of the eigenvectors of M~! N thereby eliminating
the p.-coordinate of the error vector, together with its undesirable effects. We
do this with the simple polynomial acceleration associated with the polynomial
Pi(z) = [z~ (= /[l = (w= 1], and Pa(z) = 2"~ Pi(2), n = 2,3.. ..

In the adaptive SOR method, this acceleration reduces the size of the error (i)
by enabling the program to update the value of w; sooner, and (ii) by eliminating
the contribution of p. to the error vector.

In our computer run, using this polynomial acceleration resulted in an extra
digit of accuracy over the results using the standard adaptive SOR method.

12
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Distributed Minimal Residua! (DMR) Method
for Explicit Algorithms Applied to Nonlinear Systems

Seungsoo Lee, George S. Dulikravich®, and Daniel J. Dorney
Department of Aerospace Engineering
Pennsylvania State University
University Park, PA 16802

Abstract

A new algorithm for the acceleration of explicit iterative schemes for the nu-
merical solution of nonlinear systems of partial differential equations has been
developed. The method is based on the idea of allowing each partial differential
equation in the system to approach the converged solution at its own optimal
speed. The DMR (Distributed Minimal Residual) method introduces a sepa-
rate sequence of optimal weighting factors to be used for each compo'nem of
the general solution vector. The acceleration scheme was applied to a highly
nonlinear coupled system of four time-dependent partial differential equations
of inviscid gas dynamics in conjunction with the finite volum: Runge-Kutta
explicit time-stepping algorithm. Using DMR without muitigridding, between
30% and 70% of the total computational efforts were saved in the subsonic com-
pressible flow calculations. DMR method offers most time savings when applied
to stiff systems of equations. Several attempts have been made to accclerate
the iterative convergence of this method. They include local time stepping. im-
plicit residual smoothing, enthalpy damping and multigrid techniques. Also, an
extrapolation procedure based on the power method and the Minimal Residual
Method (MRM) were applied to the finite volume Runge-Kutta method. In
the MRM, a weighted combination of the corrections at consecutive iteration
levels is extrapolated and the weights are chosen to minimize the Ly norm of
the future residual. The extrapolation was performed without considering the

13
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properties of the governing equations. The GNLMR (Generalized Nonlinear
Minimal Residual) method utilizes the information about the governing equa-
tions. [t has been applied successfully to a number of scalar nonlinear partial
differential equations.

Both MRM and GNLMR methods are based on using the same values of
optimal weighting factors for the corrections to every equation in a system.
Since each component of the solution vector in a system of equations has its
own convergence speed, the sequence of optimal weights could be allowed to be
different for each component. This concept is the essence of the DMR method.
Thus. for example, we combined corrections from four consecutive time steps by
introducing four weighting factors to each of the four equations. [ence. a set of
sixteen algebralc equations needs to be solved to determine the four sequences
of four weighting factors in each of them. The DMR method requires about
200% more storage than the criginal non-accelerated algorithm.

14
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A Local Relaxation Scheme (Ad-Hoc SOR)
Applied to Nine Point and Block Difference Equations

Louis W. Ehrlich®
John Hopkin’s University
Applied Physics Laboratory
Laurel, MD 20707-6099

Abstract

The ad-hoc SOR method was originally devised for five point difference
equations. Interest developed on how it might be applied to nine point schemes
and block schemes. In this talk we will give a brief history and description of
the method. Then we will discuss its application to nine point schemes, with
justification as to its expected behavior. Several examples will be presented.
Finally, we note its application to block methods and indicate why this may not
be a wise move.

15
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Uses of Reordering, Partial Elimination and Fourier Methods
for Sparse Iterative Solvers

Howard C. Elman*®
Department of Computer Science
University of Maryland
College Park, MD 20742

Abstract

Three tools for the development and analysis of iterative methods for solvinig
discretized partial differential equations are reordering, partial elimination, and
Fourier methods. These techniques have their origins in Young's original work
on iterative solvers, and they are in common use today. Ve discuss some recent
results concerning these methodologies, and show how each of them relates to
Young's work. In particular, we show how reordering and partial elimination is
used to develop iterative methods for parallel and vector computers, and the ef-
fects and advantages of such strategies for solving nonsymmetric linear systems.
In addition, we discuss the use of Fourier methods for analyzing convergence
rates of preconditioned conjugate gradient methods.
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Parallel Operations for Iterative Methods: A Polymorphic View

Anne C. Elster® Hungwen Li Michael M.C. Sheng
Dept. of Elec. Eng. [BM Almaden Inst. Computer Eng.
Cornell University Research Center National Chiao-
[thaca, New York San Jose, California Tung University

14853 95120 Taiwan, R.O. China
Abstract

Matrix and vector operations such as matrix-vector multiplication. FTTs.
and cyclic reduction are used in a wide class of scientific problems. quite of-
ten in the context of iterative methods. As these problems become larger and
more computationally intensive, it becomes desirable to consider highly parallel
computer systems. However, sparse structured matrix problems as well as the
distant data transfers needed during the computations of techniques such as the
FFT and cyclic reduction, usually result in a high percentage of idle processors
and thus a low system performance — especially on SIMD machines.

In this paper, issues concerning how to efﬁcieﬁtly map such problems onto the
Polymorphic Torus architecture, a reconfigurable massively parallel fine-grained
systemn, are presented. In particular, how the reconfigurability minimizes com-
munication costs by letting the architecture match the problem structures is
discussed.
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D3%-Norms of the SOR and Related Method
for a Class on Nonsymmetric Matrices

David J. Evans® and C. Li
Department of Computer Studies
Loughborough University of Technology
Loughborough, Leicestershire
LE11l 3TU England

Abstract

In this lecture, D¥-norms of SOR with optimal and non-optimal parameters
are considered. The related meth