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ABSTRACT
Technical Specifications require surveillance testing to assure that the standby systemsimportant to safety ™
will start and perform their intended functions in the event of plant abnormality. However, as evidenced
by operating experience, the surveillance tests may adversely impact safety because of <heir undesirable
side etfects, such as initiation ot plant transients during testing or wearing-out of safety systems due to
testing.

This paper first defines the concerns, i.e., the potential adverse etfects of surveillance testing, from a risk
perspective.  Then, we present a methodology to evaluate the risk impact of those adverse effects,
focusing on two important kinds of adverse impacts of surveillance testing: (1) risk impact of test-caused
trips and (2) risk impact of test-caused equipment wear. The quantitative risk methodology is
demonstrated with several surveillance tests conducted at boiling water reactors, such as the tests of the
main steam isolation valves, the turbine overspeed protection system, and the emergency diescl
generators, We present the results of the risk-etfectiveness evaluation of surveillance test intervals, which
compares the adverse risk impact with the beneficial risk impact ot testing from potential fajlure
detection, along with insights from scnsitivity studies.

1. BACKGROUND AND INTRODUCTION i

Surveillance tests are required in nuclear power plants to detect failures in standby equipment
as a means of assuring their availability in case of an accident. However, operating experience suggests
that the tests may have adverse impact on satety, '3 that may be causced by test errors, ¢.g., human errors
of omission or commission, including the potential tor common-cause tailures. This potential for adverse
impact on safety is aggravated by the "overwhelming” amount of testing!? presently required by Technical
Specitications.

To address the problem of surveillance testing, i.c., the adverse effect on safety exacerbated by
the significant amount of testing, the U.S. Nuclear Regulatory Commission (NRC) performed a serics
of studies. NUREG-1024* made recommendations to enhance the safety impact of surveillance
requircments.  NUREG-1366* implemented the recommendations by "qualitatively” examining all
Technical Specitications surveillance requirements to identity those that should be improved.  Four
different types of adverse ctfects of testing were used in the NUREG-1366 study as screening criteria:




(a) leading to a plant transient, (b) unnecessary wear to equipment, (¢) unnecessary radiation exposure
to plant personnel, and (d) unnecessary burden on plant personnel.

This paper summarizes the work* performed for the NRC by Brookhaven National Laboratory
to help enhance the safety impact of surveillance testing. We first define the adverse etfects of
surveillance testing from a risk perspective, and then present a methodology to "quantify” the adverse risk
impact, i.e., the penalty or increase in risk caused by the test. The quantitative methodology tocuses on
two important adverse effects, i.e., transients and equipment degradations. These adverse effects
generate significant safety concerns because of: (1) plant abnormality which may challenge safety systems
and plant operators and (2) equipmient wear-out which increases the unavailability of the safety system
or function, and thereby, reduces the plant’s accident mitigating capability.

The risk impact of test-caused plant transients was evaluated by recognizing that the transients,
which cause or require a reactor scram, are initiating events as typically called in probabilistic risk
assessments (PRAs). The risk impact of equipment degradations was assessed using a test-caused
component degradation model which was developed in this study from considerations ot the stresses on
equipment and degradation mechanisms induced by testing and aging.

The methods for evaluating the adverse effects of testing were applied to several surveillance tests
at boiling water reactors, such as those on the main steam isolation valves, the turbine overspeed
protection system, and the emergency diesel generators. The risk associated with these tests was assessed
using a PRA conducted in the NUREG-1150 study.’ Risk-eftectiveness was evaluated by comparing the
risk impact of plant transients and equipment degradations tfrom these tests to the beneticial risk impact
of testing resulting from the detection of failures. Sensitivity studies were also carried out on risk impact
versus test interval.

Section 2 of this paper defines the adverse ettects of testing from a risk perspective. Sections 3
and 4 present the methodology to evaluate the risk impacts of testing associated with transients and
equipment degradations, along with the results of the risk-ctfectiveness evaluation and sensitivity studies.
Section S gives our conclusions.

2. RISKS ASSOCIATED WITH A TEST

Surveillance testing may have two ditferent types of risk impact on the plant: a beneticial impact,
i.c., the reduction in risk, and an adverse impact, i.c., thé increase in risk. The beneficial risk
contribution results from the detection of failures which occur between tests.  This risk contribution
"detected” by a test here will be called Ry, The adverse risk contribution results from degradations or
failurcs that are due to or related to the test, and from the component unavailability during or as a result
of the test. This contribution "caused” by a test will be called R..

The test-detected risk contribution, R, resulting trom the detection of tailures can be quantitied
in the framework of a PRA, as demonstrated in reterence 6. The test-caused contribution, R, may have
several different kinds of contributions. Table 1 lists the difterent risk contributions which can be
associated with a test, along with the root causes of the risk.

From Table 1, the test-caused risk can be expressed in a general torm as

Re = Ry, + Ry, + I

trip wear

+ Rdnwn ( 1)

state

where, for any specific test, some contributions may be irrelevant or insigniticant compared to the others.
When a test program or procedure is evaluated tor its risk-cftectiveness by conducting tests on a number
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Table 1. Tcst-Cadscd Risk Contributions and Their Root Causes

Identifier | Risk Contribution from Test Root Causes of the Risk
Ryip Risk from trips Human ervor, cquipment failure, procedure
inadequacy.
Ryecar Risk from equipment wear ‘ Inherent characteristics of the test, procedure
inadequacy, human error.
Rae Risk from misconfigurations or Human error, procedure inadequacy.
errors in component restoration ‘
Rioun Risk associated with downtime in Unavailability of the component during the
carrying out the test test. Aftected by the test override capability.

of individual components, then the contributions for each test plus the contributions from any test
interactions need to be considered.

In addition to those eftects defined in Table 1, two other adverse effects may be sometimes
encountered: radiation exposure to plant personnel and unnecessary burden of work on plant personnel.
These adverse eftects differ from those in the table in that: (1) the radiation exposure to plant personnel
is not amenable to a risk analysis based on the core-damage trequency as a risk measure, and (2) the
unnecessary burden of work on plant personnel in general is not subject to a risk analysis. Although
excluded from the quantitative risk analysis, these adverse etfects can be considered qualitatively along
with the results of quantitative risk analysis for the evaluation ot surveillance requirements.

Among the various root causes of the risk delincated in Table 1, human errors of component
restoration tollowing tests are the root cause which previous studies” concentrated on to address adverse
effects of testing. In terms of the risk contributions in the table, the studics tocused on R, that is most
likely to be caused by human errors, with some consideration of R .

state

The risk also can be evaluated tor a specific root-cause, such as human errors (or more
specifically, errors of omission or commission). For instance,presume that human errors during a test
may cause a transient and also may cause the components not to be restored to the normal status, The
risk contribution due to potential human errors during the test can then be estimated by first evaluating
the contributions of the risk from trips, R, and from component restoration crror, R due to only
human errors, and then adding the contributions.

state?

In evaluating the risk-ctfectiveness of a test (or group of tests), the test-detected contribution,
Ry, can either be compared to specific test-caused contributions or to all relevant contributions
constituting R.. When R is assessed by considering all signiticant contributions, we can detine the risk-
cffectiveness of a test as tollows: a test is risk-cffective it Ry > R, otherwisce it is risk-incttective. If only
specitic contributions are considerced, then the evaluation of the risk-ctfectivencess of the test is considered
with regard to the specitic test-caused contributors.  For example, if test-caused risk contributions due
to trips, Ry, arc only considered and we assess that Ry > Ry then we can say that the test is risk-
ctfective with regard to test-caused trips. When more test-caused contributions are considered, then
broader conctusions can be reached.



3. RISK IMPACT OF TEST-CAUSED TRANSIENTS

The opereting history of nuclear power plants suggests that a surveillance test conducted at power
may cause a transient that will lead to or require a reactor trip. The risk impact of such transients
depends on the various responses of the plant safety systems, and also on plant operators. Typically, in
PRAs the various plant or operator responses that may affect the plant risk are taken into account using
event trees to delineate the progressions of accident sequences and system fault trees to identity the
failure modes and their effects on the system unavailabilities. Hence, the risk contribution trom test-
caused transients to the plant risk can be evaluated within the framework of a PRA model.

The risk impact of a test-caused transient, R
initiating event group associated with the transient:

ripe €N be evaluated through that of the PRA

Rmp =¢ RIE-j (2)

where Rig; denotes the risk impact of the j-th initiating event group which is assumed to be associated
with the test-caused transient, and ¢ is the proportion by which the trequency ot the PRA initiating cvent
group is attributable to these transients. The proportion, ¢, can be estimated by analyzing plant
operating data:

¢ - NK‘SI (3)
Nig
where,
Ni.ss = the number of test-caused transient events, and
Njg; = the number of transient events belonging to the initiating event group associated with the

test-caused transient.

To obtain ¢, the test-caused transients must be associated with the relevant initiating event
groups. For this purpose, the EPRI (Electric Power Rescarch Institute) transicnt categorics® that were
originally developed to analyze the historical transient events in a study of anticipated transients without
scram (ATWS) can be used. Such use will facilitawe and infprove the accuracy of the data analysis,
because the extent of detail on the test-caused transients and the PRA initiating event groups is usually
quite different.  The ATWS study dcetined 37 transient categories tor BWRs based on the ditterent
characteristics of a variety of transient events that had occurred or might occur in the plants.

For sensitivity studics (in terms of risk impact versus test interval that will be discussed later),
we first get the tollowing equation for the probability, p;.,, that a transient will oceur during or as a result
of a test:?

plrip = l; T d) (4)

where T and I denote the test interval and the frequency of the j-th initiating event group used in the
PRA model, resp ey, Substituting an expression tor ¢ trom Equation (4) into Equation (2) we have:



pm’p
R. = -2PR.,.. (5
P Ij T ™ )

These formulas discussed above were used in the framework ofa NUREG-1150 PRA for a BWR
to evaluate the risk impact and effectiveness of the following tests: a) a quarterly test of the main steam
isolation valve (MSIV) operability and b) a weekly test of the turbine overspeed protection system
(TOPS).

Table 2 shows the BWR transient categories that were identitied as being associated with the
tests, based on the test characteristics and the effccts of the test-caused transients on the plant. For
example, a TOPS test may cause the turbine control valve to fail closed, resulting in high steam pressure
in the main steam system, and consequently, in a turbine trip. Hence, the transient due to the TOPS test
can be classified into Category 3, "Turbine trip," and Category 13, "Turbine bypass or control valves cause
increased pressure (closed)."

Table 2. Association of Transient Categories Relevant to Test-Caused Transients
with PRA Initiating Event Groups

Test Transient Description PRA Initiating
Category Event Group
MSIV 6 Inadvertent closure of one MSIV T2
7 Partial MSIV closure T2
TOPS | 3 Turbine trip T3A
13 Turbine bypass or control valves cause increased T3A
pressure (closed)

The transient categories were then associated with the initiating event groups modeled in the
plant-specific PRA, based on the characteristics of the categorics and the groups. The plant-specific PRA
initiating event groups which were identiticd to be associated with the transient categories are listed in
Table 2. Categorics 3 and 13 of the TOPS test are associated with initiating cvent group T3A, i.e.,
transicnts with the power conversion system initially available except those due to an inadvertent open
relict valve in the primary system and those involving loss of feedwater. Categories 6 and 7 of the MSIV
operability test are associated with initiating event group T2 which incorporates transients with the power
conversion system unavailable.

The results of the core-damage frequency impact of test-caused transients, R, and the
probability that a transicnt will occur during or as a result of a test, p,, are the following:

a) For quarterly MSIV test

Ry, = 1.8E-7 per reactor year
Pup = 0.7E-2 per test



b) For weekly TOPS test:

Ry = 3.7E-8 per reactor year
Puip = L.7E-3 per test

“Comparing the results for the two different tests, we see that, tor these test intervals, the risk
contribution from test-caused transicnts and the probability of a transient occurring during a test for the
MSIV test is greater than those for the TOPS test by a factor of § and 4, respectively.

We can also examine whether the test is risk-cftective with respect to test-caused transients by
comparing the value of Ry to that of R;;. The quarterly MSIV test is risk-etfective, because the Ry is
5.2E-7 per year which is larger than the R the risk-ctfective margin is 3.4E-7 per ycar. The risk-
effectiveness of the TOPS test could not be evaluated based on the NUREG-1150 PRA, because the
turbine control valves are not modeled in the PRA. Hence, tor the TOPS test, only the quantitative
values of Ry, and p,;, can be taken into account in the evaluation of the test, unless the value of R is

obtained by modifying the PRA model.

Figure 1 shows the result of the sensitivity study of MSIV operability testing for three different
kinds of core-damage trequency impacts to the variation of the test interval, T: (1) the test-caused core-
damage frequency contribution due to transients, Ry, (2) the test-detected core-damage frequency
contribution, Rp, and (3) the total core-damage frequency impact of the test, R, which is simply the sum
of Ry, and Rp. Ry, decreases as T is increased, because less transients are expected as the test is
conduued less trequently. However, Ry increases with the increasing test interval, because the test is
more likely to detect a failure,

The risk-eftectiveness of the test on test-caused transients also can be seen by comparing the test-
detected risk contribution to the test-caused risk contribution due to transients. In the region where T
> 54 days, Ry is larger than R, and therefore, the test is risk-cttective. In the other region where T
= 54 days, the test is risk-inctfective.

An important conclusion relevant to the redetinition of a standard test interval is that the interval
for MSIV opcrability testing, i.c., 91 days, can be extended without unduc increase in the risk impact.
For example, if the test interval is extended to 150 days, Ry increases because the test is more likely to
detect failures, while R, decreases because less testing durm a given time period will result in less
transients. However, as shown by a dotted curve in Figure 1, thu total risk impact of the test, R, only
marginally increases when T is changed from 91 days to 150 days. (Ry increases trom 6.99E-7 per year
to 9.64E-7 per year.)

In this study, we used the LER data base tor 30 BWRs for 1985, assuming that the operability
of MSIVsis tested quarterly at all the plants. However, the data analysis indicated that some plants test
the operability of MSIVs more frequently; e.g., the operators of a nuclcar plant were performing a
biwceekly surveillance when the test failure occurred in the plant. If we assume that the minimum test
interval of 54 days is also applicable to this plant, we can say that the biweekly test is risk-incttective with
regard to test-caused transients, because the interval is shorter than 54 days. Even if we consider other
types of adverse risk impacts and they are not negligible compared to R, the test will be risk-
incffective.

Sensitivity analyses, such as that shown in Figure {, can be very usetul in detining test intervals,
However, they should be carctully interpreted. In Figure 1, the sensitivity curves of Ry, and Ry to the
variation of T arc bascd on the assumption that the probability, Puye OF @ transient oceurring during
testing is constant. However, the vaiue of p, - may change (tend to inerease), especially when the test




is conducted far less frequently than it used to be, because the operators are more likely to make crrors.
Theretore, when considering an extension of test interval based on the sensitivity analyses, one should
not prolong the test intcrval too much, e.g.,, by more than a factor of two. The extension of the test
interval mainly depends on the likelihood that p,;, will vary following the change of the test frequency.

1.0E-03 ¢
i~ R -fR R
g 1.0E-04. D trip T
> o
>
2 1.0E-05
g E\
3 L
¢ 1.0E-06:
o3
[}
Loy 05—07E =
) 3
o F /D
£ r/
© 1.0E-08 %/
o 5
2 :E
Q -09i
§ 10E QQE

1.0E-10 : — —

0 50 100 150 200
Test Interval for MSIV Testing (days)
Figure I. Scnsitivity of the core-damage frequency impact to the test interval for the main steam

insolation valve testing (R = test-detected risk impact; R
duc to transicnts: Ry = total risk impact of the test)
1

= test-caused risk impact

trip

4. RISK IMPACT OF TEST-CAUSED DEGRADATIONS

The safety-significant components of nuclcar power plants, such as a diesel generator or an
auxiliary fecdwater pump, are tested so often--generally monthly and sometimes more often--that the tests
may lead to progressive wear-out of the equipment due to the accumulation of the test-caused
degradation cttects. Furthermore, as time passes the component will also show aging ctfects, such as
corrosion or crosion.  The accumulating test-caused degradation and aging cttects will increase the
unavailability of the component, and thereby, the unavailability of *ae associated satety system and
function. This increase will, in turn, reduce the plant’s accident mitiating capability.

The degradation trom testing and aging cftects are induced by two kinds of stresses, i.¢., demand
and standby stresses. Demand stress acts on equipment only when the cquipment is asked to function
or is operating. Standby stress acts while it is in the stindby state. For standby components which arc
periodically tested, generally the combination of both stresses causes the equipment to degrade, and
ultimatcly, to fail.




Based on the concept of stress on cquipment and the characteristics of the degradation
mechanisms caused by testing and aging, we can formulate the following test-caused component
degradation model:

q(n.t) = p(n)+fT“T" A(nt/ydt’ for t € [0,T] (6)
n
p(n) = Py +Pppyn ‘ (7)
A(n,t) = Ag+Ayp,n +au for u e [0O,nT+t] (8)
where,

n = number of tests pertormed on the equipment

t = time elapsed since the last test

p(n) = failure probability for demand caused failures

A(n,t) = standby failure rate (per unit time) for failures occurring between tests
T = test interval

nT + t = time since the last renewal point

po = residual demand-failure probability
p, = test degradation factor associated with demand failures
p, = test degradation factor for standby time-rclated failures

a = aging factor associated with pure aging

Equations (6) to (8) represent a model which has been linearized trom the original, non-linecar test-
causcd degradation model.* This lincar model can be used for most purposes and is uscd in this paper.

In Equation (6) the unavailability, g(n,t), and the standby failure rate, A(n,t), are represented as
a function ot n and t. The rcason for this functional notation is that the standby failure rate is assumed
to be atfected by not only the standby time, but also by test-caysed degradation. Therefore, component
unavailability becomes a tunction of the number of tests performed on the component since the last
renewal point, as well as the time clapsed since the fast renewal. However, the demand failure
probability is represented in Equation (6) as a function of only the number of tests, n, i.c., it is assumed
that the demand-tailure probability depends only on how many tests have been conducted on the
component.

The expressions for the two basic degradation parameters, p(n) and A(n,t), are tormulated in
Equations (7) and (8) in terms of their variables noand t. In Equation (8) the time-dependent aging
mechanism on the standby failure rate is represented by a Weibull distribution,

The test-caused compencent degradation model, Equations (6) to (8), provides a means to
estimate the time-dependent component unavailability and its resultant risk impact as a tunction ot the
number of tests on the component and the time clapsed sinee the last overhaul time,




R, = the average increase in core-damage frequency or test-causcd risk contribution resulting
from test-causcd degradations of n tests on the cquipment

We can evaluate R. , using the following formula:

R, = the average risk level between {t,, t, + T] - the average risk level between [0,T]
= 4, [R;-Ry]
1
= (PPl +5PA TH)[R, -Ry] ©)

where Aq, denotes the average increase in component unavailability that results from n tests, and only
the test-caused degradation etfect is takcn into account without considering the aging eftect, i.e., a = 0.

Based on these formulas, we can establish the following criterion on the number of tests for risk-
effectiveness with regard to test-caused degradation:

AT

to} —

: : n-th test risk-effective with regard (10)
PoPy *+ = Ayp,T to test-caused degradation

For the n-th test to be risk-ettective with regard to test-caused degradation, the number of tests
performed on the component since the last overhaul should satisty the above criterion. When the
number of tests on the component is less than the value of the right-hand side in the criterion, then the
contribution to core-damage frequency causcd by the test will be less than the contribution to core-
damage frequency detected by the test, and vice versa.

The test-caused component degradation model not only incorporates aging eftects, but separately
takes into account test-caused degradation.  However, the gcgradation model and the formuias for
evaluating the risk impact associated with such degradations are based on the following assumptions that
may shed light on some limitations in the use of the approaches:

(1) Test-caused component degradations atfeet demand failure probability, and also standby
failure rate; iLe., the component will be more vulnerable to both demand and standby
time-related failures as more tests are pertormed on the component,

(2) The standby time-related tailure rate increases because of test-caused degradation effects,
as well as aging cftects.  However, aging does not atfect the probability that the
component will fail upon demand, i.c., the demand-failure probability.

(3) The time-dependent aging mechanism on the standby failure rate can be represented by
a Weibull distribution.,

(4) The demand degradation or failure mechanism is not attected by time. In other words,
the demand failure probability depends on only the number ot tests performed on the
cquipment, but not on the idle or dormant time.
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Using the test-caused degradation model we have discussed, a sensitivity study was performed
on the risk impact of test-causcd cquipment degradations versus test interval.  The risk irmpact was
evaluated in the tframework of a NUREG-1150 PRA model. We chose the emergency dicsel generator
as the sample component, because of the concern about test-caused degradations on this component and
the availability of the necessary reliability data to estimate the degradation parameters of the model.
However, the method preseuted here can also be applicd to any other component,

The values of the degradation parameters, such as p; and p,, were estimated for dicsel generators
under the following assumption:

When the number of tests is large, the average increasce in component unavailability which is
evaluated by the test-caused component degradation model is the same as that estimated by the
aging model.'

Figures 2 and 3 show the results of the sensitivity study for monthly and quarterly testing of the
diesel generators, respectively. They show the sensitivity of three ditferent kinds of core-damage
frequency impacts to the variation in the number of tests: (1) the test-detected core-damage trequency
contribution, Ry, (2) the test-caused core-damage trequency contribution due to equipment wear, R,
and (3) the total core-damage frequency impact of the test, Ry,

For monthly testing, the component degradation model indicates that the test is risk-eftective
until 61 tests have been performed, i.e., approximately 5 years after the last overhaul. For quarterly
testing, the model indicates that the test is risk-cffective until 111 tests have been performed, i.e., about
28 years after the last renewal time.  However, when the test is no longer . isk-cticctive, the total risk
impact tor quarterly testing is greater than that tor monthly testing by approximately a tactor of 3.

The numerical results from this analysis should be interpreted cautiously, because the values of
the degradation parameters, which are component-specitic, were estimated using the results from
rcliability studies of a number of ditterent diesel generators. For more meaningful results, the model
should be used with the degradation parameters for the specitic diesel generator whose risk-cttectiveness
is to be cvaluated.

5. CONCLUSIONS

The safcty significance and risk-ctfectiveness of surveiflance test requirements can be evaluated
by explicitly considering the adverse effects of testing, based on the concepts and methods discussed in
this paper. The results of quantitative risk evaluation can be used in the deeision-making process to
establish the satety significance of the surveillance testing and to screen surveillance requirements, These
results should be uscd in conjunction with qualitative evaluations trom enginceering considerations and
operating experience, such as qualitative evaluations of radiation exposure to plant personnel from the
tests and test-caused operator burden.
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