
EGG--2663
Distribution Category: UC-705

Software Reliability Models
for Critical Applications

Hoang Pham EGG-- 2 6 6 3
Michelle Pham

DE92 004797

Published December 1991

Idaho National Engineering Laboratory
EG&G Idaho, Inc.

Idaho Falls, Idaho 83415

Prepared for the _'_ __'_'_" ER
U.S. Department of Energy

Under DOE Field Office, Idaho j_Contract No. DE-AC07-761D01570
_t i _,i_ " _: __.i:_



ABSTRACT

This report presents the results of the first phase of the ongoing EG&G Idaho, Inc.,

Software Reliability Research Program. The program is studying the existing software

reliability mc:lels and proposes a state-of-the-art software reliability model that is relevant to

the nuclear reactor control environment.

This report consists of three parts: (1) summaries of the literature review of existing

software reliability and fault tolerant software reliability models and their related issues, (2)

proposed technique for saitware reliability enhancement, and (3) general discussion and future

research.

The development of this proposed state-of-the-art software reliability model will be

performed in the second phase.
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1. INTRODUCTION

Since the invention of computers, computer software has gradually become an

important part of many systems. In the 1970s, the cost of software surpassed the cost of

hardware as being the major cost of a system [333]. In addition to the cost of developing

software, the penalty costs of software failures are even more significant. As missions

accomplished by human beings become more and more complex, for example, the air traffic

control system, nuclear power plant control systems, the space program, and military systems,

the failure of software may involve very high costs, human lives, and a social impact.

Therefore, how to measure and predict the reliability of software and techniques to enhance

reliability have become problems of common interest in the reliability literature.

In the past 20 years, more than 300 research papers have been published in the areas

of software reliability characteristics, software reliability modeling, software reliability model

validation, and software fault tolerance. Since software is an interdisciplinary science,

software reliability models are also developed from different perspectives toward software and

with different applications of the model. In order to pave the way for the future development

and evaluation of highly reliable software and systems involving software and hardware, a

detailed taxonomy of the existing software reliability models, software fault tolerant models,

and the assumptions behind those models is deemed important.

The purpose of this research is to collect the literature on existing software reliability

models and fault tolerance techniques to propose new reliability enhancement methods and a

fault tolerant technique relevant for nuclear reactor control systems. Continuing research will

be performed at EG&G Idaho, Inc. to develop a state-of-the-art software reliability model in

the second phase of this ongoing program.



Section 2 presents an overview of the software reliabilitv models and fault tolerant

software techniques. Section 3 presents reliability enhancement techniques and proposes a

simple but effective fault tolerant technique applicable to the nuclear reactor environment.

Section 4 is a general discussion and summary of proposed research to be conducted in the

next phase.



2. LITERATURE REVIEW

This section presents a review of literature that deals with the issues of software

reliability and fault tolerance. The general characteristics of existing software reliability

models are presented first (section 2.1). Then these models are classified into various types

and groups, and their characteristics discussed (section 2.2). Specific models in each group

are presented in further detail in section 2.3. Section 2.4 reviews the existing fault tolerant

softwaa-e reliability models and discusses to some extent these models.

2.1 Characteristics of Software Reliability Models

In hardware reliability, the mechanism of failure occurrence is often treated as a black

box. lt is the failure process that is of interest to reliability engineers. The emphasis is on the

analysis of failure data. In software reliability, one is interested in the failure mechanism.

Most software reliability models are analytical models derived from assumptions of how

failures occur. The emphasis is on the model's assumptions and the interpretation of

parameters.

In order to develop a useful software reliability model and to make sound judgments

when using the models, an in-depth understanding is needed of how software is produced;

hew errors are introduced, how software is tested, how errors occur, types of errors, and

environr,aental factors can help us in justifying the reasonableness of the assumptions, the

usefulness of the model, and the applicability of the model under a given user environment.

General descriptions of software and software reliability, software life cycle, the bug-

counting concept, software reliability versus hardware reliability, time index, and error

analysis are discussed below.



2.1.1 General Description of Software and Software Reliability

Similar to hardware reliability, time-domain software reliability is defined as the

probability of failure-free operation of software for a specified period of time under specified

conditions [333]. Software is a collection of instructions or statements of computer

languages. It is also called a computer program or simply a program. Upon execution of a

program, an input state is translated into an output state. Hence, a program can be regarded

as a function, f, mapping the input space to the output space (f: input --> output), where the

input space is the set of ali input states, and the output space is the set of ali output states.

An input state can be defined as a combination of input variables or a typical transaction to

the program.

A software program is designed to perform specified functions. When the actual

output deviates from the expected output, a failure occurs, lt is worth noting that the

definition of failure differs from application to application and should be clearly defined in

specifications. For instance, a response time of 30 seconds could be a serious failure for an

air traffic control system, but acceptable for an airline reservation system. A fault is an

incorrect logic, incorrect instruction, or inadequate instruction that, by execution, will cause a

failure. In other words, faults are the sources of failures, and failures are the realization of

faults. When a failure occurs, there must be a corresponding fault in the program, but the

existence of faults may not cause the program to fail and a program will never fail as long as

the faulty statements are not executed.

2.1.2 Software Life Cycle

A software life cycle is normally divided into a requirement and specification phase,

design phase, coding phase, testing phase, and operational and maintenance phase. The

design phase may include a preliminary design and a detailed design. The testing phase may

include module testing, integration testing, and field testing. The maintenance phase may

include one or more subcycles, each having ali the phases in the development stage.
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In the early phase of the software life cycle, a predictive model is needed because no

failure data are available. This type of model predicts the number of errors in the program

before testing. In the testing phase, the reliability of the software improves through

debugging. A reliability growth model is needed to estimate the current reliability level and

the time and resources required to achieve the objective reliability level. During this phase,

reliability estimation is based on the analysis of failure data. After the release of a software

program, the addition of new modules, removal of old modules, removal of detected errors,

mixture of new code with previously written code, change of user environment, change of

hardware, and management involvement have to be considered in the evaluation of software

reliability. During this phase, an evolution model is needed.

2.1.3 The Bug-counting Concept

The bug-counting model assumes that, conceptually, there is a finite number of faults

in the program. Given that faults can be counted as an integer number, bug-counting models

estimate the number of initial faults at the beginning of the debugging phase and the number

of remaining faults during, or at the end of, the debugging phase. Bug-counting models use a

per-fault failure rate as the basic unit of failure occurrence. Depending upon the type of

models, the failure rate of each fault is either assumed to be a constant, a function of

debugging time, or a random variable from a distribution. Once the per-fault failure rate is

determined, the program failure rate is computed by multiplying the number of faults

remaining in the program by the failure rate of each fault.

During the debugging phase, the number of remaining faults changes. One way of

modeling this failure process is to represent the number of remaining faults as a stochastic

counting process. Similarly, the number of failures experienced can also be denoted as a

stochastic counting process. By assuming perfect debugging, i.e., a fault is ,ernoved with

certainty whenever 9 failure occurs, the number of remaining faults is a nonincreasing

function of debugging til:_e. With an imperfect debugging assumption, i.e., faults may not be

removed, introduced, or changed at each debugging, the number of remaining faults may
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increase or decrease. This bug-counting process can be represented by a binomial model,

Poisson model, compound Poisson process, or Markov process.

2.1.4 Software Reliability versus Hardware Reliability

Since the emergence of the study of software reliability, reliability theoreticians and

practitioners have discussed the issues of software reliability versus hardware reliability in

terms of similarity, differences, modeling techniques, etc. [131,340]. Because the basic

modeling techniques of software reliability are adapted from reliability theory developed for

hardwaxe systems in the past 30 years, a comparison of software reliability and hardware

reliability ca_ help in the use of these theories and in the study of hardware-software systems.

Table 1 lists the differences and similarities between the two.

2.1.5 Time Index

In hardware, materials deteriorate over time. Hence, calendar time is a widely

accepted index for reliability function. In software, failures will never happen if the program

is not used. In the context of software reliability, time is more appropriately interpreted as

the stress placed on, or amount of work performed by, the software. The following time units

are generally accepted as indices of the software reliability function:

Execution time - CPU time; time during which the CPU is busy

Operation time - Time the software is in use

Calendar time - Index used for software running 24 hours a day

Run - A job submitted to the CPU

Instruction - Number of instructions executed

Path - The execution sequence of an input.

Models based on execution time, operational time, calendar time, and instructions

executed belong to the time-domain model. Models based on nm and path belong to the

input-domain model.
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Table 1. Software Reliability versus Hardware Reliability

Software Reliability Hardware Reliability

Without considering program evolution, Failure rate has a bathtub curve. The burn-
failure rate is statistically nonincreasing, in state is similar to the software debugging

state.

Failures never occur if the software is Material deterioration can cause failures

not used. even though the system is not used.

Failure mechanism is studied. Failure mechanism may be treated as a
black box.

CPU time and run are two popular
indices for the reliability function. Calendar time is a generally accepted index

for the reliability function.

Most models are analytically derived
from assumptions. Emphasis is on Failure data are fitted to some distributions.
developing the model, the interpretation The selection of the underlying distribution
of the model assumptions, and the is based on the analysis of failure data and
physical meaning of the parameters, experiences. Emphasis is placed on

analyzing failure data.

Failures are caused by incorrect logic,
incorrect statements, or incorrect input Failures are caused by material deterioration,
data. This is similar to the design random failures, design errors, misuse, and
errors of a complex hardware system, environment.



2.1.6 Error Analysis

Error analysis, including the analysis of failures and the analysis of faults, plays an

important role in the area of software reliability, for several reasons. First, failure data must

be identified, collected, and analyzed before they can be plugged into any software reliability

model. In doing so, an unambiguous definition of failures must be agreed upon. Although

not critical to theoreticians, it is extremely important in practice. Second, the analysis of

error sources and error removal techniques provides information in the selection of testing

strategies and the development of new methodologies of software reliability modeling. Errors

are classified by (a) severity, (b) special errors, (c) error type, (d) error introduced in the

software life cycle, (e) error removed in the software life cycle, and (f) techniques of error

removal.

Severity

In practice, it is often nec ssary to classify failures by their impact on the

organization. As pointed out by Musa et al. [248], cost impact, human life

impact, and service impact are common criteria. Each criterion can be further

divided by the degree of severity. For example, minor error, incorrect result,

partial operation, or system breakdown can be a criterion for service impact.

To estimate the failure rate of each severity level, Musa et al. [248] suggest the

following approaches:

• Classify the failures and estimate failure rates separately for each class.

• Classify the failures, but lump the data together, weighing the time

intervals between failures of different classes according to the severity of

the failure class.

• Classify the failures, but ignore severity in estimating the overall failure

rate. Develop failure rates for each failure class by multiplying the overall

failure rate by the proportion of failures occurring in each class.
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In addition to the estimation of failure rate of each severity class, the penalty

costs of failure can be measured in dollar value [107].

Special Errors

Transient error, internal error, hardware caused software error, previously fixed

error, and generated error are some special errors of interest to software reliability

engineers. Transient errors are errors that exist within too short a time to be

isolated [333]. This type of error may happen repeatedly. In failure data

collection, transient errors of the same type should be counted only once.

Internal errors are intermediate errors whose consequences are not observed in the

final output [173], which happens whe:'t an internal error has not propagated to a

Foint where the output is influenced. For instance, in fault-tolerant computing

some errors may be guarded against by redundant codes and not observed in the

final output. When setting up the reliability objective, decisions must be made to

either count the internal errors or simply count the observable errors.

Hardware caused software errors are errors that, if not carefully investigated, may

be regarded as common software errors [146]. For example, a program may

terminate during execution and indicate it by an error message of operating

system error. Without careful investigation, this error may be classified as

software error when the operating system error was actually caused by the

hardware.

Error Type

By analyzing the failure data or trouble reports, errors can be classified by their

properties. One of the classification schemes given by Thayer et al. [363]

includes the following error types:
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• Computational errors

• Logical errors

• Input/output errors

• Data handling errors

• Operating system/system support errors

• Configuration errors

• User interface errors

• Data base interface errors

• Present data base errors

• Global variable definition errors

• Operator errors

• Unidentified errors.

As failure data are collected, the frequency of each type can be obtained. Other

classification schemes can be seen in [98, 112].

Error Introduced in the Software Life Cycle

Within the software life cycle, errors can be introduced in the following phases

[44, 173, 363]:

• Requirement and specification

• Design

- Function design

- Logical design

• Coding

• Documentation

• Maintenance.

For each phase, the frequency of occurrence can be obtained from failure data

[441.
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Error Removed in the Software Life Cycle

Errors are removed through testing, which can be divided into the following

stages [363]:

• Validation

• Integration testing

• Acceptance testing

• Operation and demonstration.

The frequency of occurrence of each category is also of interest to software

reliability engineers.

Techniques of error removal

Some techniques of error removal given in [153, 260, 363] are summarized

below. This type of study gives us information on the selection and validation of

software design and testing techniques.

• Automated requirement aids

• Simulation

• Design language

• Design standard

• Logic specification review

• Module logic inspection

• Module code inspection

• Unit test

• Subsystem test

• System test

11



2.2 Classification of Software Reliability Models

Software reliability models can be classified into two types of models: the

deterministic and the probabilistic.

2.2.1 Deterministic Models

The deterministic type is used to study (1) the elements of a program by counting the

number of operators, operands, and instructions, (2) the control flow of a program by

counting the branches and tracing the execution paths, and (3) the data flow of a program by

studying the data sharing and data passing.

Performance measures of the deterministic type are obtained by analyzing the program

texture and do not involve any random event. There are two models in the deterministic

type: Halstead's software science model and McCabe's cyclomatic complexity model. In

general, these models represent a growing quantitative approach to the measurement of

computer software. Halstead's software science model is used to estimate the number of

errors in the program, whereas McCabe's cyclomatic complexity model [228] is used to

determine an upper bound on the number of tests in a program.

2.2.2 Probabilistic Models

The probabilistic type represents the failure occurrences and the fault removals as

probabilistic events. It can also be further divided into different groups of models: (a) error

seeding, (b) failure rate, (c) curve fitting, (d) reliability growth, (e) program structure, (f)

input domain, (g) execution path, (h) nonhomogeneous Poisson process, (i) Markov, and (j)

Bayesian and unified.
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Error Seeding

The error seeding group of models estimates the number of errors in a program

by using the capture-recapture sampling technique. Errors are divided into

indigenous errors and induced errors (seeded errors). The unknown number of

indigenous errors is estimated from the number of induced errors and the ratio of

the two types of errors obtained from the debugging data.

Failure Rate

The failure rate group of models is used to study the functional forms of the per-

fault failure rate and program failure rate at the failure intervals. Since mean-

time-between-failure is the reciprocal of failure rate in the exponential distribution

random variable, models based on time-between-failure also belong to this

category.

Models included in this group are the

• Jelinski and Moranda De-Eutrophication [150]

• Schick and Wolverton [306]

• Jelinski-Moranda geometric De-Eutrophication [242]

• Moranda geometric Poisson [213]

• Modified Schick and Wolverton [354]

• Goel and Okumoto imperfect debugging [117].

Curve Fitting

The curve fitting group of models uses regression analysis t3 study the

relationship between software complexity and the number of errors in a program,

the number of changes, failure rate, or time-between-failure. Both parametric and

nonparametric methods have been attempted in this field.
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Models included in this group are the

• Estimation of errors

• Estimation of change

• Estimation of time between failures

• Estimation of failure rate.

Reliability Growth

The reliability growth group of models measures and predicts the improvement of

reliability through the debugging process. A growth function is used to represent

the progress. The independent variables of the growth function can be time,

number of test cases, or testing stages, and the dependent variables can be

reliability, failure rate, or mmulative number of errors detected.

Models included in this group are the

• Duane growth [84]

• Weibull growth [381]

• Wagoner's Weibull [380]

• Logistic growth curve [398]

• Gompertz growth curve [261]

• Hyperbolic reliability growth.

Program Structure

The program structure group of models views a program as a reliability network.

A node represents a module or a subroutine, and the directed arc represents the

program execution sequence among modules. By estimating the reliability of

each node, the reliability of transition between nodes, and the transition

probability of the network, and assuming independence of failure at each node,

the reliability of the program can be solved as a reliability network problem.
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Models included in this group are the

• Littlewood Markov structure [213]

• Cheung's user-oriented Markov [69].

Input Domain

The input-domain group of models uses run (the execution of an input state) as

the inde r of reliability function as oppesed to time in the time domain model.

The reliability is defined as the number of successful runs over the total number

of runs. Emphasis is placed on the probability distribution of input states or the

operational profile.

Models included in this group are the

• Basic input-domain

• Input-domain based stochastic.

Execution Path

The execution path group of models estimates software reliability based on the

probability of executing a logic path of the program and the probability of an

incorrect path. This model is similar to the input domain model because each

input state corresponds to an execution path.

The model forming this group is the

• Shooman decomposition [328].

Nonhomogeneous Poisson Process

The nonhomogeneous Poisson process (NHPP) group of models provides an

analytical framework for describing the software failure phenomenon during

15



testing. The main issue in the NHPP model is to estimate the mean value

function of the cummulative number of failures experienced up to a certain time

point.

Models included in this group are the

• Musa exponential [259]

• Goel and Okumoto NHPP [119]

• S-shaped growth I268,391]

• Hyperexponential growth [139, 268].

Markov

The Markov group of models is a general way of representing the software failure

process. The number of remaining faults is ni,;deled as a stochastic counting

process. When a continuous-time discrete-state Markov chain is adapted, the

state of the process is the number of remaining faults, and time-between-failures

is the sojourning time from one state to another. If we assume that the failure

rate of the program is proportional to the number of remaining faults, linear death

process and linear birth-and-death process are two models readily available. The

former assumes that the remaining error is monotonically nonincreasing, while the

latter allows faults to be introduced during debugging.

When a nonstationary Markov model is considered, the model becomes very rich

and unifies many of the proposed models. The nonstationary failure rate property

can also simulate the assumption of nonidentical failure rates of each fault.

Models included in this group are the

• Linear death with perfect debugging

• Linear death with imperfect debugging

• Nonstationary linear death with perfect debugging

16



• Nonstationary linear birth-and-death.

Bayesian and Unified

The Bayesian and Unified groups of models assume a prior distribution of the

failure rate. These models are used when the software reliability engineer has a

good feeling about the failure process, and the failure data are rare. Besides the

continuous time discrete state Markov chain, the exponential order statistics [215,

216, 269] and the shock model [160, 176, 251] are two other general models.

17



2.3 Characteristics of Specific Software Reliability Models

2.3.1 Halstead's Software Science Model

Halstead's theory of software science is probably the best known technique to measure

the complexity in a software program. Halstead [123] uses the number of distinct operators

and the number of distinct operands in a program to develop expressions for the overall

program length, volume, level (a measure of complexity), development time, development

effort, and the number of errors in a program [1061.

The following notation is used in the discussion:

n t = the number of distinct operators that appear in a program

ns = the number of distinct operands that appear in a program

N_ = the total number of operator occurrences

N2 = the total number of operand occurrences

N = length of the program

V = volume of the program

B = number of errors in the program

/_ = estimate of B

I = number of machine instructions.

Halstead shows that the length of the program, N, can be estimated:

N=N t +N 2

where

N_ = n_ logs n_

Ns = n2 log2 n2

and

V = N log2(n_ + ns) .

18



Halstead also derived a formula to estimate the number of errors in the program, B,

from program volume. The fonaula is

/__ v .
3000

Fitzsimmons [ 101], provides the following example: For the SORT module program

[101] shown in Figure 2.1, the volume for this pr%q'am can be calculated as follows:

N = Nt + N 2 = 50

V = N log2(nl + n2)

= 50 log2(10 + 7)

= 204.

2.3.2 McCabe's Software Complexity Model

A cyclomatic complexity measure of software proposed by McCabe [228] is based on

a control flow representation of a program. Cyclomatic complexity is a software metric that

provides a quantitative measure of the logical complexity of a program.

The cyclomatic number V(G) of a graph G with n nodes, e edges, and p connectcc,

components is

In a strongly connected graph (there is a path joining any pair of nodes), the

cyclomatic number is equal to the maximum number of linearly independent circuits. The

linearly independent circuits form a basis for the set of ali circuits in G, and any path through

G can be expressed as a linear combination of them.

When a program is represented as a flowgraph with a unique entry node and a unique

exit node, this flowgraph becomes a strongly connected graph if a dummy edge from the exit

19



Figure 2.1 Operators and operands for an Interchange Sort program

Interchange sort program

SUBROUTINE SORT (X,N)
DIMENSION X(N)
IF (N.LT.2) RETURN
DO 20 I = 2,N

DO 10 J = 1,I
IF (X(I).GE.X(J)) GO TO 10

SAVE= X(I)
X(I) = X(J)
X(J) = SAVE

10 CONTINUE
20 CONTINUE

RETURN
END

Operators of the Interchange sort program Operands of the Interchange sort program

Operator Count Operand Count

1 End of statement 7 1 X 6
2 Array subscript 6 2 I 5
3= 5 3J 4
4IF() 2 4N 2
5DO 2 52 2
6, 2 6 SAVE 2

7 End of program 1 n2 = 7 1 1
8 .LT. 1

9 .GE. 1 22 = N2
n_=!0GOTO 10 1

28 = N1
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node to the entry node is added. When the number of connected components is greater than

1, i.e., a main program and some subroutines, the above formula is modified to

V(G) = e- n + 2p.

The cyclomatic number of a graph with multiple connected components is equal to the

sum of the cyclomatic numbers of the connected components. Another simple way of

computing the cyclomatic number is the following.

V(G) = n + 1

where n is the number of predicate nodes (decisions or branches) in the program. In other

words, the cyclomatic number is a measure of the number of branches in a program. A

branch occurs in IF, WHILE, REPEAT, and CASE statements (a GO TO statement is

normally excluded from the structured program). The cyclomatic number has been widely

used in predicting the number of errors and in measuring the software quality.

McCabe [228] notes that when used in the context of the basis path testing method,

the cyclomatic complexity, V(G), provides an upper bound for the number of independent

paths in the basis set of a program and an upper bound on the number of tests that must be

conducted to ensure that all program statements have been executed at least once.

2.3.3 Models in The Error Seeding Group

Mills [236] proposed an error seeding method to estimate the number of errors in a

program by introducing pseudo errors into the program. From the debugging data, which

consist of indigenous errors and induced errors, the unknown number of indigenous errors can

be estimated. This model can be represented by a hypergeometric distribution.
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The probability of k induced errors in r removed errors follows a hypergeometric

distribution.

where

N = number of indigenous errors

n, = number of induced errors

r = number of errors removed during debugging

k = number of induced errors in r removed errors

r-k = number of indigenous errors in r removed errors.

Since ni, r, and k are known, the maximum likelihood estimate (MLE) of N can be

shown to be [236]

19- ni(r-k)
k "

D

This method was criticized for its inability to determine the type, location, and |_'m_
difficulty level of the induced errors such that they would likely be detected equally likely as

the indigenous errors. Basin [32] suggests a two-step procedure with which one programmer

detects ni errors and a second programmer independently detects r errors from the same

program. With this method, the n_ errors detected by the first programmer resembles the

induced errors in the Mill's model. Let k be the common errors found by two programmers.

The hypergeometric model becomes [32]

p(k;N,N_n1,r ) = _ r-k
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and the MLE of N is

- nir

Since no errors are actually introduced into the program, the difficulties in Mill's

method are overcome.

Lipow [200] modified Mill's model by introducing an imperfect debugging probability

q. The probability of removing k induced errors and r-k indigenous errors in m tests is a

combination of binomial and hypergeometric distributions.

N _ r-k _ O, n a _ k _ O, andm a r.

The interval estimate of N can be found in Huang [139].

2.3.4 Models in The Failure Rate Group

Based on the concept of bug-counting, the number of faults in the program increases

or decreases by an integer number (normally assumed to decrease by 1) at each debugging.

As the number of remaining faults changes, the failure rate of the program changes

accordingly. Since the number of faults in the program is a discrete function, the failure rate

of the program is also a discrete function with discontinuities at the failure times. Failure rate

models study (1) how failure rate changes at the failure time and (2) the functional form of

the failure rate during the failure intervals.
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Jelinski and Moranda De-Eutrophication Model

The Jelinski and Moranda De-Eutrophication model [150] is one of the earliest

software reliability models, lt is the most often cited model. Many probabilistic

software reliability models are either variants or extensions of this basic model.

Assumptions include the following:

• The program contains N initial faults

• Each error in the program is independent and equally likely to cause a

failure during test

• Time intervals between occurrences of failure are independent of each other

• Whenever a failure occurs, a corresponding fault is removed with certainty

° The error removal time is negligible and no new errors are introduced during

the error removal process

• The software failure ra_e during a failure interval is constant and is

proportional to the number of faults remaining in the program.

The program failure rate at the ith failure interval is

Jt(tI) - ¢ [N- (i-I) ]

where

= a proportional constant

N = the initial number of errors in the program

t_ = the time between the (i-1)st and the ith failures.

The probability density function (pdf) and cumulative distribution function (cdf)

of % are

f(t i) - ¢(N-(i-I))exp(-4)(N-(i-I)) t,)

and

24



F(t_) = l-exp(-_(N-(i-l)) tI)

respectively.

The software reliability function is

R(t I) --exp(-_(N-(i-l)) tI)

Schick and Wolverton Model

The Schick and Wolverton (S-W) model [306] is similar to the J-M model, except

it further assumes that the failure rate at the ith time interval increases with time

since the last debugging. In the model, the program failure rate function between

the (i-1)st and the ith failure can be expressed as

(_i)- ¢[N-(i-1)]tI

where _ is a proportional constant, N is the initial number of errors in the

program, and q is the test time since the (i-1)st failure.

Jelinski-Moranda Geometric De-Eutrophication Model

The J-M geometric De-Eutrophication model [242] assumes that the program

failure rate function is initially a constant D and decreases geometrically at failure

times. The program failure rate and reliability function of time-between-failures at

the ith failure interval can be expressed as

i (tI) = Dk _-I

and
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R( t,) - exp(-Dki-Xtl)

where

D = initial program failure rate

k = parameter of geometric function (0 < k < 1).

A modified version of the J-M geometric model was suggested by Lipow [201] to

allow multiple error removal in a time interval. The program failure rate

becomes

_. ( Ct) = D k n1-1

where ni., is the cumulative number of errors found up to the (i-1)st time interval.

Moranda Geometric Poisson Model

The Moranda geometric Poisson model [213] assumes that at fixed times T, 2T,

... of equal length interval, and that the number of failures occurring at interval i,

%, follow a Poisson distribution with intensity rate D kjl. The probability of

getting m failures at the ith interval is

Pr{n_=m} - e -_k_'_(D k l-a)_ml

Modified Schick and Wolverton Model

Sukert [354] modifies the S-W model to allow more than one failure at each time

interval. The program failure rate becomes

X(tI)- OtN-nl-a] tl

where n_.tis the cumulative number of failures at the (i-1)th failure interval.
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Goel and Okumoto Imperfect Debugging Model

Goel and Okumoto [117] extend the J-M model by assuming that a fault is

removed with probability p whenever a failure occurs. The program failure rate at

the ith failure interval is

l (t_) - ¢ [N-p(i-l) ] .

2.3.5 Models in The Curve Fitting Group

The curve fitting group of models finds a functional relationship between dependent

and independent variables. Linear regression, quadratic regression, exponential regression,

isotonic regression, and time series analysis, have been applied to software failure data

analysis. The dependent variables are the number of errors in a program, the number of

modules change in the maintenance phase, time between failures, and program failure rate.

Models of each type are discussed below.

Estimation Of Errors Model

The number of errors in a program can be estimated by a linear [27] or quadratic

[144] regression model. A general formula is

N = Et aIX1

or

N = _, a,X, + Et b,X_

where

N = number of errors in the program

X i = ith error factors

%, bi = coefficients.
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Typical error factors are software complexity metrics and the environmental

factors. Most curve fitting models involve only one error factor. A few of them

study multiple error factors.

Estimation Of Change Model

Belady and Lehman [3"7]use time series analysis to study the program evolution

process. Some of the models studied by [37] are

MR = Ko+K_R+S +E

CR = 1%+K,R+K2R 2+S+E

fR -" Ko + KIR + K2R2 + K3HRR+ S +

HR R = K_ + S + e

CMHD = Ko+K_D+S +E

where

R = release sequence number

MR = number of modules at release R

IR = inter-release interval R

MHR = modules handled in IR

HRR = MHR/IR; handle rate

CR = MHR/MR; complexity

D = number of days since first release

CMHD = cumulative modules handled up to day D

IZ = error.

This model is applicable for software having multiple versions and evolving for a

long period of time, for instance, an operating system.
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Estimation Of Time Between Failures Model

Crow and Singpurwalla [76] argue that software failure may occur in clusters.

Also addressed by Ramamoorthy and Bastani [285], failure data may come in

clusters at the beginning of each testing when different testing strategies are

applied one after another. To investigate whether clustering happens

systematically, a Fourier series was used to represent time between failures [76].

Data from two software projects were analyzed. However, no statistical test was

done to assess the adequacy of this model.

Estimation Of Failure Rate Model

Isotonic regression has been proposed to estimate the failure rate of a software.

Given failure times t, ..... %, a rough estimate of failure rate at the ith failure

interval is

1

tl,a - t Jt

Assuming that the failure rate is monotonically nonincreasing, an estimate of this

function k°,, i=l, 2 ..... n can be found by the least squares fit to the _i ' i=l,

2 ..... n. This problem can be written as a quadratic programming problem:

Min _1._ (_i - X'I)2 (tl - ti-I)

subject to

x___- _._ > o
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x: :_ o.

The objective function is tile least squares fit of _.*_,and the constraints ensure

monotonically nonincreasing of _.',.

This nonparametric estimation of program failure rate has been suggested by

Gubitz and Ott [122] and Miller and Sofer [235]. By imposing different

assumptions to the problem, for example, monotonicity and convexity of the

failure rate function, or equal spaced time intervals [235], the isotonic regression

problem can be formulated into different forms.

2.3.6 Models in The Reliability Growth Group

Widely used in hardware reliability to measure and predict the improvement of the

reliability program, the reliability growth model represents the reliability or failure rate of a

system as a function of time, testing stage, correction action, or cost. Dhillon [84]

summarizes 10 reliability growth models developed for hardware systems. This empirical

approach is also adapted for predicting the progress of a software debugging process.

Reliability growth models reported for software are summarized below.

Duane Growth Model

Plotting cumulative failure rate versus cumulative hours on log-log paper, Duane

observed a linear relationship between the two. This model can be expressed as

Z,c(t)= N(t) / t = atm

and

log _.c= log a- 13log t
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where

N(t) = cumulative number of failure

t = total time

kc = cumulative failure rate

a, [5 = parameters.

The above fornaula shows that log Lc is inversely proportional to log t. This

model was adapted by Coutinho [73] to represent the software testing process.

He plotted the cumulative number of deficiencies discovered and the cumulative

number of correction actions made versus the cumulative testing weeks on log-log

paper. These two plots revealed a find-and-fix cycle, and are jointly used to

predict the testing progress. The least squares fit can be used to estimate the

parameters of this model [841.

Wall and Ferguson Model

Wall and Ferguson [381] proposed a model similar to the Weibull growth model

for predicting the failure rate of a software during testing. They used the

following notation:

N(t) = cumulative number of failures at time t

M(t) = maturity (man-months of testing, CPU time, calendar time, or number of

tests)

Mo = _:aling constant

No = parameters to be estimated

_,(t) = failure rate at time t

Lo = initial constant failure rate

G(t) = M(t)/Mo.
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The model is summarized as follows:

N(t) = No [G(t)l _

L(t) = N'(t) = NoG'(t) [G(t)l __ .

Let NoG'(t) = _, then

_,(t) = _ [G'(t)l 13-t

= (7%/ 13)13[G'(t)l_t •

For 0 < [3 < 1, k(t) is a decreasing function of t. By letting a = X_/13,this model

is similar to the Weibull growth model with failure rate

_.(t) = al3tI_' .

This is the failure rate when failures follow the Weibull distribution. Note that

the failure rate of the Weibull growth model can be derived from the Duane

model. The MLEs of Weibull parameters can be found in [84]. Wall and

Ferguson [381] tested this model on six software projects and found that failure

data correlate well with the model. In their study, 13lies between 0.3 and 0.7.

Wagoner's Weibull Model

Adapted from hardware reliability, Wagoner [380] uses a Weibull distribution to

represent time between program failures. Let

f(t) = density function of time between failure

L(t) = failure rate function

R(t) = reliability function

a,13 = scale and s_.ape parameters

n = total number of rg;lures
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n_ = number of failures up to the ith time interval

F(t) = nl/n.

The Weibull distribution has the following properties

f(t) = alB(at)I_t exp [-(at) I_]

R(t) = 1 - F(t)= exp [-(at)_]

and

k(t) = al3(at)_' .

The parameters estimation can be found in [380].

Logistic Growth Curve Model

Suggested by Yamada and Osaki [398], the logistic growth curve model has been

used to represent the cumulative number of errors detected during debugging.

The expected cumulative number of errors, ro(t), detected up to time t is

m(_) - k
l+ae-P t

where k, a, and 13are parameters to be estimated by regression analysis.

Gompertz Growth Curve Model

Nathan [261] adapted the Gompenz model to represent the cumulative number of

errors corrected up to time t. The model has an S-shaped curve with the

following form

N(t) = aAYt

where

a = number of inherent errors

N(O) = number of corrections made before the first test interval is completed
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N(t) = cumulative number of errors corrected at time t

A = N(O)/a

In _, = correction rate.

The above formula can be written as

In [In (N(t)/a)] = In [In (N(O)/a)] + t In y

where a is the upper limit of N(t) when t approaches infinity.

The Gompertz model has been used in hardware reliability to predict system

reliability. The model is as follows

R(t) = aB vt

where R(t) is the system reliability, a is the reliability upper bound, and "fis the

rate of improvement. One method of estimating the parameters is given in

Dhillon [84].

Hyperbolic Reliability Growth Model

Sukert [354] adapted the hyperbolic reliability growth model to represent the

debugging process of software. He assumed that testing is divided into N stages,

each consisting of one or more tests until a change is made. Success counts and

failure counts are recorded and fitted to the model.

The following notation is used:

j = testing state

Rj = reliability at the jth state

y = growth rate
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Ro. = upper bound of the software reliability.

The reliability of the software at stat,_ j is

Rj = R_. - 7/j

and the least squares estimates of Ro. and 7 are in [209].

2.3.7 Models in The Program Structure Group

By using structure design and structure programming, a program cao be decomposed

into a number of functional units. These functional units or modules are the basic building

blocks of sof:ware. The program structure model studies the reliabilities and interrelationship

of the modules, lt is assumed that failures of the modules are independent of each other.

This assumption is reasonable at the module level since they can be designed, coded, and

tested independently, but may not be true at the statement level. Two models involving

program structure are discussed below.

Littlewood Markov Structure Model

Littlewood's model [213] represents the transitions between program modules

during execution as the Markov process. Two sources of failures are considered

in the model. The first _;ource of failure comes from a Poisson failure process at

each module. It is recognized that as modules are integrated, new errors will be

introduced. The second source of failure is the interface between modules.

Assuming that failures at modules and interfaces are independent of each other,

Littlewood has shown that the failure process of the entire program is

asymptotically Poisson. Let

N = number of modules

P=(Pij) = transition probability matrix of the process

A=(a_j) = infinitesimal matrix of the process
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_Li = Poisson failure rate of module i

qu = probability that transition from module i to module j fails

Fl=(x_) = limiting distribution of the process

ll'_j = first moment of the waiting time distribution.

It can be shown that [213] as _,_and % approach zero, the program failure process

is asymptotically a Poisson process with rate

N

Littlewood extends the above model by relaxing the assumption of exponential

waiting time at each module. He assumes that the waiting time distribution can

be approximated by its first and second moments. As _,_and % approach zero,

the program failure process is asymptotically a Poisson process with rate

where ai represents the proportion of time spent in module i and b_jis the

frequency of transition from i to j.

Cheung's User-oriented Markov Model

Cheung's user-oriented software reliability model [69] estimates program

reliability by representing a program as a reliability network. He uses a Markov

model to represent the transitions among program modules and assumes that

program modules are independent of each other. The execution starts with entry

module N and ends with an exit module N,. As the reliability of each module

and the transition probability matrix of the Markov process are determined, *.he
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reliability of the program is the probability of successful execution from entry

module to exit module at or before n steps. Let

n = number of modules

N_ = module i

= reliability of module i

W = the nth power of matrix P

I = identity matrix

R_ = reliability of the program

C = state of correct output

F = state of failure

Q=(qij) = transition probability matrix of the module transition

P=(p_j) = transition probability matrix of the Markov process

R = diagonal matrix with _ at R(i,i) and zero elsewhere

M.. = Minor of W(n,1)

0. • •R. ]2_mG r = [i-Rz...I-R n

Then

I 0

P = [G RQ ]

and

a_ = P"(NI,C)
= S(N I, %) Rn

where

S = _ (RQ) k = (I - RQ) I = W-1 .
k-O

Besides the evaluation of program reliability, a sensitivity analysis can be

conducted to determine the most important module with the network. The
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importance of module i is defined as

I i = c)R/c)R i

where

R = Rn(-I) n+' IMo, I/IWI •
!

2.3.8 Models in The Input-Domain Group

Basic Input-Domain Model

A program maps the input space to the output space. Input space is the set of ali

possible input states. Similarly, output space is the set of all possible output

states for a given program and input space. During the operational phase, some

input states are executed more frequently than the others. A probability can be

assigned to each input state to form the operational profile of the program. This

operational profile can be used to construct the input-domain software reliability

model.

In the input-domain model [264], software reliability is defined as the probability

of successful run(s) randomly selected from the input space. Therefore, the

reliability of one run, R(1), can be defined as

R(1) = _ p_e_
"-F

e_ = { 0 if'I ifails1 otherwise
or

R(1) = 1 - lim --Fz
N-.. N
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where

I_ = input state i

Pi = probability of running the ith input state

F_ = number of failures in N runs

N = number of runs

R(k) = reliability over k runs.

In the operational phase, if errors are not removed when failures occur, the

probability of experiencing k failures out of M randomly selected runs follows a

binomial distribution:

Pk-I ,M.I[I- R(1)]k [a(1)]"-ki

During the testing phase, a sequence of M tests are selected randomly from the

input space without repeating the same test. Then, the probability of k failures

out of M runs follows a hypergeometric distribution:

G(k;N, FI, M ) = M-k]

If a sequence of k runs is not selected randomly from the operational profile, R(1)

may be different for each run. In general, the reliability of k runs can be

expressed as 12651

k

a(k) - IIaj(_)
J-1

where

R(k) = reliability over k runs

Rj(1) = R(1) of the jth input.
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The maximum likelihood estimate of R(1) can be obtained by running some test

cases. It can be expressed as

N_

where

F t = number of test cases that cause failure

N t = number of test cases.

Since the number of elements in the input space is a very large number, the

number of test cases has to be large in order to have a high confidence in

estimation. To simplify the estimation of R(1), Nelson [265] modifies the above

basic model by assuming that the input space is partitioned into m sets. As test

cases are selected from each partition and ali the errors from the test cases are

removed, the reliability of one run can be formulated as

R(1) = _ p_ (I- f_)
-F

where

p_ = probability that an input is from partition i

f_ = probability that an input from partition i will cause failure.

Input-Domain Based Stochastic Model

The input-domain based stochastic model was proposed by Ramamoorthy and

Bastani [285]. Unlike the failure rate model, which keeps track of the failure rate

at failure times, this model keeps track of the reliability of each run given a

certain number of failures have occurred.
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The following notation is used in the discussion:

j = number of failures occurred

k = number of runs since the jth failure

Tj(k) = testing process for the kth run after the jth failure

f(Tj(k)) = severity of testing process; 0 < f(Tj(k)) < 1/_.

kj = error size given j failures have occurred; a random variable

Vi(k) - probability of failure for the kth run after j failures; f(Tj(k))kj

Rj(k Ikj) = probability that no failure occurs over k runs after j failures

Exj(.) = expectation over _,j

Aj = size of the jth error

X = random variable that follows distribution F.

Then

k

P.jCkIAj) - n [I- vj(i)]
k

= II [i - f(Tj(i))_j]
i-I

and

k

Rj(k) = E_ [ n [I - f(Tj(i))Aj]] .i=i

2.3.9 Models in The Execution Path Group

The basic idea of the execution path model is similar to that of the input-domain

model. The model is based on (1) the probability that an arbitrary path is selected, (2) the

probability that an arbitrary path will cause a failure, and (3) the time required to execute a

path. By partitioning the input space into disjoint subsets, some authors [265,328] implicitly

assume that each partition corresponds to a logic path. Since one logic path may include
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more than one physical path and two logical paths may share the same physical path, the

question of whether the execution path model should be based on logical path or physical

path remains unanswered.

If the logical path approach is used, testing should start with partitioning the input

space and finding out the logic path for each partition. The test cases can then be selected

from the disjoint subsets. If the physical path approach is used, testing should start with

enumerating ali the possible paths [228]. The test cases are then selected from those paths.

Since the relationship between input state, partition of input state, and path, is not readily

apparent, the execution path model is discussed separately from the input domain model.

Shooman Decomposition Model

The decomposition model proposed by Shooman [328] assumes that the program

is designed using structured programming methodology. Hence, the program can

be decomposed into a number of paths. He also assumes that the majority of the

paths are independent of each other. Let

N = number of test cases

k = number of paths

t_ = time to run test i

E(ti) = expected time to run test i

qi = probability of error on each run of case i

q0 = probability of system failure on each run

f_ = probability that case i is selected

nf = total number of failures in N test

H = total testing hours

Lo = program failure rate.
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Then

k

nt = N_._ f_q_

and

qo : lim nf/N.
N-.,,

Assume that on the average a failure in path i takes tj2 to uncover,

k

H : N_.a fati(l - q_/2)

and

1 o : lim nf/H.
N-O

This model is very similar to the basic input-domain model. If R(1) denotes the

reliability of an arbitrary path, then

k

2.3.10 Models in The Nonhomogeneous Poisson Process Group

The nonhomogeneous Poisson process model (NHPP) represents the number of

failures experienced up to time t as an NHPP, {N(t), _0}. The main issue in the NHPP

model is to determine an appropriate mean value function to denote the expected number of

failures experienced up to a certain time point. With different assumptions, the model will

end up with different functional forms of the mean value function.
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One simple class of NHPP model is the exponential mean value function model, which

has an exponential growth of the cumulative number of failures experienced. Musa

exponential model 12591 and Goel and Okumoto NHPP model [1191 belong to this class.

Other types of mean value functions suggested by Ohba I268] are the delayed S-shaped

growth model, inflection S-shaped growth model, and hyperexponential growth model.

The NHPP model has the following assumptions 13321.

• The failure process has an independent increment; i.e., the number of failures

occurred during the time interval (t, t+sl depends on current time t and the length

of time intervals s, and does not depend on the past history of the process.

• The failure rate of the process is

Pr{exactly 1 failure in (t,t+At) = Pr{N(t+At) - N(t)=l}

= k(t) At+ o(At)

where k(t) is the hazard function.

• During a small interval, At, the probability of more than one failures is negligible,

i.e.,

Pr {2 or more failures in (t, t+m)} = o(At) .

• Initial condition is N(0)=0.

Based on the above assumptions, it can be shown that N(t) has a Poisson distribution

with mean lt(t), i.e.,

Pr {N(t) -k} [I_ (t) ]k_ e-_(c)
k!

By definition, the mean value function of the cumulative number of failures, It(t), can

be expressed in terms of the failure rate of the program, i.e.,
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_(t) = fot A(s) ds.

The reliability function of the program is

R(t) - e -_(_ = exp[-f_ A(s) ds] i

Jo

The exponential growth curve is a special case of NHPP with

and

A(t) = Nf(t) =N_(t)e_[-L_(s)ds]

where

¢(s) = a proportional function of s

N = is the number of initial errors.

Based on the above general NHPP model, some special models are discussed below.

Musa Exponential Model

The Musa exponential model [2591 can be summarized as

_(t) =

_t(t) = Xo [1 - e*"'l

and

k(t) = Xo _ B e .*m

= (I)B [Xo- _(t)l.
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Goel and Okumoto NHPP Model

The Goel-Okumoto model [119] has mean value function of

It(t) = N(1 - e*')

and

x(t) -
= /V_ e4t,

where

N = the number of initial errors

Cp = a proportional constant.

An extension of the exponential mean value function model has been suggested

by Yamada and Osaki [399]. They assume that faults come from different

sources with different failure rates. Let

n = number of types of fault

_ = failure rate of each type i fault

Pi = probability of type i fault.

Then

n

I_ (t) = N _-1 p_t[1 - e-#'c]"

Delayed S-shaped Growth Model

The delayed S-shaped model I268,391] divides the debugging process into a fault

detection stage followed by a fault removal stage. A fault is said to be removed
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from the program if it goes through both stages. By assuming that the probability

of fault detection is proportional to the number of faults not detected, and the

probability of fault removal is proportional to the number of faults detected but

not removed, this model can be expressed by the following differential equations

h'(t) = alN- h(t)l

It'(t) = Xlh(t) - kt(OI

where

N = number of initial faults

h(t) = number of faults detected at time t

_t(t) = number of faults removed at time t

a = detection rate of each undetected fault

_, = removal rate of each detected but not yet removed fault.

By further assuming that _t=X=¢, _(t) can be solved as

lt(t) = N [1 - (1 + (I)t)e Ot].

This function becomes the mean value function of the NHPP model.

Inflection S-shaped Growth Model

Ohba 12681 models the dependency of faults by postulating the following

assumptions:

• Some of the faults are not detectable before some other faults are removed.

• The detection rate is proportional to the number of detectable faults in the

program.

• Failure rate of each detectable fault is constant and identical.

• Ali faults t.:ali be removed.
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Then, the program failure rate during the ith failure interval is defined as

X, = ¢ t,t_[N- (i-l)]

where B_is the proportion of detectable faults when i faults are removed, N is the

number of initial faults, and B_[N - (i-l)] is the number of detectable faults at the

ith failure interval. As more faults are detected, more dependent faults become

detectable. Therefore, the proportion of detectable faults is an increasing function

of the detected faults. Let this function be

l.ti=r+i(l-r)/N, 0<r_<l.

Based on the above formulation, it can be shown that the mean value function of

this NHPP model is

(t)- N(I - e_)
1 + (l-r) r -x e -_c

As r approaches 1, the above model approaches the exponential growth model.

As r approaches 0, the above model approaches the logistic growth model.

Hyperexponential Growth Model

The hyperexponential growth model [139,268] is based on the assumption that a

program has a number of clusters of modules, each having a different initial

number of errors and a different failure rate. Examples are new modules versus

reused modules, simple modules versus complex modules, and modules which

interact with h:,rdware versus modules which do not interact with hardware.

Since the sum of exponential distributions becomes a hyperexponential

distribution, the mean value function of the hyperexponential class NHPP model

is
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fl

_(t) = _._N_[I - e_t]

where

n = number of clusters of modules

N_ = number of initial faults in cluster i

_i = failure rate of each fault in cluster i.

2.3.11 Models in The Markov Group

The Markov model is a generalized bug-counting model which represents the number

of remaining faults at time t, N(t), as a continuous time discrete state Markov chain. The

state of the Markov process is the number of remaining faults. The continuous time is the

exponential time-to-failure. Binomial type model and Poisson type model are special cases of

the Markov process.

A Markov process has the property that the future behavior of the process depends

only on the current state and is independent of its past history. This assumption seems

re_.sonable for software failure processes, lt can be argued that the future of a failure process

depends only on the number of remaining faults at the present time and is not affected by the

past error content [248].

A general Markov process allows transitions to occur from any state to any other state.

In other words, multiple faults can be removed or introduced at each debugging. This model

is suggested by Sumita and Shanthikumar [355]. In practice, there were not enough failure

data to estimate ali parameters of the transition probability matrix. Some models have been

developed as special cases of the Markov chain. They are the linear death mcdel with perfect

debugging, stationary linear death model with imperfect debugging, and nonstatlonary linear

death model with perfect debugging. These models are discussed below.
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Linear Death Model With Perfect Debugging

The Jelinski and Moranda model [150] is essentially a linear death model with

perfect debugging. Let

Pij = probability of transition from state i to state j

Pk(t) = Pr{N(t)=k}; probability of k remaining fault at time t.

= failure rate of each fault.

The transition probabilities can be expressed as

1 j=i-1

p_j = 1 i=j=0

0 otherwise i,j = 0,1 ..... N

and the transition rate diagram is shown in Figure 2.2.

The differential-difference equation of Pk(t), say P'k(t), is

P'k(t) = (k+l) _ P_+_(t) - k _ Pk(t).

Solving the above equation with the initial condition N(0)=N, ali the performance

measures of the J-M model derived in the binomial model can also be derived

from this Markov chain point of view.

Linear Death Model With Imperfect Debugging

Suggested by Goel and Okumoto [116,117], the transition probabilities of the

linear death model with imperfect debugging can be expressed as
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p , j=i-I

q=l-p, j=i

p_j = 1 , i=j---0

0 , otherwise i,j = 0,1 .... ,N

where p is the probability of successful debugging. The transition rate diagram is

shown in Figure 2.3.

This model assumes a probability q of not removing the fault whenever a failure

occurs. Some performance measures are summarized as follows. The expected

number of remaining faults at time t is

M(t) = E[N(t)] = Ne v_,.

The expected number of failures up to time t is

la(t) = EIX(t)] = N/P [1 - ep¢t].

The expected number of imperfect debugging errors by time t is

la_(t)= q la(t).

The reliability function of the kth failure interval is

k-1

where

_'j (c) ---e-J*c.

It has been shown [116] that

Rk(t) - exp{-[N - p(k-1)] _t}.
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Figure 2.2 Linear death with perfect debugging

Figure 2.3 Linear death with imperfect debugging

(k-l) p_ kpa

• Q •
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Nonstationary Linear Death Model With Perfect Debugging

Suggested by Shanthikumar [319,320], the transition probabilities of the

nonstationary linear death model with perfect debugging can be expressed as

1 , j=i-1

p,j = 1 , i=j=O

0 , otherwise j=0,1 ..... N

and the transition rate diagram is shown in Figure 2.4.

Figure 2.4 Nonstationary linear death with perfect debugging

• • qJ
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The differential-difference equation of P_(t) is

P'_(t) = (k+l) O(t) P_+,(t) - k O(t) P_(t).

Solving the above equation with the initial condition N(0) = N,

Pk(t)= (k)tF(t)l"-k[I - F(t)lk

where

F(t) = 1- exp I-lot,(s)ds].

This is the binomial type model derived in the failure rate model. Other

performance measures can be found in Section 2.3.4.

2.3.12 Models in The Bayesian Group and Models in The Unified Group

The Bayesian model and unified model are two other types of probabilistic software

reliability models. The Bayesian approach was discussed by Jewell [151], Serra and Barlow

[317], Kuo [181], Littlewood [206,209], Littlewood and Verrall [217], and Langberg and

Singpurwalla [183]. Besides the nonstationary linear death models [176,181], other unified

models are the exponential order statistics model by Miller [234], and Scholz [311], and the

shock model by Langberg and Singpurwalla [183].
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2.4 Fault Tolerant Software Reliability Models

lt is important to provide very high reliability to critical applications such as aircraft

controller and nuclear reactor controller software. No matter how thorough the testing,

debugging, modularization, and verification of software are, design bugs still plague the

software. After reaching a certain level of refinement of the software, any effort to increase

the reliability even by a small margin will take exponential cost. Consider, for example, a

fairly reliable software subjected to continuous testing and debugging, and guaranteed to have

no more than 10 faults throughout the life cycle. Now, in order to improve the reliability

such that, for example, only 7 faults may be tolerated, the effort and cost to guarantee this

may be enormous. An alternate approach to increase fault tolerance is to provide redundancy.

Redundancy has been accepted as a viable approach to obtain reliability from unreliable

components.

Fault tolerant software assures the reliability of the system by use of protective

redundancy at the software level. There are two main techniques for obtaining fault tolerant

software:

• Recovery Block scheme

• N-Version Programming

2.4.1 Recovery Block Scheme

The recovery block scheme [9, 288] consists of three elements: (1) a primary module,

which executes critical software functions, (2) an acceptance test, which tests the output of

the primary module after each execution, and (3) a set of alternate modules, which performs

the same function as the primary module.
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The simplest scheme of the recovery block is:

Ensure T

By P

Else by Ql

Else by Q2

Else by Q_._

Else Error

where T is the acceptance test condition that is expected to be met by successful execution of

either the primary module P or the alternate modules Q_, Q2..... Q_._.

When the failure of the primary module is detected by an acceptance test, an alternate

module is executed• If ali the alternate modules are exhausted, the system crashes. Pham

and Upadhyaya [277] have developed a model to obtain the optimal number of modules in

the recovery block scheme given the reliabilities of the individual modules• An optimization

model for a modified recovery block scheme is also given in [38], and a numerical method is

used to obtain the solution•

2.4.2 N-Version Programming

N-version programming (NVP) [65] is defined as tile independent generation of N > 2

functionally equivalent programs, called versions, from the same initial specification [15].

Independent generation of programs means that the programming efforts are carded out by N

individuals or groups that do not interact with respect to the programming process. Whenever

possible, different algorithms, techniques, programming languages, environment, and tools are

used in each effort [65].
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N-version programming is the software equivalent of the N-Modular Redundancy

technique. In this technique, N program versions are executed in parallel on identical input

and the results are obtained by voting upon the outputs from the individual programs. The

advantage of NVP is that when a version failure occurs, no additional time is required for

reconfiguring the system and redoing the computation [274]. Pham [274] has given a cost

model to obtain the optimal number of program versions that minimizes the expected cost of

the NVP scheme. Pham further determined the optimum number of versions that minimizes

the expected total system cost subject to a restricted type I design error. The problem of

maximizing NVP system reliability subject to a constraint on expected system cost is also

obtained in [2741.

The main difference between the recovery block scheme and the N-version

programming is that the modules are executed sequentially in the former. Therefore, recovery

block generally is not applicable to critical systems where real-time response is of great

concern, thus precluding it from our discussion.

N-version programming has been researched thoroughly during the past decade.

Correlated errors form a main source of failure of the N-version programs. Correlated errors

can be minimized by design diversity [14, 15, 302]. A design paradigm has been developed

to assure design diversity in N-version software [221]. Several experiments have been

conducted to validate the assumption of error independence in multiple versions [169], to

analyze the types of faults [49, 327], to investigate the use of self checks and voting in error

detection [192], and to establish the need for a complete and unambiguous specification [162].

The problem of consistent comparison has been investigated in [50] and the voting algo, izhms

have been studied in [1091, [2201. There has been some effort on modeling the reliability of

fault tolerant software [1, 11,202, 267, 312, 3971. An environment for developing fault

tolerant software has been discussed in [281].

However, in critical systems with real-time deadlines, voting at the end of the

program, as in the basic N-version programming, may not be acceptable. Therefore, voting at
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intermediate points is called for. Such a scheme, where the comparison of results is done at

intermediate points, is called the Community Error Recovery (CER) scheme [3751 and is

shown to offer a higher degree of fault tolerance compared to the basic N-version

programming [65]. This approach, however requires the synchronization of the various

versions of the software at the comparison points.

Another scheme which adopts intermediate votir_g is the N self checking programs

[185], where each version is subject to an acceptance test or a checking by comparison.

Whenever a particular version raises an exception, the correct result is obtained from the

remaining versions and execution continued. This method is not much different from the

CER approach, the only difference being the on-line detection in the former by an acceptance

test rather than a comparison.

lt is apparent from this literature study that there has been no significant advance in

the reliability enhancement literature for the past 15 years or so. Most of the papers

appearing recently on software fault tolerance are variations of the well known N-version

programming or recovery block schemes. In Section 4, we propose a new approach, called a

self checking duplex system, for the enhancement of software reliability. This scheme

incorporates redundancy at two levels and can increase the reliability of software in critical

systems to significant levels.

This section has reviewed classification of the software reliability models (mainly by

the modeling techniques) and fault tolerant software reliability models. Table 2 summarizes

related references for each category. These models are the fundamental sources for the study

of software-related problems. Besides reliability assessment, systems reliability optimization,

system design, reliability cost model, and hardware software systems, these are other areas in

which software reliability models can be applied.
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Table 2 Summary of References
II IIIIII

Group Models References

General Software 2, 26, 64, 7981, 85, 91, 114, 120, 121, 130, 133, 142,

Reliability Models 143, 173, 193, 194, 212, 219, 248, 253, 293, 299, 321,
332, 340, 354, 359, 363, 374

Error Analysis 6, 98, 112, 146, 245, 246, 290, 300, 371,373

Software Science 123, 197, 307, 324, 325

Complexity Metrics 27, 28, 29, 30, 31, 66, 92, 102, 110, 144, 153, 198, 228,
241,279, 294, 295, 318, 324, 341,361,371,382, 387,
405

Error Seeding Group 28, 32, 139, 289, 305, 306, 369

Curve Fitting Group 37, 40, 58, 76, 122, 127, 235, 338, 361

Failure Rate Group 10, 28, 63, 80, 86, 113, 126, 150, 152, 172, 205, 206,
207, 208, 210, 211,214, 242, 243, 262, 263, 320, 330,
_45

Reliability Growth Group 73, 75, 84, 204, 261,381

Program Structure Group 19, 69, 213, 216, 308, 357, 358

Input-Domain Group 33, 264, 265, 283, 285, 340, 343, 349, 360, 385
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Execution Path Group 89, 90, 93, 328

" Nonhomogeneous Poisson 68, 119, 124, 181,238, 250, 251,257, 259, 268, 297,
Process Group (NHPP) 347, 401

Markov Group 116, 117, 176, 187,215, 319, 331,355

Bayesian Group 3, 151,206, 209, 217, 304, 364, 365

Other Unified Group 19, 171, 183, 234, 311

Cost Models 60, 87, 103, 104, 107, 115, 170, 181, 198, 256, 272, 273,
296, 324, 400

Hardware-Software Systems 61, 118, 128, 129, 131, 167, 182, 340, 356, 364, 365

General Fault Tolerant Systems 1, 8, 9, 11, 16, 34, 39, 41, 60, 62, 71, 72, 95, 132, 149,
164, 185, 187, 189, 220, 222, 233, 266, 281,301,302,
313, 327, 336, 362

N-Version Programming 14, 15, 49, 50, 65, 109, 132, 162, 169, 192, 221,312,
379

Recovery Block 9, 78, 132, 166, 277, 288, 312

Other Fault Tolerant Approaches 11, 12, 38, 174, 184, 221,267, 312, 377
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3. PROPOSED TECHNIQUE FOR SOFTWARE RELIABILITY

ENHANCEMENT

Before one could apply the N-version programming schemes to enhance the reliability

of critical software, such as the nuclear reactor controller system, their feasibility should first

be determined. Nuclear reactor controller software requires ultra-high reliability. The

existing N-version schemes may not be able to offer the required reliability because of

vulnerability to failures due to identical causes. If the majority of the versions fail because of

common design error, then a wrong result may be gi"en by voting on incorrect outputs. The

likelihood of common-cause failures in nuclear controller software cannot be ruled out

because of the complexity of the application.

Efforts to alleviate the common-cause failures include the development of diverse

versions by independent teams so as to minimize the commonalities between the various

versions of the software [14]. But according to recent research at the University of

Califomia, Irvine [49], the use of different languages and design philosophy has little effect

on the reliability in N-version programming because people tend to make similar logical

mistakes in a difficult-to-program part of the software. Thus, in the presence of a common-

cause failure ali the different variations of the N-version programming prove to be equally

useless, lt seems beneficial to have a single version in order to minimize cost.

According to the latest research ota the topics related to software reliability, fault

tolerance is a highly recommended application for the nuclear reactor control system to

improve the reliability of the embedded software. However, a new approach that could

alleviate the weakness of the existing fault tolerant software reliability models is even more

desirable.
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In this section, we propose a new technique called Self-Checking Duplex System

applicable to real time software embedded systems. Section 3.1 presents more details about

this new technique. Further research is proposed to design a model using this technique.

Also, new design guidelines are proposed to reduce or eliminate the common cause failures in

software programs. These guidelines are presented in Section 3.2.

3.1 Self-Checking Duplex System

The University of Califomia, Irvine [49] research suggests not to go for N-version if it

is known that the probability of making common mistakes while programming cannot be

totally avoided. Instead, we recommend (1) developing fewer versions, (2) minimizing the

errors in the individual versions, and (3) minimizing/eliminating the incidence of common-

cause failures in these versions.

If individual versions are made highly reliable, an ultra-high reliability can be

achieved merely by having two versions. These two versions should be made self-checking

and should work simultaneously as a duplex system as shown in Figure 3.1. If one of the

versions (module i in the illustration of Figure 3.1) raises an exception, correct results can be

obtained from the other version as shown in the F_gure 3.1. We call this new approach a

self-checking duplex system. Figure 3.1 shows a simple architecture of the proposed system

where both versions are represented by a sequence of Ns modules.

Although N self-checking versions can be used [185], our preliminary studies show

that two versions are sufficient to raise the reliability to acceptable levels using our new

approach, lt is also more practical to have as few self-checking versions as possible because

of the high cost of developing N different self-checking versions.

Self-checking software can be developed in a variety of ways [138, 404]. Self-

checking provides an online detection of errors and prevents the contamination of the
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Figure 3.1 Duplex System

I
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software by not letting the errors manifest. Software integrity can be assured by testing for

illegal branching, infinite loops, wrong branching, etc., and testing for functionality and

reasonableness of the results, lt is easier to incorporate self-checking assertions into the

software during the design stage, because the team that develops the software is expected to

have the best understanding of the problem. A good understanding of the application and the

algorithms is deemed important for creating and placing meaningful assertions in the code.

Both local and global self-checking assertions need to be incorporated to guarantee a high

reliability. Hua and Abraham provide systematic method for developing the self-checking

assertions [138]. In the following paragraphs we show how self-checking assertions can

provide ultra-high reliability.

Let the executable assertions be inserted in a module both locally and globally. By

inserting local and global assertions, it is possible to check not only the internal states of the

modules, but also the input/output specifications. Because the inputs to an intermediate

module such as i + 1 (see Figure 3.1) are reset to the correct value by the corresponding

module of the other version if and only if an error is detected, any undetected error at module

i will propagate to the next module i+l. Let p represent the probability of detecting an error

in module i of a self-checking version. Now, given that an error goes undetected at the iu,

i+l rh, .... i+l-1 thmodule, the probability of this error being detected at the i+lth module of the

version is

P_ = P " .i

This probability is very high as described in the following paragraph.

Suppose that the probability of detecting a design error at a particular module by self-

checking is 0.9. If an error is not detected at this module, the probability of this error being

detected at the following module is 0.99 and the probability of detecting it at the next module

is 0.999 and so on. This establishes that self-checking assertions could be a very powerful

tool in increasing the software reliability.
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The self-checking duplex system incorporates fault tolerance in two layers. The first

layer of protection is provided by self checking assertions. The second layer is duplication.

In the self-checking system, if one of the versions detects an error at the end of the current

module, results are obtained from the other version. After exchanging the correct results,

both versions will continue execution in a lock-step fashion. Finally, the outputs of the

duplicated versions are compared for consistency before accepting the result as correct. By

keeping the size of the modules sufficiently small, a larger number of errors can be masked

by this approach. However, too small a size for the module will increase the overhead of

implanting the self-checking assertions. The analysis of the reliability and the optimal

modules size selection requires further research. This is a significant part of the proposed

research.

Common-cause failure is still a problem in the self-checking duplex system. There ts

no known technique to address this in N-version programming. Therefore, it can only be

attempted to reduce the common-cause failures by design diversity. Next, we discuss and

provide some guidelines to reduce the probability of common-cause failures.

3.2 Reduction of Common-Cause Failures

Clearly, a complex software is developed in a modular fashion and not ali the modules

are equally complex and difficult to design. Therefore, it will be an accurate statement if we

say that the common-cause failures are confined to the "difficult to logically understand and

design" part of the problem. The common-cause failures can be reduced if such critical parts

are identified and certain design guidelines are followed.

We propose the following design guidelines that will reduce or eliminate the common-

cause failures:
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• Techniques to identify critical parts in a program. Generally, the control flow

complexity of an algorithm indicates the level of difficulty. We can therefore use

the McCabe measure to identify the critical parts of a program [228].

• The manager of the project should identify the critical sections of the problem,

meet with the program development teams individually, and steer them to

different techniques for solving the critical parts. As an example, suppose that

the critical part involves sorting a file; then, one team should be asked to use,

Quicksort [5]. The other team should be asked not to use Quicksort but to use

some other naive scbeme. In this way, the probability of committing identical

logical mistakes can be reduced or eliminated.

Our proposal will address the development of additional design guidelines to minimize

the common-cause failures.
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4. GENERAL DISCUSSION AND FUTURE RESEARCH

Enhancement of reliability of a software module followed by a global enhancement by

maintaining multiple versions of the software will bring the reliability to reasonable levels.

Such an approach [67] has found success in Wafer Scale Integration and we would like to

apply this concept to software reliability improvement. Our analysis shows that if a single

version is made sufficiently self-checking, design errors can be caught with very high

probability and corrected appropriately with a very high probability by duplication.

It is essential to estimate the reliability of the software before any redundancy

schemes, such as the self-checking duplex scheme proposed here, can be applied. Techniques

should be developed to estimate the number of errors that remain in the application software

at the time of release; then, if the reliability is below acceptable levels, the test expenditure

has to be spent on debugging and testing to obtain the desired level of reliability. Kubat and

Koch [179] investigated several test protocols to estimate the number of remaining errors in a

system at the time of software release. Singpurwalla [339] has presented a decision-theoretic

approach to determine the optimal time interval for testing and debugging software. Based on

these techniques, we propose to develop a model to predict the reliability of a software

program. This model will greatly help in determining the amount of effort required before

stopping testing and debugging of the software.

Computers used in harsh environments, such as the nuclear power industry, may be

subject to radiation. Radiation, power supply glitches, humidity, and vibration, may give rise

to what is called hardware-induced software faults. Such faults are generally transitory, but

may be sufficient to disrupt computation. Interestingly, the majority of failures in computer

systems has been recognized to be of temporary nature, including operator faults. Although

the proposed self-checking duplex system provides fault tolerance to design errors, it can also

handle a class of transient faults. However, transient faults that affect both versions cannot be
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tolerated by the self-checking duplex system. In such cases, a backward error recovery such

as checkpointing and rollback [377] can be used.

In summary, we propose to investigate the following seven problems:

1. Develop a model to predict the reliability of a single software program.

2. Develop a cost model to determine the optimal time interval for testing the

software.

3. Develop a technique for the development of self-checking software versions.

4. Evaluate the performance of the self-checking duplex system and the development

of an appropriate reliability model to estimate the reliability of the fault tolerant

software.

5. Determine the optimal size of modules in the self-checking software versions.

6. Develop general and more comprehensive design guidelines to minimize the

common-cause failures among the various versions of the software.

7. Consider hardware-induced software errors in the nuclear reactor controller

software.
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