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DWELOPHIWT OF AN AUTONOMOUSDESIGN PROGRAM

I. O. Bohachevsky, T. P. Cotter, V. K. Viswanathan

Los Alamos National Laboratory

ABSTRACT

Presented is a general approach to the development of an “intelligent”

computer program fhac designs technical devices and systematically improves

its capability without human intervention. The methodology is based on the

recognition ti,at effective use of comptiters requires employment of clearly

defined concepts and precise language, therefore significant effort is

devoted to the formulation of the design problem in mathematical terms.
This formulation is based on the introduction of metrizable performance and

conf~.guration spaces and on the representation of the design process as a

mapping from the performance into the configuration space; the inverse of

this mapping represents the design evaluation. An essential part of the

design mapping, as we define it, is design optimization. For that purpose

we developed a generalized simulated annealing method capable of locating

global extrema of multidimensional functions that have numerous local
extrema and may Ilot be differentiable. The optimization method is

interesting in its own right, for its applicability transcends the original

intent. The exploitation of the concept O; Lhe design mapping and the

optimization algorithm are illustrated with an application to the design of
aptical lenses. This application was chosen because it offers the

possibility to eval’’~te each design solely by computation and thus validate

the program’s capability without the need for a physical realization.

1, Introduction

The o~jective of our researcil is the development cfan “intelligent”

cf>mputer program able to design technical devices al)d to improve that
capability with repeated usage without human intervt’ntion. We are
developing such a program in the context of the design of image forming

optical lenses because this application offers the possibility to evaluate
each design solely by computation and thus validate the “int,?lligence” and

the capability of the program without the need for physical re?li.zation and
experimental verification.

Our approach is based on the interpretation of technical dcsi~n as a mapping

of a performance specification into a device configuration detcrminatiorl,

In general, this mapping is defined by the optimization of a suitable
performance objective fllnction.

In the next section WQ illustrate the concept of the design mcpping w{.th o
specific cxilmple and disct:ss the difficultjus encountered in its uut~>matlon,

In Section 11[, we in/Jj~:]te and illustrate a way of overcoming the



implementation difficulties, in Section IV we summarize briefly the global
optimization procedure that we use to specify the design mapping, and in

Section V we discuss the current and future work.

II. The Design Mappin& ,

The description of the design mapping requires a definition of the

performance and configuration spaces. These are the spaces spanned by all

the variables necessary to specify the performance and configuration of the

tec+nical device being designed. The recognition that these spaces must be

defined compatibly with the performance objective function is one of the

crucial elements of our approach. In that approach the performance

variables are the coefficients in an expansion of the performance objective

function in terms of basis functions each of which represents some
performance characteristics. The design mapping assigns to each point in

t!.e performance space that represents a reasonable set of requirements one

or more configurations representing one or more designs that meet these

specifications in some prescribed sense. We illustra~e this concept with a

simple example in which the performance and configuration spaces are one-

dimensional, Let us design a slender column with a uniform solid circular

cross-section using the least amount of the structural material to support a

load L at a specified height h. In this case the pe]”formance space is
spanned by the coordinate L and the configuration space by the cross-section

radius, r. The design m,qpping is given by the well known Euler relation:

(1)

where Z is the Young’s modulus. Its inverse, the expression for the
buckling load L,

r3E
L=— ~4

4h2

characterizes ~hc performance’ of the design configuration specified by the

cross-section radius r. The design mapping and the evaluation of the
configuration arc indicated schematically by arrows in Fig. 1,

In most practical applications severe difficulties preclude straight-forward

algorithmic implementations of the design mapping, l’hc first difficulty
stems from the fact that the performance and configuration spaces
encountered in engineering designs arc multidimensional (loo to 200
dimensions are not unusual), therefore the dusign mapping and evaluation orc
composed of numerous interconnected steps that express complex relationships
arfrc)ng the many variables.

The second, f!Jndamcntal, difficulty st{?ms from the fact that, in general,
the design mapping cannot be represented by explicit ~lgorithms. Algorithms
that constitute design evi~l~]ation~ can be cxprcssod explicitly relatively

cflElily; many exist and nrc used for thot purpose, however, very fcw cat IIl-?
{nvortud to nh toin a n explicit rcpreli{?ntilt ion () i the dc?sign mnppinfi$
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There fore the determination of the image in the configuration space of a

given preimage in the performance space usually requires iterations, This

is the place in the design process where either the numan or the

“artificial” intelligence must enter.

The third difficulty is partly a cause and partly a consequence of the first
two; it is the fact that the design mapping is seldom unique and it does not

cover the configuration space completely. In general, there are several

configurations that result in the same or nearly the same performance and
there are many configurations that do not correspond to meaningful

performances . Practical, aesthetic, or even arbitrary considerations are

used to select among the several available design alternatives.

111, An ‘*Intelligent” Design Hal+

The difficulties outlined abo..’e , albeit serious, are not fatali tO
circumvent them we exploit the anticipated continuity and regularity of the
design mapping in certain regions of the spaces on which it is defined.
Because of the continuity and regularity f the phvsical world it is
plausible to expect that neighboring configurations will have approximately
similar performances except possibly across isol:lted boundaries

corresponding to different types of discontinuitics, If the continuity of

the mapping can be established and the boundaries ac~oss which it breaks
down determined, then suitable metrics can be introduced and
interpolatiLJn/CxtraPelat ion used to ,)rcdict the location of the image in the

configurati~~n space of a specified point in the performance space, The
coordinat~s of that anticipate image (in general not unique) provide “good”
initial configurations to start the design optimization. The points needed
for the interpolati,>n/cxtrapo lation will be obtained from previously
dcturmincd successful designs retained in the computer’s memory,

Successive applications of the program will continuously increase the number

of successful configurations and their preimt~gl!s stored in the rremorv; these
will provide on increasingly dense covering of the relevant regions in the
perforniance i~nd configuration spaces which, in turn, will improve the

prediction of “good” initial configurations for the design optirnizotions.
Such a learning process is the comput~r &naloguc of the process by which
human d~signers Rain experience. Expressed mathematically, the process is
equivalent to the determination of the inverse of the design evaluation

algorithm from a sparse sample of known images, The increasing density of
the covering will also improve predictions of the locations ilc!oss which the
design mapping is discontinl]o~ls,

We lllust.r(]tc the charactcrist{cs of a rc,ql istic mapping with the example of

two-cicment lens svst~ms, The o!)jcct{vc! is to invcstigotc the design of
two-clemt!nt Icns svstems with the effective foc,~l length of 1 inch, back
focil 1 length grcat~r thiln 0.75 inches, f-ql)ml)crs ~a!]g;ng I)ctwccn 5 il~d 10,
and the fields of view ranginx b(’twccn 10 and J() . To make the Krnphic,l]
prCS{!nti]t ion of t h c’ results posslblt!, wc conct(tnsc tllc pc) form;lncc) and the
CorlfigllrilLiOn S[>accs to f-wo dtmcnslons l’il Chl in thu :Ictual dcsi~n
Cillc!U1/ltiOn!l ttl(!s~ $p<lCCS wcrv ilpprclpriatCIV m(]lt[d{mllrlsl[lnrll.
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The condensed performance space, shown in Fig. 2, is spanned by the f-number

and the field of view and the condensed configuration space, shown in Fig.

3, is spanned by the optical powers of the first (Pl) and of the second (P )

element . The design of the two-element lens systems, as formulated in

this paper, is equivalent to the determination of the image of the Iegion R

(in the performance space) in the configuration space. The image under the

design mapping is to be determ+.ned with the optimization of the “optical

quality” of the lens system.

We designed(l) a sample of 44 lenses with specifications in the region R

using the optical design code CODE ~2) interactively; its optimization

algorithm is capable of finding local opt ima near reasonable starting

configurations. The result, presented in Fig. 3, shows that the image of

the region R consists of two disjoint rectangles in the performance space:
1.60 < P1 < 2,70, -1.70 ~ P? < -0.60, and -1.60 ( Pl ( -0.80, 1.90 < P <

2.5, depending on the {orde~ G! the positive and negative power elemen s.

(Of course, the boundaries of these regions are not sharp, but fuzzy. ) With
that experience, the code knows that initial configurations in the above two
regions lead to designs that meet the ~pecifications with acceptable image
quality; conversely, attempts to design to specifications in region R
beginning outside of ei~her region Cl or C

.,

guided optimization as indicated by the $e~~~n~pl~~e~~~ L~, L~~e~~O~~da[t~~

Fig. 3.

It is worthwhile to note that the only analytically derivable s}~ecification
of the image regions C land +, is the condition P + PO = 1 (focal len~th of

1 inch) and the additional limitations are conse~uenc~s of the optimization
of image quality,

The results of this simple example confirm the expected continuity of the

design mapping in restricted regions and indicate that the bound~ries of
these regions and the topological s’rllcture of the mapping may be inferred
from a moderatclv iargc sample of design calculatioil and configuration

evaluations, The current efforts to exploit tllcsc properties are inciicatcd
in the last section. [’rior to that wc outline the global optimization
method developed for- the :Ippl ication in “intelligent” design programs.

IV, !E_!w!!-!w!mi Zatu!?.!!

The ~utonomy and robustness of intclligvnt design programs are cnhanccd
Si,gnificdntly with a design optlnllzdt{on method copuble of locating global

cxt rcma of objective functions of ma~y var{abl~u that have numerous local

cxt rcma and may not be smooth (dlffcrenLlablc). We developed a method with
these properties by Hencral izing the standard simulated annealing alg,)rlthm;
the gcncralizotlon was introduced in Ref. 1 and dcscribcd in detail in the
paper rucuntly submittcrl (4)for pl]blication . In thl~ section wc indic~lte
Lhc nature of t!lc m[’thoc.l onlv very bricflv for the sake of complc!tcncss a:ld
lllusLratc Its cllflractcristics with onc rcsultm
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always trapped at the g’obal one. A representative solution of a 2-

dimensional optimization problem obtained with this method is shown in Figs.
4 al,d 5. Fig. 4 is an isometric representation of a fl~nction of two
variables with many local cxtrema and one global extremum located at the

origin x = y = 0. The biased random walk toward the origin is shown in Fig.

5 on the contour plot of that surface. Solid dots represent the accepted

steps and open squares those rejected as too detrimental. The circular

pattern of points around the origin (approximately) illustrates the

inability of the algorithm to walk out of the global extremum. We terminate

the computation when an uninterrupted sequence of trials of a specified

length (depending on the dimensionality of the problem) fails to find a

direction in which an acceptable step may be taken The metjlod has been

used successfully to solve multidimensional optimization problems (10 to LO

variables) in mathematical biology (4) , crystallography, acd militarv

planning.

We have investigated the applicability of the generalized simulated

annealing method tc the optimization of optical lens desi~ns on the simple

example of a single element “landscape” lens. For this lens the performance

space may be spanned bv the focal length (or lens thickne.is) and the field
of view and the configuration space by the mean lens curvnture and the st~p

location (for a fixed index of refraction). The approprit’te objective

function whose minimization defines the design mapping is the wavefront
variance. For the li~ndscape lens this function has two minima as shown in

Fig, 6 (5? We implemented the design with the commercially available code

ACCOSV ‘6) in which the generalized simtilated annealing was the optimization

algorithm. A preliminary result that demonstrates the method’s ability to

c 1 imb awsv from the shall.owcr minimum and to migrate into the deeper one is
shown in Fig, 7.

v. Current and Fu:ure Wo~k

The discussion and the results presented in this paper indicate that we have

developed a general approlch and validated the elements needed to realize an

“intelligent” optical lens design program, Our current efforts are aimed at

the integration of these elements into a n autonomous program. In

particular, we are streamlir,ing the interface betw~~en the available optical
design and analysis code, ACCOSV, and the generalized simulated annealing

algorithm and devising useful “tlnivcrsol” performance objective function.

We will use the resulting program to exhaustively explore the structure ~f

the dcsig}n mapping for one- and two-element lenses and to determine suitable

metric functions on the performance and the configuration spaces. Havtng
validated the performance of the prop,r<lm on one- and two-clement systems, we
will proceed to the more complex Implications

The evaluation of sufficiently gcncrsl and satisfactory performance
objective functions (for cxarnple, the ?todulation Tronsfur Function) mav bc
ccmputatiocailv expt’nsivc, therefore we urc exploring ways to improve the

efficiency () 1 the generalized simulated anneol ing algorithm. Several
possibilities :]ppcar promising the results will bc ~eportcd when they
become pv.]ilablc.
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