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ABSTRACT

Recent USDOE-sponsored DEH, *"GR, and TREAT F series fuel-disrup-
tion experiments are analyzed with existing .analytical models. The
experiments are interpreted and the results used to evaluate the mod-
els. Calculations are presented using the FRAS3 fission-gas-behavior
code and the DiMelfi-Deitrich fuel-response model.

INTRODUCTION

Early fuel dispersal in a hypothetical LMFBR loss-of-flow (LOF) accident is
a potential mechanism for mitigation of accident energetics [1]. This dispersal
is the result of a complex series of processes starting with the disruption of
the fuel geometry and ending with the axial displacement of the fuel under the
influence of gravity and hydrodynamic forces. Retained fission gases play a key

. role in early fuel dispersal since they influence both the time of fuel disrup-
tion and the character of disrupted fuel as well as providing a potentially sub-
stantial driving force for axial fuel motion. Furthermore, even in cases where
early fuel dispersal does not occur, it may be possible for retained fission gas
to significantly retard the collapse of the fuel under gravitational forces.
Important factors that influence fuel behavior under LOF conditions include the
fuel and cladding thermal history (temperature, temperature gradient, melting),
the fuel microstmcture, fuel deformation and cracking, fission product release
and swelling, and cladding constraint on the fuel prior to disruption.

Both in-reactor and out-of-reactor experiments have been performed to pro-
vide phenomenological data on fuel disruption and fission gas behavior under LOF
conditions. The most recent USDOE-sponsored in-reactor experiments are Argonne
National Laboratory TREAT tests F3 and F4 [2]. Out-of-reactor experiments which
have recently been completed include the DEH-I [3] and -IC [4] series of J)irect
JSlectrical jteating experiments performed at Argonne National Laboratory and new
FGR [5] fission j3as' jtelease experiments performed at Hanford Engineering Devel-
opment Laboratory.

Contributing to the understanding of fuel disruption and fission gas be-
havior are two analytical models developed at Argonne National Laboratory. The
two models are: (a) the FRAS3 code [6,7,3j, which models the detailed time-
dependent formation and behavior of intragranular and intergranular fission-gas
bubbles and their effect on the solid fuel; and (b) the DiMelfi-Deitrich (D-D)
model [9,10] of grain-boundary gas pressurization and pressure relief during
transient heating. i%Trt% BISTRIBMNI OF THIS DOCUMENT IS KMilHB
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The purpose of the work presented here was to systematically compare the
results predicted by the current version of the FRAS3 code and by the D-D model
with results from the recent fuel disruption experiments. In using these models
in this study, no extraordinary attempt was made to calibrate the models to fit
the data or to modify the experiment conditions from those reported by the
experimenters. In some cases this has precluded the often cherished "excellent
agreement," but it did allow the models to be evaluated and has led to the
correction of some model deficiencies.

DESCRIPTION OF THE MODELS

Because a discussion of the analysis made in this study requires an under-
standing of the models and their underlying assumptions, it is necessary to give
a brief, qualitative description of the two analytical tools which were used.

The FRAS3 Code

The FRAS3 [6,7,8] code is a structured collection of models of various
aspects of transient fission-gas behavior in oxide fuel. The basis of the calcu-
lation is the Gruber model of bubble migration by surface diffusion within the
fuel grain. The diffusion coefficient for the bubble is determined from the
surface-diffusion coefficient with the mobility of very small bubbles limited
because of the reduced effectiveness of the mass-transport mechanism. The evo-
lution of the bubble-size disribution, with discrete size classes characterized
by the number of gas atoms per bubble, is calculated from the coalescence proba-
bility. It is assumed that two bubbles coalesce instantly, conserving volume, if
they touch. Coalescence probabilities are determined for random bubble migration
and for biased migration in a thermal gradient. When two bubbles coalesce the
gas pressure in the product bubble is in general not in equilibrium with the
surface tension and external pressure constraints. The mean radius of bubbles in
each size class is then calculated in FRAS3 to increase toward equilibrium at a
rate controlled by vacancy transport to the bubbles.

Thermally biased migration of bubbles by surface diffusion is also assumed
to be an important means by which fission gas reaches the grain boundaries. In
calculating the escape of intragranular gas bubbles, the grains are approximated
by spheres, and bubble diffusion across the boundaries is calculated from both
random migration and average-velocity biased migration. Grain-boundary bubble
populations are calculated by considering all bubbles arriving at the grain
boundary in a given transient time step to have the current mean size. Coales-
cence of these intragranular bubbles with existing boundary bubbles is calcu-
lated, as well as coalescence between grain-boundary bubbles via migration in a
thermal gradient. The grain-boundary bubbles are assumed to equilibrate instan-
taneously upon coalescence.

Grain-edge porosity is modeled as a simple network of straight, cylindrical
tunnels. When the grain—boundary bubble population exceeds a concentration cor-
responding to an areal coverage of 50%, the excess gas is assumed to be trans-
ported to the edge tunnels. The equilibrium tunnel diameter is calculated and
used to predict edge swelling. When the tunnel diameter reaches a limit corre-
sponding to 5JS of the fuel volume, the expansion is halted. This value of edge
swelling was chosen to approximate the level at which the grain-edge porosity
becomes stably interconnected. Further addition of gas from the boundaries is
assumed to increase the grain-edge gas pressure, providing a driving force for
expulsion of gas from the fuel through interlinked porosity and cracks. This
expulsion is not calculated in the 1FRAS3 code, which provides only a single-node
analysis.
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The input values required by the version of FRAS3 used in this study are the
volumetric gas-atom concentration, the fuel-grain size, and the time-dependent
temperature and temperature gradient. . Diffusion-coefficient parameters are also
Input, but these do not change from test to test, The gas atoms are assumed to
be uniformly distributed in solution in the grains; initially no gas is on the
grain boundaries and no gas bubbles exist.

Anong the results obtained from FRAS3 are: fuel swelling due to fission gas
within grains, on grain boundaries, and in grain-edge tunnels; the gas distribu-
tion in these same catajories, from which localized gas release can be inferred;
and various observable parameters, such as mean bubble sizes within grains and on
grain boundaries, as well as the complete intragranular and intergranular bubble-
size distributions.

Recent improvements to FRAS3 include an explicit model for grain—boundary
bubble equilibration [7,9] and a capability for inputing an initial bubble dis-
tribution into the code. These improvements are part of a developmental version
of FRAS3 and were not used for the calculations presented here.

The DlMelfi-Deitrich (D-D Model)

The response of grain-boundary bubbles to thermal transients and the
resulting effect on overall transient fuel behavior is addressed by the D-D model
[9,10]. The model is used to characterize the gross fuel behavior mode as a
function of time. Brittle behavior is associated with rapid venting of gas to
grain edges without significant grain-boundary swelling. This mode is a conse-
quence of the tendency of bubbles to act as nuclei of unstable cracks that prop-
agate in the grain—boundary during transients. Ductile behavior is associated
with rapid grain-boundary swelling and occurs when the bubbles quickly achieve
their equilibrium volume by mass transport.

The model is based on the concept that a grain—boundary bubble can expand
and reduce the gas pressure either by propagating as a narrow crack in the grain
boundary or by expansion as a bubble via vacancy diffusion. The former behavior
contributes much less to volumetric swelling than the latter. By comparing the
rates at which these two processes occur, a condition is derived for the onset of
ductile behavior. This condition prevails when the grain-boundary diffusion
coefficient exceeds a calculated minimum value for which the rates of expansion
by the two processes are equal. Both this minimum value and the grain-boundary
diffusion coefficient vary throughout the transient, but when the condition is
met, rapid bubble equilibration and grain-boundary swelling are predicted to
occur.

The D-D r.odel involves a single adjustable parameter that theoretically
depends on the grain-boundary bubble geometry. In practice, the parameter is
fixed for one pair of transient experiments and its value calculated by extrap-
olation for other experiments. The extrapolation variable is the amount of fis-
sion gas retained after steady state irradiation. A single value of this param-
eter is applicable both to the first stage of dual-ramp tests and to single-ramp
tests for a -given fnel; but because exposure to the first stage of a dual-ramp
test alters the bubble morphology, this parameter must be re-evaluated for the
second stage.

Application of the model to a particular experiment provides the threshold
tine for swelling, which is determined from the time in the transient when the
condition is met for ductile behavior. This threshold time can be compared di-
rectly to the time at which gross radial swelling is observed in the experiments.

Recently, the concepts embodied in the D-D model have been extended [10] to
quantify the experimentally observed solid-fuel fragmentation during the early
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•tagas of simulated LOF transients- In this model it is assumed that fission gas
bubbles on grain boundaries in the fuel are in equilibrium subjected to a com-
press ive constraining force maintained by the presence of intact cladding. When
the constraining force is removed at cladding failure, the bubbles are overpres-
surized,. If the overpressure is calculated to be sufficient to fracture the
grain boundaries, the fission gas is assumed to expand to the ambient pressure
with the work done being converted into kinetic energy of the fuel fragments.
The overall fission gas content and its radial profile are considered in the cal-
culations. Results from these calculations include the extent of fuel fragmen-
tation, average particle size, and average particle velocity.

DESCRIPTION OF EXPERIMENTS

The experimental data used in the study are derived from USDOE-sponsored
programs at Argonne National Laboratory (ANL) and Hanford Engineering Development
Laboratory (HEDL). The ANL tests considered are from the out-of-reactor Direct
Electrical Heating (DEH) experiments and the in-reactor TREAT F series experi-
aents. The HEDL tests considered are from the Fission Gas Release (FGR) experi-
ments. A brief description of the experiment objectives, apparatus, and test
parameters is given below.

Direct Electrical Heating I-Series and IC-Series Tests

The DEH apparatus consists of an in-cell helium-filled chamber in which a
fuel sample is placed with electrodes connected at the ends. A controlled elec-
trical current is passed through the fuel stack resulting in ohmic heating. The
feature distinguishing the tests in this study from previous DEH tests is the
addition of a tungsten wire-mesh external heater surrounding the stack. The ex-
ternal heater was devised to reduce the large, non-prototypic temperature gradi-
ent in the fuel in previous DEH tests. In addition, in the IC series tests the
heaters permitted the testing of stainless steel clad fuel samples by allowing
the cladding to be melted off prior to ohmic heating of the fuel.

The I series tests analyzed here are 1-35, 1-37 through 1-45, 1-48, and 1-49
[3]. The fuel element samples came from HEDL N-E pins preirradiated to ~2.5 at.%
burnup at a peak power of ~40 kW/m. Because the steel cladding will short the
DEH electrodes, the fuel pellets in these tests were extruded from the cladding
Into quartz tubes. In all but two tests the extruded stacks were used without
further conditioning. In 1-48 and 1-49 the stack was heated to 1300°C for ten
minutes prior to the transient to anneal the fuel.

In most DEH experiments the external heater and ohmic heating currents are
controlled to simulate the initiating phase of a hypothetical loss-of-flow acci-
dent in a breeder reactor. These simulations comprise an initial slow tempera-
ture ramp (~30 K/s, average) for ~10 s corresponding to the postulated coolant
flow coastdown and a secondary faster ramp (>100 K/s) corresponding to the period
of sodium voiding. The experiments terminate either at a preset interruption in
power to the heater and fuel, or at fuel failure (defined by the experimenters as
the downward movement of the upper electrode by >1.0 mm) Typically in the I-
series tests this fuel failure is accompanied by a gross increase in the diameter
of the fuel pellets, by molten fuel squirting through a crack in the quartz con-
tainer, or by a sequence of diametral increase and squirting. The primary objec-
tive of the experiments is to determine the influence of the transient history on
these failure modes.

The IC-series tests [4] were run using fuel pin samples with their stainless
•teel cladding intact. The external heater was used to melt the cladding prior
to increasing the electric current through the sample. The tests analyzed here
are IC-2, IC-30, and IC-29 which used low burnup HEDL N-E fuel (2.5 at.Z burnup,
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40 kW/m), medium burnup PNL-9 fuel (4.7 at.2, 18 kW/m), and high burnup PNL-7
fuel (9.9 at.%, 26 kW/m), respectively. All of these tests were terminated after
the cladding meltoff phase.

F-aeries TREAT Tests

The F-series tests [2] are performed in dry (no sodium) capsules in the
TREAT reactor to study fuel behavior under LOF conditions. The most recent tests
in this series were F3 and F4. These experiments were designed to study the
timing and mode of fuel disruption under greater than nominal power levels.
Sample power was increased on a 200-ms period until constant powers of 82.0 and
216.5 kW/m were achieved in F3 and F4, respectively. Nominal power and burnup
for the PNL-7 fuel used in F3 and F4 were 29.5 kW/m and 9 at.%.

The principal instrumentation in the F3 and F4 tests was a high-speed photo-
graphic system. The TREAT fast neutron hodoscope was also used to monitor fuel
motion.

Fission Gas Release Tests

The HEDL FGR apparatus [5] consists of an in-cell, continuously evacuated
chamber containing the test fuel in a sealed tungsten heater/capsule. The
tungsten is heated by an electric current, providing an external source of heat
to the test fuel. In contrast to the DEH tests, this external heater is the scle
source of heat. The gases evolving from the test fuel are contained within the
tungsten capsule and continuously sampled to determine the gas composition and
the partial pressures of the components. The quantity of fission gas released
can then be calculated yielding a fractional release as a function of time.
Visual information is available only on the final condition of the fuel; dif-
ficulties were encountered in observing time-dependent gross disruption, and
these data are not reported. The time-dependent temperature profile in the test
fuel is calculated from the measured capsule temperature with a maximum expected
error of ± 150 K.

The FGR tests analyzed here are experiments 40, 41, and 44 through 52. The
fuel elements used in these tests are from the PNL-10 subassembly irradiated in
EBR-II to 4.45 at.% burnup at a peak, power of 24.4 kW/m. The elements were sec-
tioned for pretest characterization and for the actual tests. The cladding asso-
ciated with each section was left intact to avoid disturbing the fuel within.
(During the experiments, the cladding is melted off by the header. Provisions
were made to permit the molten cladding to flow away from the fuel into a small
well, allowing unobstructed radiative heat transfer between the heater and the
fuel.)

In general, the FGR tests listed above are conducted in pairs to examine the
effects of varying a single parameter. In five of the eleven tests the heating
simulates the initiating phase of a loss-of-flow accident in a breeder reactor.
As described for the DEH tests, these simulations begin with a slow heating ramp
followed by a second, more rapid ramp. In one case (FGR 52), an attempt was made
to impose a third ramp simulating a power burst in the reactor, but limits on the
capsule temperature did not allow the high rates necessary for a realistic simu-
lation.

In none of the FGR tests considered in this study did the fuel temperatures
reach the melting point and in most cases the pellets remained intact. The in-
tact fuel permitted extensive posttest examination yielding detailed information
on gas bubble size and distribution and on changes in the fuel microstrueture and
gross dimensions.
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RESULTS

The entire results from the comparison of model predictions with the fuel
disruption experiments are too extensive to be presented here. Representative
results will be given instead. For this purpose the FGR tests are best suited
for the FRAS3 comparison because these experiments provide the most detailed
information on fission gas behavior. On' the other hand, the DEH and F series
tests, along with the FGR tests, can all be compared with the D-D model since the
D-D aodel is primarily concerned with gross fuel behavior.

Comparison of FRAS3 with the FGR Experiments

FRAS3 calculations were compared with measured fuel diameter increases,
local porosity changes, time-dependent fission gas release, and final bubble dis-
tributions. In all of these comparisons the feedback between the fission gas
behavior and the fuel mechanical response was ignored. Not surprisingly there-
fore, only weak agreement was found between calculated swelling and measured fuel
diameter increases. Better agreement was found between calculated local swelling
and measured porosity changes. As seen in Table I, there is good qualitative
agreement (the tests are correctly ordered by increasing porosity change), but
the quantitative agreement is somewhat weak with FRAS3 consistently overpre-
dicting the swelling. Part of this disagreement is undoubtedly due to the neg-
lect of the compressive stresses that swelling causes in the fuel. Another
source of error is the assumption that grain boundary bubbles equilibrate
Instantaneously upon coalescence. The new grain boundary bubble equilibration
model that has recently been incorporated into FRAS3 [7,8] eliminates this defi-
ciency.

TABLE I

Local Porosity Changes in FGR Tests

FRAS3 Predicted Change Measured
Grain Face & Grain Edge (%) Change (%)

1 0

6 8

7 12

10 18

9 32

20 46

11 58

results at 0.9 Rp, where Rp * 2.47 mm is the nominal outer fuel radius.

Figures 1 and 2 compare measured fractional gas release and FRAS3 calculated
gas release at 0.9 RF for two different FGR tests. Other calculacions for dif-
ferent tests and using different unrestructured fuel nodes gave similar results.
In some cases the total gas release was overpredi.ci.ed while in other cases the
total gas release was underpredicted. Additional FRAS3 calculations showed that
the predicted total gas release could, usually be brought into agreement with the
experiments by varying the temperature and initial gas concentration within the
experimental error. A persistent source of disagreement, however, was found
between the measured and calculated time of initial gas release. A definite pat-
tern was noted in this disagreement. The calculated time of initial gas release

Test

46

50

48

45

44

52

41

Total (

3.8

38

38

46

61

64

84
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for tests that were begun immediately with a fast temperature ramp, such as FGR
45 shown in Fig. 1, was always later than the measured time. On the other hand,
there was excellent agreement between .calculated and measured time of initial gas
release for tests that started with an extended slow ramp prior to the final fast
ramp. One such test was in FGR 50, shown in Fig. 2. It was concluded that this
pattern may be due to the FRAS3 initial conditions. It is assumed in the version
of the code used here that all fission gas retained from the pretransient irradi-
ation is in solution within the fuel grains, so that no gas is initially distrib-
uted in intragranular bubbles or on the grain faces or edges. On the other hand,
measurements havy shown that 20-25% of the retained gas i.: in fact located
intergranularly in the FGR test fuel. One can conjecture, therefore, that in
tists such as FGR 50, the test conditions permitted the code to redistribute some
of the gas to the grain faces, in effect establishing more realistic boundary
conditions for the rapid conditions. In the case of an single fast ramp there is
less opportunity to redistribute the gas, causing an error in the predicted onset
of gas release. In order to investigate this further, FRAS3 has recently been
•odified to allow an initial grain boundary bubble distribution to be input into
the code.

FRAS3-calculated and measured intragranular bubble-size distributions for
tests FGR 45 and FGR 50 are shown in Figs. 3 and 4, respectively. The numbers on
the experimental curves in these figures give the distance from the outer fuel
radius R™ (~2.47 mm) at which the measurements were taken. With exceptions, when
all of the experiments were considered, a trend was seen in which FRAS3 under-
estimates the percentage of smaller bubbles in the grains, while correctly esti-
mating the upper limits of the bubble diameter distribution. That is, because
the figures show the cumulative percentage of bubbles smaller than a given size,
the convergence of the data and calculational results at ttuj right-hand side of
the figures indicates that the code is correctly predicting the probable maximum
bubble size. This convergence does not mean that the code is correctly pre-
dicting the diameter probability density function, the measure of the relative
number of bubbles of each size. This function is found from the slope of the
lines. Thus, in Figs. 3 and 4 the code underestimates the percentage of bubbles
between " 40 nn and ~ 60 nm (data plots tend to rise more sharply than pre-
dicted), correctly estimates the percentage of bubbles between ~ 60 nm and
~150 nm (slopes are approximately the same), and overestimates the percentage of
large bubbles (data plots rise less sharply than predicted).

Comparison of the D-D Model with Experiments

Calculations [9] of earlier DEH and FGR experiments using the D-D model have
shown excellent agreement. The calculations reported below generally support
that, agreement. It was necessary, however, to recalibrate the model since the
DEH experimenters have corrected their temperature calculations for tests 1-28,
1-30, and 1-43, all of which were used to calibrate the model.

Table II compares calculated swelling threshold time using the D-D model
with the observed swelling behavior for 23 DEH and FGR tests. Because the time
at which swelling began in these experiments was generally not reported, it was
necessary here to make a weaker comparison of the calculated swelling threshold
with the test duration time (defined as the ramp length for single ramp tests and
the final ramp length for double ramp tests). If the test duration is less than
the swelling threshold, swelling behavior is not predicted. If the test duration
is greater than the swelling threshold, swelling is predicted. The last two
columns of Table II compare predicted and observed swelling behavior. There is
disagreement in only four of the experiments and the difference in swelling
threshold time and test duration for these four experiments is so small that the
results could easily be made to agree by changing the fuel temperatures within
the experiment error.
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As noted previously, the D-D model has recently been extended [10] to quan-
tify observed fuel fragmentation behavior in DEH-IC series tests on stainless
steel clad samples. In some tests on fuel with high burnup, significant fuel
spallation was reported [4] at the onset of cladding melting. These experiments
have been analyzed with the D-D model by assuming that fission-gas bubbles on
grain boundaries are subjected to a compressive constraining force maintained by
intact cladding. When the constraining force is removed at cladding failure, the
bubbles are overpressured and may fracture the grain boundaries. In the prelim-
inary analysis of fuel fragmentation, a constraining pressure of 4 MPa was chosen
as being representative of the cladding strength at elevated temperature. Com-
parison of calculations with particle size and velocity measured in DEH tests IC-
2, 29, and 30 showed good agreement [10]. Later DEH-IC tests indicated that
cesium vapor may play a role in fuel spalling and fragmentation. One explanation
for this behavior which has been investigated here is that the vapor pressure of
cesium in the fuel cladding gap may provide the compressive force between the
fuel and cladding. Relief of this force causes the fuel to fracture. Calcula-
tions of cladding failure show that cesium vapor will fail the cladding near the
cladding melting point and that the pressure is about 4-5 MPa. Such a pressure
is also consistent with the pressure on the cladding that would be necessary to
cause the observed [4] unstable growth of helium bubbles in the cladding during
terminated DEH tests.

Concurrent with the DEH-IC tests, a se^ of two in-reactor F-series TREAT
tests were also executed to look at disruption of high burnup fuel under LOF con-
ditions. Tests F3 and F4 [2] used the same high burnup PNL-7 that had shown the
maximum spallation in the DEH-IC tests. The camera was set up to follow a
sequence of cladding melting, limited solid fuel spallation, fuel swelling, fuel
melting, and eventually complete disruption of the pin geometry. However, in both
tests the fuel completely disrupted well before fuel melting, or even complete
cladding melting, occurred. In the case of F3 the maximum cladding temperature
was calculated to be 1427°C with 41% melt fraction while in F4 the cladding
reached only 1233°C. The observed disruption was so vigorous and so complete
that from one film frame to the next, 1-2 ms later, the entire sample appears to
have fragmented.

Application of the D-D model • to tests F3 and F4 shows that the effect of
cladding constraint on fission gas bubble behavior can also explain the results
of these tests. A constraining pressure of 4-5 MPa is consistent with both the
observed cladding failure time and the observed fragmentation. Again, one source
for this pressure is volatile fission products in the fuel-cladding gap.

Discussion and Conclusions

In general the FRAS3 calculations showed reasonable agreement with measured
porosity changes, time-dependent gas release, and bubble-size distributions in
the FGR tests analyzed. The comparison of FRAS3 with the experiments has led to
recent improvements in the code which now includes a grain-boundary bubble equil-
ibration model and a capability for inputing an initial bubble distribution into
the code. In addition, a multi-node version of FRAS3 is being coupled to the
FPIN fuel pin mechanics code to investigate the effects of feedback between
fission gas swelling and stresses in the fuel.

The DiMelfi-Deitrich (D-D) model has been shown to accurately predict the
gross behavior (swelling vs. non-swelling) of recent FGR and DEH tests. An
extension of the D-D model to include a quantitative assessment of fuel
fragmentation has been found to explain both the fuel spallation observed in the
DEH-IC series tests and the vigorous fuel disruption observed in the F3 and F4
TREAT tests. Volatile fission products such as cesium in the fuel-cladding gap
•ay play a role in this fragmentation by providing the constraining pressure on
the fuel .prior to cladding melting.
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Test

OEH

1-35
1-37
1-38
1-39
1-40
1-41
1-42
1-43
1-44
1-45
1-48
1-49

FGR

40
41
44
45
46
4>
48
49
50
51

END: si

Initial
Temp (K)

1361
1333
1579
1403
1526
1533
1530
1538
1021
H45
1526
1418 .

1623
1523
1483
1483
1293
1453
1503
1239
1419
1493
1433

Initial
Rate (K/s)

36
80
41
34
24
27
26
23
38

700
464
70S

160
150
127
400

20
23
32
30
16
15
It

Ramp
Length (s)

9.9
7.3
4.6
7.0

16.7
14.0
17.4
23.1

7.9
2.4
3.6
2.6

10.0
8.0
7.4
2.0

21.0
21.0

S.O
26.0
U.O
10.0
15.0

Final
Rate (K/s)

.
649
206
580
478

..
343
262
487

•
-

-

•
•

170
110
140
160
120

Raap
Length (s)

1.3
0.7
1.3
0.9

•
0.4
1.7
1.8

*
-

_

•

-
5.0
4.0
6.0

10.0
9.0

Predicted Swelling
Threshold (s)

27.5
0.7
2.0
1.1
0.9

30.2
1.0
1.0
1.3
2.3
3.0
8.3

7.1
8.0
9.3
3.6

49.1
38.7
4.8
4.C
5.9,
5.1
*.2

Swelling
Predicted

no
yes
no
yes
yes
no
no
yes
yes
yes
yes
yes

yes
yes
no
no
no
no
ye*
no
yes
yes
yw

Observed

no
yes
no
yefr «*
yes
no
no
yes
yes
no
yes

yes
yes
no
no
no
no
no
no
no
yes
jres

lOCH results at 0.9 R?1. FGR results at 0.8
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