
hhCi . . . O C T 3 : : - • > LBL-20159 

(VDAlF m Lawrence Berkeley Laboratory 
UNIVERSITY OF CALIFORNIA 

Physics Division 

Presented at the Workshop on Elastic and Diffractive 
Scattering at the Collider and Beyond, Blois, France, 
June 3-6, 1985 

THE IMPACT OF NEW COLLIDER DATA ON FITS AND 
EXTRAPOLATIONS OF CROSS SECTIONS AND SLOPES 

M.M. Block and R.N. Cahn 

August 1985 

* 

,**{*$> 



Tfcit report W M done with ttftpport from the 
D e p a n n K t of Eowgy. Aoy oooconioM or opt M O M 
CKpfKMM M MM ICOOtt KOfOKOI OMCQT UKMC Of tfct 

• K uononoy 01 V M O M I OR iiOwtcooE • c m t y 
LMfOCMocy or MO IMOMVMOM OI ooorfy* 

KOMMBOt M) OOOMMMMJT Of pfOOOOI MUM! OOM 
MM MflMy OMMJIWl Or RMMMMMMMO Of Ukt 
BfOOOCt OJf MH VMMMlQf Ol COMOfMft Of VMS U<5» 
DCOORMOM of EMJMJT %• Mws OMJMMO Of OMort n o t 



LBL--20159 

DE86 001992 Aw§mtm 

Tka Impact of Naw CoUidar Data on Fit* and 
Extrapolation* of Croat Bactiona and Slope** 

M.M. Block 

Xettkwwtmt VmWmitr 
I w a t a a , Sttaota f0901, U.S.A. 

aad 

K.N. Calm 

Clftff, OMITI , SwJtoarlaad 

•ad 

t—Ftaci Bathalay Laboratory 
IfcdranltjrorCaHferaia 

BarMvr, Caafcrala M730, U.S.A. 

Abattifit 

Tat JaiaH Cimii data a n rawaarad with oar aarliar extrapolation*. 
r*M* ta*t hMtada ta* aaw data an mitt. TkoM for which crM growa ai 
|at*{«/it) lilalaHily ghw a tigalcaatry poorar x' than thoat for which 
#*§ iwainHy ItvaK Mt, Par tat BtoaoMtl SSJC «Mrgy th« former fito 
pradJct •^.(v'i m 40 TfrV) * 300 mb whilt th« UtUr girt ©^(V* = 
4 » 1 * V ) M 1 0 0 B > » . 

•Mtaatft t u a w M d la part by la* Dfcttttr, OCM tftMor RwHitk, Ofk« offfifli Umtr 
mt Wmtmr * ! * * • , M*ttaa at Baft (War t V<t» W tat V.I. DtatrtaMat of bargy ud« 
MMntl pa>A0Va>TlffMai(, 

1 



Several yean ago1'3 we undertook a careful fitting of the pp and p* data for o M 

and p = Ref{t = 0)/Imf(t = 0) for energies S GeV < </i < 62 GeV. Among the 
conclusion* of that itudy were: 

1. The data were fitted quite well by simple functional forms incorporating the 
proper analyticity. 

2. The data were consistent with a log1 (*/*<>) growth of tttt at high energy. 

3. The data were also consistent with a form that grew as log'(s/«o) in the ISR 
energy region, but asymptotically became constant. This form introduced an 
extrit parameter, but did not give a significantly better x 1-

4. The data were consistent with the hypothesis that ff* - ?„ « «~i. Thus im
pressive limits could be placed on "oddtrons", odd amplitude* cor responding 
to Regge trajectories with intercept ",»,„„ = 1. 

About 90 pieces of data, including OM and p for both ft •nd ft w * n »••»' in the 
fits. No attempts were made to smooth the data. The values and experimental 
errors were taken directly from the publications. 

The even and odd amplitude* used were for But > mp (with /„ m 
§ ( / + - / - ) . / * = *(/+ + /-)) 

p [ l + a|ln*/so-nr/2]* J 

—/.. = -x? , - 1 *^ 1 - ) / ' . (i*) 

where » is the lab momentum and by the optical theorem, a = (4ir/p)/m/(t » 0). 
The simple fiu set a = 0, so a ~ log'(«/«o). In conformity with the standard 
picture A the p,ui, f, and At trajectories, ft was set equal to 0.5 when this term was 
included. The value of a was fitted, with the result a m O.SO, as expected from the 
standard picture. 

Our original fits were done before the earliest measurement* of 9 M at the 8P8 
collider. Those data were not included in the later fits because they had large 
uncertainties and would not have had any statistical significance hi our It*. 

We have recalculated our lite using the recently published UA-1* aid TJA-44 

data. The inputslpr our fits were the experimentally measured quaatltes. h r data. The inpotajpr mm 9snmm OF THIS BOCMKIT IS mmm ry^ 



VALIUM 

few 

•M<I + $*) m «3J ± iJk afc.« for UA-1 H wa* <rM(l + /)>/< = 
•.* AJtaWwjb the two •ommuwit* are conibtent, the much imaller 

by UA-4 fJMkaf H aaMinati the Itting procedure at high anergic*. 
we 4f aw frees e*r MW aaaryai* are* 

h ft* fla wMk 0m « W{'IH), »*tt*M the UA1 and UA4 point* change* the 
%*/4J. BMsa«««t 1.30 to I M V data down to <fi = 5 G«V are u*ed. The 
tlA-i p*in* taaarlwaiai negNflMy to x' wail* the UA-4 point contribute* 
»Wvt 30 to **. Tk*n » aeJeer e—tradJctloa between the hypotheaixed form 
mi law UA-4 «ato point. twaUar N M I U are obtained if juat the date for 
<fi > tt 0«V or Ji > U OeV are need. 

». FaV ft i wtih # M a»—toatly coaatoat (• * 0), including the UA1 and UA4 
lata, ta* X*/'''' • !•*•» * MMpietohf aatiafactory agreement between the 
•Via. * • • lew a*Ma*»f fan*. The UA-4 point eeaentially detemine* a and 

ha 0.007 ± 0.0015 i* coaapieteiy compatible with our earlier St 
0.00M>£ 0.0030. 

to TaMf 1 ate awptayia the proa'klioai of two fit*, one with a ~ log*^/*,,) 
fc » • ) M 4 < M aibw wftfc # ~ * • * • * . ( • - 041073). 

| v * (0»V) M0 M0 3000 3000 
•**<•*) * »Y«(mb) » 

• * • •7.3 ± 0.7 0.1M ± 0.004 91.5 ± 1.5 0.185 ± 0.003 
j a) * 04073 ftlil.1 0.118 ± 0.011 74.3 ± 3.S 0.088 ± 0.012 

TnMel 

vMeW>7f fWlMMaMf i lefconM be able to clarify which fit i* better. 

i often peeed whan fit* to e>M and a are preaented are 

i< CeaVtywa 
i t 

the UA4 point juat by wing [log(«/«o)l7 and fitting 

H lb* AataMI I t KW work ln*7 

3 



We have inveeticated these two pointi. The Ant k easily aoaweMd. WHhoe' 
the UA-4 point we find a good fit (x*/d.t. = 1.15) with 1 = 2.015 ± 0.007. WM> 
the UA-4 point the beat fit give* i = 1.090 ±0.008 and x'/d-f- - 1-50 wkkk k mi* 
satisfactory. The UA-4 point clearly contribute* M 17 to the x 1 for thi* fit. Clearly 
juit allowing 7 to vary i* not an adequate remedy. 

The refrain "Doein't the Amaldi fit work?" cannot be dl*cu*f*d without first 
recalling tome detail* of that fit.* The form* used were 

a = Bi + fl^log*)1 + C1E-*1 T CiE-" 

where the upper *ign ii for pp and the lower for pp. In the second term *k meatured 
in GeV, i.e. the scale i* arbitrarily set a* Jo = 1 GeV'. Since the fit was made 
in 1978, the ISR data were limited and, in particular, included no pp experiments. 
Indeed no value* of p(pp) were used in the fit at any energy. No x* k quoted for 
the fit. 

We have tried a fit of thk sort ourselves, using our standard forms, except 
adopting Amaldi'* (log*)'' (with #0 = 1 GeV1) term. We have used all our usual 
data in the fit including the UA1 and UA4 points. The even Regge intercept, ft, 
i* expected to be near 0.5. If we fix it to the 0.5, the resulting fit ha* x'/d.f.« 4.5 
which k completely unsatisfactory. If we allow p to vary, the best fit occurs for M • 
0.81 and -y = 1.999. The x'/d.f. k then 1.36. Although the x'/d.f • k reasonabk, w* 
reject thk fit since the value of ft k far from the 0.5 expected from Regg* analysk. 

We see that the pp/pp total cross sections and p value remain interesting topics 
for investigation and may still hold some surprise*. 
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