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Abstract

We report on the recent progress in the study of Semiconductor Drift (Memory) Detectors intended for an inner tracking
and vertexing system for the SSC. The systematic studies and the calibration of the existirig detectors and the simulated
performance in the -actual SSC environment are highlighted.

Introduction This contribution is organized as follows. It starts

This collaboration is committed to develop a vertex with a brief description of silicon drift detectors, fol-

and ar inner tracking detector for the SSC based on
Semiconductor Drift (Memory) Detectors. We believe
that silicon drift detectors are ideal detector elements to
be used for the charged particle tracking close to the
interaction region of the SSC for the following reasons:

1. the unambiguous position resolution of only
several pm in two perpendicular directions

2. attribution of hits belonging to different
bunch crossings with a timing accuracy
better than 1ns and

3. the intrinsic signal pipeline within the very
volume of the silicon drift detector.

lowed by an analysis of rate capabilities of silicon drift
detectors in the SSC environment. The main part of
the contribution describes the systematic studies done
on a multi~anode detector. The next section reports on
the Monte Carlo simulation of the silicon drift detectors
performance in the SSC environment. A short list of
conclusions closes this contribution.

Semiconductor Drift Detectors - Description

Silicon drift detectors are a relatively new kind of
semiconductor detector able to provide very precise po-
sition and ionization measurements with a very modest
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Figure 1: Perspective view (not to scale) of a semicon-

ductor drift detector. Electrons created by an ionizing
particle are transported long distances parallel to the
detector surface. The anode is divided into short seg-
ments to measure the coordinate perpendicular to the
drift direction.

amount of electronics. A perspective view of the drift
detector! is shown in Fig. 1. In principle, the electric
fleld of thedrift detector forces electrons liberated by an
ionizing particle to drift parallel to the large semiconduc-
tor surface to the anode. The transit time of electrons
inside the detector measures the distance of an incident
particle from the anode.

As a direct consequence of this electron transport
method, the anode capacitance is much lower than that
of a classical semiconductor detector of the same dimen-
sions.
which is the main reason behind the excellent position
resolution obtained from silicon drift detectors.

The measured position resolution in a test beam was
10pm over a drift distance of 4000um. These results?
were achieved in fact with external amplifiers which were
not matched to the very low anode capacitance.

We would like to stress that the maximum drift time
is not the dead time of the silicon drift detectors. Due
to the fact that all electrons are continuously drained
at the anode, silicon drift detectors have no dead time.
Electrons drifting toward the anode have their charges
screened by the electrode structure of the silicon drift
detector and do not interfere with the other signals or
with the signal processing at the anode.

Fig. 1 shows the collection anode divided into in-
dividual pad-anodes. The position of the responding
anode(s) measures the coordinate perpendicular to the
drift direction. Due to the transverse diffusion, the elec-
trons produced by the ionizaiion arrive as a gaussian
shaped charge cloud in the anode region. Ordinarily,
charge will be collected on more than one anode. The

The amplifier noise can be made much smaller,

Figure 2: View (not to scale) of two silicon drift
detectors placed in such a way that a particle crosses both
detectors and the produced electrons drift in opposite
directions with the same speed v, The sum of drift
distances for any position of the incident particle is
constant and equals the distance between anode 1 ard
anode 2. The average of two arrival times gives the time
of the bunch crossing.

charge division method yields the position of the cross-
ing particle in the second coordinate with a precision of
about 4% of the anode pitch. Thus, a multi-anode sili-
con drift detector provides unamliguous two dimensional
position information. The position information is simi-
lar to that which is expected from proposed silicon pixel
devices. The multi-anode silicon drift detector provides
better resolution with four orders of magnitude fewer
read—-out channels,

Rate Capabilities of Silicon Drift Detectors

In the high rate environment of the SSC a silicon
drift detector stores at any given time hits of particles
originated at different bunch crossings. Fig. 2 shows a
simple method to time hits in a silicon drift detector.
Two silicon drift detectors are placed parallel one to
another at a small distance.The drift fields in thz two
detectors are arranged in such a way that electrons diift
in opposite directions in these two detectors. Following a
simple calculation described in Fig. 2, we see that there
is a constraint for the sum of the drift times measured
in both detectors with respect to the time of the particle
crossing. The time resolution of each drift detector is
better than 1ns. The mean value of the drift times of
the pair of drift detectors and hence the bunch crossing
timing can be determined with a resolution better than
lns. We see that we have no problem with the bunch
crossing association in the case of a single particle within
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YFigure 3: The drift of electrons in a silicon drift detector
can be visualized by drift lines on a space~time plot. The
drift coordinate is the horizontal axis, and the time is the
vertical axis. The two diagrams represent the two parallel
detectors drifting electrons in opposite directions.
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Figure 4: Pt mask of an existing 41 anode drift
detector

an anode and memory time of the detector. In the case
of several particles produced at different bunch crossings
and detected at the anode during the memory time of the
silicon drift detector the analysis is more complicated.

In Fig. 3 we see a diagram visualizing the drift of
electrons in a space—time plot. The vertical axis represent
the time, the horizontal axis the drift distance. Hits on
the detector originating within the same beam crossing
are distributed along a horizontal line. As they drift,
they move upwards along diagonal lines called drift lines

until intersecting the vertical axis. The drift line of each
detector points in the electron drift direction.

One can see from this diagram that there is a
minimum time over which digitization must be recorded
to acquire all information for a given beam crossing time.
Within this minimum time, there is still a large area in
the space-time from which hits are being collected. Hits
early enough in time, far enough from the anodes, would
be near the bottom of this diagram. The space-time area
enclosed within the thick lines in Fig. 3 is mapped onto
the cne-dimensional vertical time axis.

The method of identifying hits produced at the time
of the event of interest is the method displayed in Fig. 2.
Hit “A", for instance, will drift in detector 1 diagonally
up and to the left until intersecting the vertical axis
approximately at 1/4 of the total drift time. In detector
2, this intersection is approximately at 3/4 of the total
drift time. The sum is simply the total drift time. Hits
occurring out of time will add to some other value.

In the case of several hits, with the projection onto
the time of interest there is the possibility that an
incorrect pairing of two hits out of time in two detectors
will mimic a hit in time of interest, Let us consider the
hit “B” in Fig. 3. The intersection of the drift line of
hit B in detector, 1 (2) with the time of the event line is
called By (B;). Hits B and "B, are projected onto the
same point on the time ax’s of detector 1. Hit “C” in
Fig. 3 was placed on the drift line of detector 2 passing
through the point By. Again, hits C and B, are projected
onto the same point on the time axis of detector 2. In
the described case hit B in detector 1 can be paired with
the hit C in detector 2 tn produce an in time phantom
hit called By. Similarly, in Fig. 3 there is a construction
of the symmetrical phantom hit. The hit B in detector 2
can be paired with the hit D in detector 1 to produce a
phantom hit called Bj.

The probability for an out of time hit B to produce
an in time phantom hit after being incorrectly paired
with the other hit C from a uniformly populated space—
time area is = 2 x §t/t{71/} where §t is a combined time
accuracy of the drift detector (2ns) and tf7i/f is the
maximum drift time (2 pus). This probability in the case
of a single pair is about 0.2%. In the case of n out of
time hits the probability of a phantom in time hit would
be n? times larger.

We can see that silicon drift detectors can operate
in rates producing up to 2-4 out of time hits per anode,
within the memory time of the detector without compro-
mising the performance. We may take advantage of the
multiple hit capability to decrease the amount of elec-
tronics associated with the silicon drift detector tracking
system.

Systematic Studies of Silicon Drift Detectors
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Figure 6: Potential energy for electrons calculated

within the dotted area on the previous Figure.

Experimental apparatus

Most of the measurements presented in this section
were performed with a multi-anode (41) linear drift
detector, shown in Fig. 4. This is a rectangular detector
made of 300um thick 10 kQem NTD n-type silicon.
The detector is 1.5 cm long in the drift direction and 1
cm wide. The lateral resclution is obtained by charge
sharing between 41 anodes, spaced 250 um apart. There
is an implanted voltage divider directly on the detector,
located right at the center, above anode No. 21. The

detector was manufactured in 1984 at TU Munich and
tested at the SPS beam at CERN.?

To simulate the ionization produced by a minimum
ionizing particle, infrared light pulses were used. A GaAs
laser diode was the source of light pulses, having duration
of a few ns at a wavelength of about 900nm. Light pulses
were carried in a 100pum diameter fiber and focused onto
the detector surface by microscope optics. The spot
size was demagnified down to a Sum diameter spot.
The detector assembly was mounted on an x-y stage
movable by stepping motors and controlled by a PC. The
mechanical precision was 2-3um with about the same
degree of reproducibility. To measure the temperature of
the silicon drift detector a platinum thin film temperature
sensitive resistor was glued onto a corner of the detector.
Although the temperature could be read within 0.1K, the
temperature of the sensor might not correspond precisely
ta the detector temperature. All the equipment was
bought with funds from the SSC R&D program.

Temperature Dependence of the Drift
Velocity and its Calibration

The silicon drift detectors are quite sensitive to tem-
perature changes. The drift velocity in silicon depends
on the absolute temperature as T—%4. Due to the pre-
cision of the drift coordinate measurement, silicon drift
detectors are sensitive to temperature variations of about
0.1X. Stabilizing the overall temperature to better than
0.1K may not be practical. Rather, it seems easier to
calibrate the drift velocity.

A. practical calibration of the drift velocity must be
accomplished by simple and reproducible means, ideally
by pulsing an electrode at a given distance from the
anode.? Such an injecting electrode was implemented on

~ a silicon drift detector to be used in the UA6 experiment

at the CERN SPPS.* The injector is a small metallic
gate deposited on the silicon dioxide present between the-
field pt strips, at the desired position. A cross section of
the detector around an injector pad is shown in Fig. 5.
The injector is a metal on silicon (MOS) capacitor. The
injection mechanism is related to the actual shape of the
potential energy for electrons in a silicon drift detector
with working biases. The shape of the potential energy
for electrons is shown in Fig. 6 for the dotted region of
Fig. 5. ‘

The positive charge at the Si— Si0; interface causes
a downward bending of the potential at the interface.
There are many electrons confined in the surface region
extending up to the saddle point. The number of accu-
mulated electrons in this surface region is the maximum
that the region can hold. An additional electron falling
into this region would deform the potential energy up-
ward and one electron would escape into the main valley
of the detector. (This dynamic equilibrium was used by
the program to calculate the potential within the detector
shown in Fig. 6.)
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Figure 7: A-pulse corresponding to the collection of
the injected charge after an electron drift time of 3.8us.
B-injection start pulse.
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Figure 8: Injected charge as a function of the amplitude
of the voltage pulse applied to the injector electrode.
Note the log scale for the injected charge.

Accumulated electrons are candidates for being in-
jected into the main valley of the detector. Let us assume
some negative charge is brought on the metallic gate cov-
ering the Si0,, by applying a negative voltage pulse to
the gate. A portion of the positive charges is neutralized
and electrons from the surface region are pushed above
the saddle point into the main valley. After the injec-
tion and the return of the gate potential to the original
value, the electrons are replenished from the path along
the z—direction. Thus, the pulse repetition rate may ap-
proach 0.5Mhz in the detector, without appreciable rate
dependent effects.

We have implemented and tested injectors at a
distance of about 2cm from the anode. The size of the
metal gate was 45 x 125um2. The drift field was 492
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Figure 9: Drift time for 2.4mm drift distance as a

function of the detector temperature.

V/em corresponding to an electron drift time of 3.8us.
Fig. 7 shows the waveform of the pulse-shaped anode
signal. Pulse A corresponds. to about 25000 electrons,
equivalent to the charge liberated by the passage of a
minimum ionizing particle through the detector. Pulse B
is the prompt pulser signal applied to the pt electrode
surrounding the collecting anode.’

Fig. 8 shows the dependence of the injected charge
on the amplitude of the pulse applied to the electrode.
For small pulses, the linear part (on a semilogarithmic
scale) of the curve has a slope smaller by a factor of
10 than that of an ideal junction diode. We believe we
understand the behavior, For the detector calibration
Fig. 8 shows that charges up to several times the charge
liberated by a minimum ionizing particle can be injected
into the detector. ,

The tested injection scheme is not the only one con-
sidered by the collaboration. We have a different injection
scheme for the drift velocity calibration in the existing,
but not yet tested cylindrical silicon drift detector. We
are studying a third calibration scheme for the Mark-1
SSC silicon drift detector.

The dependence of the drift time on the temperature
of the detector was measured in the 41 anode detector
described at the beginning of this section. Fig. 9 shows
the dependence of the drift time on the temperature. The
drift field was 278V /cm and the net drift distance 2.4 mm.
The best fit gives the drift time to be proportional to the
2.75 power of the absolute temperature. Removing one
extreme point from the sets of measurements the power
decreases to 2.5, which is in reasonable agreement with
the published value of 2.42, knowing that the measured
temperature is not necessarily the detector temperature.
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Figure 11: Differences of drift time for 150um steps

along the drift direction.

At this point it is important to comment briefly on
the dependence of the drift velocity on the drift field.
There should be a simple linear dependence with the
constant of proportionality known as the electron mo-
bility. Fig. 10 shows the measured dependence. The
measurement was performed for most of the points at
300K. At higher drift fields heating of the detector due to
the power dissipated in the voltage divider was observed.
The cross indicates the amount of the temperature cor-
rection. There are two important consequences of the
curve shown on Fig. 10:

1. The mobility is lower than the published
value already at the lower portion of the
curve (1330cm?/V s as compared to
1500cm?/Vs).

2. We see a small saturation effect for the drift
fields as low as 200V /cm.

The saturation of the drift velocity is a mixed bless-
ing for the performance of silicon drift detectors. Al-
though the ideal isochronism is compromised, the stabil-
ity is improved and the effects of the external magnetic
field are reduced.

Differential non-linearities in the position
measurement along the drift coordinate

A very careful measurement of the dependence of
the drift time on the drift distance was performed. The
position of the detector was repeatedly inoved one period
of the drift electrode structure, that is, 150um:. The
drift field was 278V/cm and the temperature 300K.
The drift time was read on the scope as the edge of
a zero crossing discriminator output which followed a
differentiated pseudo—gaussian shaping amplifier. We did
not have a TAC with suitable dynamic range for the
measurement.

The integral linearity line is too straight to indicate
any deviation and is not shown. Fig, 11 shows the
differential non-linearity, that is, the plot of differences
of the drift time measurements for each 150um step. All
points are scattered about the fitted line which shows
a slope very near zero. The constant value of the time
difference indicates that the drift velocity is constant
along the drift direction for the detector under study.
There are a few higher points at the short drift distances
and one much higher point at the end of the drift region.
The non-linearity at the small values of the drift distances
is due to & non-ideal drift field in the anode region which
penetrates into the periodic region of the detector. The
voltage in the anode region can be adjusted to remove
this non-uniformity, or a correction can be applied later
in the off-line analyses. The non-linearity at the end
of the detector cannot be corrected in hardware and a
software correction is required.

The measurement of differential non-linearities plot-
ted in Fig. 12 shows an interesting structure, The
measurement is similar to the previous one, however, the
step was decreased to 50um and culy the first 4mm of the
d.tector was scanned. At the left side of the plot we can
sce again the penetration of the electric field from the an-
ode region. The most striking feature is the appearance
of 3 bands into which all measured points fall: Moreover,
there is a periodicity of 3 measurements corresponding
to the 150um pitch of the detector drift structure. The
drift time measurement corresponding to the second po-
sition difference is longer than the third one and the first
time interval is the shortest of all. An explanation of the
structure is shown on the upper right corner of Fig. 12,
where the periodic structure of the detector together with
the light injection points are shown.

The electric field close to the detector surface does
not have a constant component along the drift direction
as is the case in an ideal detector or the central part of the
detector under study. The drift field is zero right at the
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Figure 12: Drift time differences for 560um steps along
the drift direction. ‘

rectifying junction and 3 times stronger than the average
fleld at the Si ~ Si0; interface. There is, however, a
large difference in the location across the thickness of
the detector of the charge liberated by our laser light
and by an ionizing particle, The absorption length of
900nm light in silicon is about 20um , whereas a fast
particle produces electron-hole pairs uniformly across
the detector thickness. The drift time differences are
therefore amplified with the light test. The analysis of
the effect for minimum ionizing particles is published in
Ref. 2. The error is about 5um when no correction for the
effect as a function of the drift coordinate is applied, and
can be reduced to 2um with a fine correction equivalent
to a non-constant drift velocity.” The effect cannot be
completely corrected due to the fluctuations of the density
of the ionization of a fast particle crossing the detector.

Independence of the drift time on the
coordinate transverse to the drift direction

In anideal drift detector the drift timeis independent
of the transverse coordinate. In a multi-anode detector
there is one constant per anode which takes into account
slightly different delays of the signal cable, differences
in the signal processing electronics, etc. There may be
other imperfections within the detector which may require
individual calibration of anodes and in an extreme case,
a complicated correction may be required. The most
obvious imperfection is the non-uniformity of the silicon
doping which deforms the drift trajectories and changes
the local drift velocity.

Fig. 13 shows the drift time measured on several
anodes for drift distances ranging from 0.3 to 5.7mm.
The drift field was 335V /cm. A more detailed analysis of
the data shown in Fig, 13 indicates that the drift velocities
for anodes in the center of the detector are slightly lower
than the drift velocity closer to the detector sides. This
difference can be attributed to the higher temperature
of the detector in the center due to the presence of the

«®a &7mm . . . . . e
1700t
Oriflt Time -
ADC channals (wns)
(33 channais =32ns})
ool * ' 4.8mm R v
1300}~
P 3.9mm . . e . . s 0.
s e ® amm . L] [ ] . L] LN Y
10004
0ol LA 4 2.1mm P See
800 PP 1.2mm « e LI} . LR )
300
LA 0.Imm “ ° L ) * *
\ 2 s fransvarye nnordlnnt-’(mm
300 .| L N 1 ? 1 ‘s 1 T L L.l llo
Jas [+] 18 20 22 24 28 30 36 3738

Anode number

Figure 13: Drift time as a function of the transverse
coordinate for several drift distances.

voltage divider implanted directly on the center of the
detector.

The uniformity of the drift coordinate measurement
after the adjustment of the first measured delay (at
0.3Jmm) to the same value, and removing the temperature
dependence, was about Bum .

It is obvious that a correctly designed silicon drift de-
tector should have a uniform temperature when properly
biased. The voltage divider must not cause temperature
gradients within the detector.

Independence of the transverse coordinate
measurement on the drift coordinate

This is a complementary study relative to the study
of the previous subsection. Multi-anode silicon drift de-
tectors measure the transverse coordinate by the charge
division among anodes where the diffused charge is col-
lected. Interpolation among anodes leads to an increase
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drift time. This time evolution of the charge cloud
accounted for self-repulsion and diffusion. The position
of a hit tracked to the detector was then drifted in
software towards the anode region,
field was cho en to be 600 V/cm (for a drift velocity of
the charge ciriicrs of 8um/ns). The software simulated
a gaussian shapir g amplifier with a shaping sigma of 20
nsec. Due to ‘ne diffusion and repulsion of the charge
cloud, the typical width of the gaussian signals after
the digitizution is nearcr to 30 nsec.The output of the
‘'shaping aruplifier was digitized in a fake Flash ADC in
16 nanosecond steps,

The values of the drift field, shaping amplifier time
constants and the sampling frequency were taken from
the drift detector to be used in the NA-45 experiment at
CERN. The parameters of the design were frozen more
than a year ago at rather conservative values. We hope
to run silicon drift detectors faster at the SSC, which
requires a higher value of the drift voltage and a higher
bandwidth of the read—out of used electronics. We used
the conservative values again to see the problems with
the detector.

The reconstruction program would sequentially scan
each digitization stored on tape and search for the ex-
pected gaussian-shaped response of a hit. The center of
the gaussian response was fit using both a simple center
of gravity calculation and also a chi-squared minimiza-
tion with the fitting program MINUIT. The result was
compared to the original hit banks. This method was re-
peatedly applied to a given event, until all signals over a
certain threshold were found and subtracted. Some im-
provement was found over the center of gravity method,
when using the MINUIT fitting. It is thought that even
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this could be improved upon. The method presented here
is the simplest, using the center of gravity calculation.

The strategy of the Monte Carlo was to start with
the generation of a single particle to compare the dig-
itization for this single hit with that expected. The
reconstruction efficiency and accuracy were detzarmined,
to judge the method. Two particles were then simulated
from the same bunch crossing to judge the interference
in reconstructing each position and the bunch crossing
time. Two particles, however, from different bunch cross-
ings were then generated.

Fig. 16 shows the error in the reconstruction of a hit,
Note carefully that the vertical scale is logarithmic. Each
hit has an expected drift time; the difference between
this time and the reconstructed drift time is shown here
in nanoseconds, A bin of 1 nsec here corresponds to 8
microns, ‘The 2-hit case shows considerable interference
in the drift time reconstruction. Fig. 17 shows the
spatial separation between the two hits, for two cases.
The first case (shown dashed,) is where the drift time
reconstruction error in Fig, 16 was less than 5 nsec for
both hits. The solid line histogram shows the case when
the drift time reconstruction error is greater than 5 n-~r.

The drift time reconstruction of the two hits becomes
poor When their separation from each other is less than
about 1 mm. With the width of the output of the pseudo-
gaussian shaper having an average sigma of 30 nsec, 1 mm
corresponds to about 4 sigma separation between the two
gaussian signals, This is the separation level at which one
may expect problems to begin with this simple method.
We have published® a detailed study of the double particle
resolution showing deterioration of the resolution only by
a factor of two at 2 sigma separation, It should be stressed
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Figure 18¢ Beam Crossing Time reconstructed from 1
and 2 hits in an anode
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Figure 18: Reconstructed beam crossing time for two
hits in two parallel detectors, for correct pairing between
the two detectors, and for-incorrect pairing.

that a more sophisticated method would be expected to
give a smaller separation between neighboring signals
before appreciable interference results.

We see that the reconstruction method used up to
now in the software simulation is not the optimum one
and provides results inferior to the real measurements.

This “interference separation” also affects the beam
crossing time reconstruction. Fig. 18 shows the recon-
structed beam time crossing, for the case of 1 hit in an
anode in the detector and for 2 hits in the same an-
ode. It is expected here that perfect performance would
show two sharply peaked curves at 0 nsec. It was found
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Figure 20: Reconstructed beam crossing time for two
hits in two parallel detectors from two ¢onsecutive beam
crossings, for the correct pairing between the two detec-
tors, and for the incorrect pairing.

that the tails in the 2-hit case occurred when the 2 hits
were again within lmm of each other. Again, it is antic-
ipated that a more sophisticated reconstruction method
of separating two nearby hits could be more usefully
applied.

Fig. 19 shows the contamination due to incorrect
pairing of two hits in two parallel detectors. The solid
histogram shows the correct pairing, the random dashed
background the incorrect. The peaks near +160ns are
underflow and overflow. The central peak is contaminated
at a level of several percent. The background due to
incorrect pairing shows very weak structure. This will be
studied further, to guarantee that incorrect pairingin the
reconstruction between the two detectors does not lead
to systematic errors in the beam reconstruction time.

Fig. 20 shows the same reconstructed crossing times
for two hits, where the hits are separated by 16 nsec, The
correct pairings displays the expected time difference.

What has been demonstrated then is that with a
simple method, a reasonably accurate reconstruction can
be made of 1 and 2 particles in an anode. The failures
even wif.h this method are at the level of a few percent.

The Monte Carlo tracking was applied using ISAJET
minimum bias events. Table 1 shows the population of
each of the detectors nearest the interaction region for
one such test, We can see:

o The placement of the detectors corresponds approx-
imatpely to the same rate in each detector. This is
close to the ideal si.uation.

e Everly detector receives about 40 hits over the detec-
tor, or an average of 5 hits per anode. This number
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Figure 21: The distribution of the number of hits per
anode is shown, for ISAJET minimum bias, in the fiducial
area of the detector,

Table 1: Hit counts vs. detector position in a 6.4 x

6.4cm? detector in 2us for minimum bias events at
luminosity of 1033cm32s~1

Position Number of hits
D4 47
D3 45
D2 44
D1 37
Do 40

of hits is only about a factor of two higher than an
acceptable number of hits. That means that rather
large detector elements of 1.6 cm x 1.6 cm are suf-
ficient for a luminosity of 10%em=%s-! at 10 cm
distance from the SSC beams. Fig. 21 shows the hit
distribution per anode in this fiducial area accumu-
lated over several Monte Carlo runs. We know from
the analysis of the previous subsection that 5 hits
accumulated during the memory time of the silicon
drift detector are too many. The remaining plots
are for now only of academic interest, to show that
the performance of the detector deteriorates only
slightly with higher occupation numbers. This fea-
ture, however, may become important with higher
luminosities at the SSC in the future, The ability
to reconstruct these hits was examined, and the re-
sults are shown in Fig. 22. In the 1-hit case, this
efficiency is understandahly 100%, dropping off by
approximately 5% over each of the next few hits, and
reaching a plateau at about 75-80%. To be able to
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Figure 22: The efficiency for identifying and fitting a hit
signal in the presence of other pileup hits is shown. Here
the method of identifying a hit uses a center of gravity
calculation about a peak, and subtraction according to
the known amplitude for a minimum ionizing hit.

obtain such high multiplicities a special run of two
Jjet event was performed.

Conclusions

o It is possible to monitor and to calibrate out the
changes in the drift time in silicon drift detectors
with temperature. The calibration is achieved by a
simple pulsing of an electrode on the detector.

o The systematics of the silicon drift detector provides
a resolution about 10um in both directions without
the use of a special set of calibration constants. To
improve the resolution to Sum , a special set of
detector calibration constants is required.

¢ There is no problem with the memory time of silicon
drift detectors used at the SSC at the luminosity of
10% at a distance of 10 cm from the beams. A pair
of drift detectors solves completely the “confusion”

problem.
Referunces

1. E. Gatti and P. Rehak, Nucl. Instr., and Meth, 225,
608 (1984).

2. P. Rehak et al., Nucl. Instr. and Meth. A248, 367
(1986).

3. E. Gatti at al,,Nucl. Instr, and Meth. A295, 489-491,
(1990),

4. E. Gatti et al,,Nucl. Instr. and Meth. A273, 865-868,
(1988),

5. E, Gatti at al.,, Nuel. Instr. and Meth. A274, 469
(1989),

This research supported in part by the U.S. Dept. of Energy under Contract DE-AC02-76CH0O00L6.



v



