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Summary

! Wbrk done d‘uring this period (December 15, 1989 to March 14, 1990) covered two of the
three primary areas of study of this project. The first involved the continuing déveloprnent of a
step-scanning mterferometer for the photoacoustic depth- profllmg of materials whose composition
varies m the spatnal region between 5 and 50 ym from its surhce The second covered the initial
construction of an on-line interface between a supercrltncal flu;'d chromatograph (SFC) and a Fourier

transform infrared (FT-1R) spectrometer for monitoring the composition of coal extracts.

. Step-Scanning Interferometer

The electronic circuit to control the new Inchworm (IW) drive described in the previous

Quarterly Report was implemented. The computer contains a digital input/output (1/0) board |

(Metrabyte PIO-24) that is used to control the drive mechanism. The computer sends commands

directly to the IW controller (Burleigh Instruments, Model 6000) in‘th'e form of a TTL signal to

define the direction of motion and a series of pulses to advance the drive. Each transi;ion (H1-LO
and LO-HI) counts as one step.. Had the step size of the IW been constant at 4 nm, as we had
assumed from,the manufacturer’s literature, controlling the mirror motion would have been a simple
matter, and the moving mirror could have been advanced rapidly from one sampling position to the

next. Because of the problems that were described in the previous Quarterly Report, we were forced

“to use the approach that w2 had implemented previously with the stepper-motor drive, namely to

move the mirror slowly and to monitor the interference record until the appropriate number of laser
fringes héd been recorded, The speed at which the mirror can be moved using this approach must
be quite slow, as ‘the computer has to take the time to measure the voltage from the laser detector
and decide whether to continue to stop the motion. Furthermore, it is possible to make an .error in

counting the fringes properly because of the flaws in the laser interference record caused by the

clamping cycle (see previous Quarterly Report). It is, of course, absolutely necessary never to

miscount fringes becquse an error will be introduced into the retardation axis that will completely
ruin the resulting spectrum. The present implementation of the step- scanning 1ntexfe10muu deals

with this problem by giving up the high speed of iravel and measuring the laser interference record

more frequently than should be absolutely necessary for counting fringes.
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By taking the precautions described above, excellent pert‘ormunée in the mirror drive has
been achieved. The typicul signal from 'the. PZT control circuit for a 2000-point interferogram is

shown in Figure 1. The straight lines at the top and bottom of the plot represent the m"mmum and

minimum values of the laser interference record. The points in the mnddle of the plot are the

readings of the laser signal while the control circuit is engaged in orcle‘r to muinmin the mirror
position at the LZC. There are rone or two bad (but not unacceptable) points, ‘but overall the
reproducibility is ‘excellent. The laser values have been transformed into optical retardation in
nanometers. The standard deviation of the position distribution is only 2.2 nm about a mean position
of 1.5 nm away from the LZC, see Figure 2. | |
The combuter runs a program ([Wsczin9) to conﬁplete ascan. The program follows these steps.

The user inputs the following scan parameters: data filename, number of data points, position of the

centerburst in the interferogram, number of reference laser fringes between data points, the settle

time, th‘e number of ADC conversions to be averaged for each data point, and the ADC frequency.
The pfogram then actuates the mirror movement and records the laser voltage while keeping track
of the méximum and minimum values. Atsome point dete:rmi‘ned by the user, this process is stopped

and the LZC is set at the average of the maximum and minimum values. This value is output to the

PZT control. The mirror is then moved to the starting location of the scan and the program waits

to initiate the scan, This allows the user to set the lock-in amplifier (LTIA) parameters and any other

experimental aspects before starting the scan.

When. the scan is started, a program loop is initiated that repeats the same procedure for each
data point. Thvis‘procedure consists of a number of steps. The PZT is reset to its mid-point
extension (so that the feedback cir~uit is not running during the motion over the fringes). The 1W
is moved while monitoi'ing the laser voltage. After the requested number of fringes is passed, the
IW is stopped and the PZT is en'gaged‘ At this point, the progr:\‘m waits for the settle time, This
settle time allows for two things to happen. ‘First, the PZT is given time to reach the LZC position. |
Second, one needs to wait for the LIA to reach the proper values in the in-phase and quadrature
channels, The LIA has a time constant associated with the demodulation and tlujs the output cannot

change instantaneously with a change in the input signal, If one changed from an input of 0 to |

instantly, one needs to wait about 5 time constants for the output toreacha reasonable approximation
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Figure 1. Typical outpht signal from the PZT control circuit.
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Figure 2. Mirror position error during a 2000~-point interferogram,
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to 1 (actually 0.995). In most of the experiments doﬁe with this system, it is this settle time that
accounts for most of the total scan time. Settle times of 2 to 5 seconds are usual, thﬁs a 2048 poim
scan will take 1 to 3 hours not counting any time for movement or data collection. After the scttle
time is over the lasér value is measured and recorded in an information data file. Then each ol the
fqur channels is measured the requested number of times at the requested freduency. The means of
these readings are written to four dam files (one for each‘channel). The laser voltags is recorded

again and the IW position and the time also recorded to the information data file. The procedure is

. then repeated.

There are optimal settings for the LIA time constant, settle time and time spunt doing A/D
conversions depending on the paramcter of the experiment and the noise characteristics, "I"hc first
concern is that the sgttle time has to be great enough to allow the PZT to get t"¢ mirror to the proper
position. This depends on the quality of the init‘ial positioning by the inchworm and the speed of

the response of the circuit. We have found that 2 seconds are usually needed for this operation,

" Fortunately, this time also count towards settling the LIA (unless the first derivative of the signal

with respect to mirror positio‘n is very high). The time constant on the LIA needs to be fully
demodulated. Larger time constants than this minimum will provide signal averaging to reduce the
noise but only from those ﬁoise sources above the LIA in the signal stream (such as detector noisc
but ndt.A‘/D noise). The greﬁter the time spent doing A/D conversions the better as far as signal
averaging goes, but one must remember that the signal from the LIA will not vary faster than its

time constant. Thus for a time constant of | second, for § seconds of data collection an A/D

converter will measure 5 independent values (signal plus 5 independent drnws‘of the pre-LIA noise)

regardless of the ADC frequency. Thus when operating under a constraint of total time spent for
a data point (settle time + collection time), there are some optimal values. The minimum possible
LIA time constnnt‘is the greater of 2 ms or 5 times the modulation period. The settle time ig set at
5 time the time constant and the collection time is set at the remaining available time. The shortest
possible LIA time constant is desired because, although the LIA time constant and the ADC signal
averaging time are equivalent in nature, the LIA time constant counts againét you twice, once for
the settle time and once for the lack of independent measﬁres in the collection ¢ime. Furthermore,

the LIA does not integrate out any noise that is introduced between the output of the LIA and the
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the L'A does not integrate out any noise that is introduced between the output of the LIA and the

ADC,

During this period of the pfoject, another serious form of noise was observed that greatly

reduced our productivity., We have designated this noise problem the "pilevel effect” because of its

manifestation. Distinct steps (up and down between two levels) in the data occur at random times,
The amplitude of the steﬁ and the frequency of occurrence within a single scan are variable. Figure

3showsa typncnl interferogram measured witha photoncoustlc (PA) dewector where the bilevel ct fect
is rendlly visible. Sometimes the amplitude of the effect is so small that it is not visible in the
interferogram but is manif‘ested as a degradation in the signal-to-noise ratio (SNR) of the spectrum.
The effect can go away for long periods of time then mysteriously reappear. It was not associated
with the well-known "five o'clock effect", but it will be descrlbed in this Quarterly Repout as most
of the effort in tracking it down was expended during this period.

Several possible causes were postulated, of which the most likely were believed to be a

deficiency with the LIA or a problem with the PA cell or its associated preamplifier. The signal

from the PA preamplifier was input to two identical lock-‘m amplifiers, mounted in parallél. One
of these LIAs had just been checked out by the manufacturer and should have been free from
defects. Since the bilevel effect was observed iﬁ the output from both LIAs, we believed ;hm the
results of this experiment showed that the problem could not be associated with this component, We
observed the same effect when the PA cell was replaced by a conventional deuterated triglycine
sulfate (DTGS) pyroelectric detector7 thereby eliminating the PA cell or its amplificr as the cause,

After many weeks, the problem was evcmually tracked down to the reference output of the
chopper controller, By looking at the actual data collected for one data point (instead of just the
average), it was seen that the data flipped between two states, one in which the signal was "good",
i.e. it had low variance, and one where it was bad (high variance with a shift). When it was present,
the effect seemed to have a regular frequency of about 0.05 Hz (with an additional small 6 1z
componeﬁt). Another very strange aspect of this effect was that it sometimes only appeared in the
quadrature channels of the lock-in nmplit‘iersl, regardless of the LIA phase setting,

We are now convinced that the problemn must be in the chopper reference signal generator

because the effect appears with both PA and DTGS detectors and with two LIAs in a highly
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Figure 3. Interferogram illustrating the occurrence of the "bilevel effect".
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correlated manner. The only shared component is the chopper and the chopper wheel should not
cause any problems because of its inertia, Furthermore, any flaw in the chopper wheel itself should
show up in both thé in-phﬂse and quadrature chann‘els of the LIA because it would affect ‘lho phase
of the signal. We are currently fabricating a new circuit to give a bétter reference to the LIA and
hope that this solves the problem.

When the bilevel effect is absent, the step—scaﬁning interferometer yields high quality
photoacoustic spectra. The PA interferogram of poiyethylene powder (in-phase only) is shown in
Figure 4, This interferbgram \‘fvas‘ measured with a modulation frequency of 250 Hz and a LIA time
constant of 300 ms. 2000 data‘ points were collected at a spacing of one I‘user fringe (0.6328 pim
retardﬁtion) and a 2-s settle time. The LIA phase was set at 156.8° to maximize the in-phase
component. The scan took 2 hours and 20 minutes to completc; and produced‘un 8 cm”! resolution
spectrum between 0 and 7900 cm”. As will be seen in future reports, there is a strong need to
acquire both the in-phase and quadrature‘ signals from the LIA if photoﬁcoustic depth-profiling is
to yield useful and accurate results, The in-phase and quadrature spectra measured from the -
polyethylene sample whose in-phase interferogram is shown in Figure 4 are shown in Figure 5. The

SNF of these spectra.indicates that, when the bilevel effect is finally elitninated, the performance

~ of the step-scanning interferometer being constructed in this project will be high enough to permit

variations in the composition of samples to be studied at distances of up to 40 or 50 gm from their

surface,

Deve‘lopment of the SFC/FT-IR Interface

Several years ugo, we described techniques whereby both gas chromatography (GC) [ 1,2) and
SFC [3,4] eluites could be trapped as ver small (about 100-um diameter) spots on a ZnSe window,
The infrared spectra of the trapped compone‘nts couldlbe measured using an FT-1R microscope. By
reducing the dinmeter of the deposit, detection limits could be reduced to the subnanogram regime,
This technique was applied to the characterization of coal extracts after separation by SFC during
the previous year of this project. The Digilab Division of Bio-Rad Laboratories recently introduced
a GC/FT-IR interface (the "Tracer") that was based on }his principle [5]. During this project period,

we have started to modify the Tracer GC/FT-IR interface for on-line SFC/FT-IR measurements,
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Figure 4. Photoacoustic interferogram of polyethylene powder (in—plmse component) measured using

a step-scanning interferometer in the absence of the bilevel effect,
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Figure 5. In-phase and quadrature photoacoustic polyethylene powder. The in-phase spectrum is

the transform of the interferogram shown in Figure 4.




All ‘previouls work on this part of tﬁié proiect had involved the deposition of SFC eluites on a
stationﬁry ZnSe window. The window was moved discretely so that each peak was deposited on a
different region‘of the window. In this report, the first on-line direct deposition SF‘C/FT—IR results
6btained In our laboratory (or any other lab in the world) are described.

The performance of the Tracer GC/F1'-IR interface is described in a manuscript that has just

been accepted for publicntfon by Analytical Chemistry [5]. The Tracer was configured for SFC/FT-

[R by mounting a frit restrict'or about 100 um abov_e the moving ZnSe window. The window was
held at 0°C so th‘nt the eluites from the SFC column would condense and the mobile ﬁl}:lse would
evaporate away immediately ol emerging from the restrictor. A frit restrictor wus eihploycd for the
initial study. The factors affecting the deposition of SFC eluites were investigated using compounds
of fairly high polarity but which previous experience in this laboratory had shown to give relatively
narrbw peaks. The probe compound that we had used most often in our laboratory was
acenaphthenequinone [1,3]. All data obtﬁined this quarter involved the use of just this compound.

The chrom‘utogram of a 60-nL injection of a 0.1% solution of‘ acenaphthenequinone in CH,Cl,
after elution from a bipheny! column at 70°C using neat CO, measured using a flame ionizuiion
detector (FID) is shown in Figure 6. The following pressufe program was used: |

Initial Pressure: 2000 psi (hold for 5 minutes)

Pressure Ramp: 50 psi/min

Final Pressure: 3500 psi »(ruached after 22 minutcs)"

The baseline of this chromatogram is seen to be well above zero, possibly because of the very slow

elution of the last traces of the solvent. The full width at half height (FWHH) of the peak in this

chromatogram is approximately 30 sec.

The same sample was then measured using the direct deposition SFC/FT-IR interface that
had bcen constructed by modifying the Bio-Rad Tracer GC‘/FT IR interface. All duln were
measured on- lme i.e., as the deposited sampls passed through the mi rared beam which was lO() Jm
in diameter. Blocks of 16 scans were measured with the window stationary, The window was then
advanced before the next set of 16 scans was measured. The chromatogram was constructed form
the measured infrarcd data both by applying the Gram-Schmidt vector orthogonalization algorithm

(see Figure 7, lower trace) and by calculating the integrated absorbance in the region of the C=0
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‘ Figure 6. Capillary supercritical fluid chromatogram of 0.1% solution of acenaphthlenequinone
;", ‘ measured with a flame ionization detector.
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Figure 7. Reconstructed chromatograms of acenaphthenequinone peak measured using (lower trace)

Gram-Schmidt and (upper trace) integrated absorbance algorithms.
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stretchmg mode (see anure 7, upper trace). Both traces were essentially identical, and had a higher

, sngnal to-noise ratio (SNR) than the chronntogr'lm measured with a flame ionization detector. The

baselme was at zero, indicating that the material in the column etfluent causing the "baseline" to be
raised above zero in the FID chromatogram was not present when the mtcrferogmms were being
measured. The logical explanation for this difference is that the ‘raised baseline in the FiD

chromatogram was caused by a low level of volatile material eluting throughout the chromatogram,

" as noted above, this was probably the tail of the very broad solvent peak.

The only problem with the infrared chromatogrfims was that the FWHH ot‘ the peak was
aoproximately 60 seconds, i.e., the, FWHH was twice as hiéh as in the FID chromatogram, The
thickness profile of the spot of acenaphtﬁenequinone was measured and the diameter of the spot was
found to be about 350 pm, This was much greqter than had been found in previous studies in our

laboratory, where a diameter of between 100 and 150 pm was commonly measured. The previous

. study had been made using an integral restrictor; thus the difference between the on-line result and

the previous off-line dato was ascribed to the use of the frit restrictor,

Dospite the large diameter of the deposit, the qun‘lity of the m‘ensurcd spectrum of
acenaphthenequinone was very good. The spectrum of the scan set corresoonding to the largest point
on the reoonstructed chromatogram is shown in Figure 8. Note that this spectrum was measured
using an ap. rture of 100 um, even though the dnmeter of the spot of acenaphthenequinone was 350
pm. Had the diameter of the deposit been reduced to 160 um (Wthh we known to be feasible from
our previous work with an integral restrictor), the thickness of the acenaphthenequinone deposit
would‘ have been increased by‘about an order of magnitude, i.e., (350/100)°. In this case, the
absorbances of each band in the spectrum (and henco the SNR) would be increased by a factor of
ten. How close we come to meeting this goal after installation of an integrul restrictor will,

hopefully, be reported in the next Quarterly Report.
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