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#### Abstract

A standard technique for mapping a chromosome is to randomly select pieces (with replacement), to use restriction entymes to cut these pieces into (serguence specific) fragments, and then to use the fragments for fstinating the probability of overlap of these pieces. (Overlapping pioces are likely to "share" fragments).

Typically, the order of the fragments within a piece is not determined, and the observed fragrnent data from each pair of pioces must be primuted $N 1!\times N ' 2!$ ways to evaluate the probability of overlap. N1 and $N \mathbf{N}$ being the ohserved mumber of fragments in the two selected pieros. We will deseribe computational appronches used to substantially roduce the computational complexity of the calculation of oterlap probability from fragment data. Presently, about $10^{-4}$ CPU seconds on one procensor of an IBM 3080 is required for calculation of overlap probability fi...n the fragment data of two randomly selected pieces, with an average of ten fragments per piece. A parallel version has been written using IBM clustered FORTRAN. Parallel measurements for 1. 6, and 12 processors will be presented.

This approarh has proven promising in the mapping of chromonome 16 at Loe Alamon National Laboratory. We will almo denrribe other computational challenges presented by phynical mepping.


## Introduction

One begins physical mapping by fingerprinting with a library of cloned piecon from the target, the region to ber mapped. Each cloned piere is then "fingerprinted" rut into fragments (using restriction enzymes) ath the repetitive sergences present.
in each fragment can be determined ${ }^{1}$. In some fingerprinting strategies the terminal sequence of a restriction fragment is determined ${ }^{2}$. This paper addresses how fingerprint data can be used to fand overlapping cloned pieces. Clearly, the more apparently identical restriction fragments are shared by two cloned pieces, the greater the chance of overlap. More shared fragments will be required if, as is typical, the order of the fragments within the cloned piece is not determincd (than if the order were known).

In this article we describe computer algorithms developed to determine the probability of overlap of two cloned pieces given fingerprint data, when the order of the restriction fragments is not determined. Before describing these algorithms, we will summarize the formulas that are evaluated.

## Clone Overlap Probabilities

These statistical considerations are described more genemally elsewhere ${ }^{3}$.
Overlap probabilities would the optimally determiand by the likelihood of the fingerprint data of two clones and overlap, and the likelihond of the fingerprint data and nonoverlap - using a reasonable st atistical model and Buyes' formula.

$$
\begin{align*}
P(\text { overlap } \mid \underline{S}) & =p(\underline{S} \text { and owerlap }) / p(\underline{S}) \text { : } \\
p(\underline{S}) & =p(\underline{S} \text { and owrlap })+p(\underline{S} \text { had nonoverlap }) . \tag{1}
\end{align*}
$$

Equation 1 is true regardless of what the variable $\underline{S}$ represents, bat the optimal discrimination of overlap follows if one identifies the fingerprint data with $S$.

If there is more than one restriction digestion in the fingerprint data, and if the sephrate digest fingerprints are not independent, it wend be possible to derive Eq. 1 with $S$ equal the fingerprint data only if that data affords a restrietion map or a small set of possible restricion maps. The Los Alamos fingerprint protocol ${ }^{1}$ currently uses three complete digestions: two digestions with one enzyme and a double digestion with the same two enzymes. Thus these three digents are manifestly not independent. Furthermore, even if the digests were all genernted with different enzymes, there fingerprints would still be dependent becane the repetitive seruences present in the clone manifest themselves on fragments in all digests. In may case, noise in the fingerprint data makes it unlikely that one chn reliably construct restriction maps separately for each clone.

Siner it is apparently not practical to identify the Los Almmos fingerprint data with $\underline{S}$ in Eq. 1, the following appronch was developed. We let

$$
\begin{equation*}
S=\left\{S_{E}, S_{H}, S_{E: H}\right\} \tag{2}
\end{equation*}
$$

be an overlap statistic with threr components. the lat ter being the likeliheod ration of the fingerprint data of one digest in two chenes and overlap to thint data mad
nonoverlap, using an appropriate statistical model; $S_{E}$ is derived from the EcoR1 digests; $S_{H}$ is derived from the Hind3 digests; and $S_{E H}$ is derived from the double digests with the same enzymes. We will proceed to write formulae for the components $S$ of $\underline{S}$.

The main assumptions of the statistical model are that the restriction sites and hybridizing repetitive sequences are randomly (uniformly) and independently placed - reasonable assumptions based on the Los Alamos fingerprint data.

An indication of this is seen in Fig. 1, showing the fragment size distribution in the three digests of 2,200 clones. Except for fragments smaller than 1 kilobase in size, the fragment size distributions are exponential, consistent with random (uniform) placement of restriction sites, with no obvious contributions from any fingerprint fragments (due to repetitive DNA sequences) repeated throughout the target. Another important assumption concems the noise in the data. We assume the fragment sizes are measured with a Normally distributed component of noise, proportional to the fragment size.

Figure 2 shows this assumption is eonsistent with the data, based on approximately 30,000 pairs of measurements of fragments likely to be the same fagment in overlapping clones. A leasi-squares fit gives the standard deviation of the moise equal 0.005 multiplied by the fragument size. Since noise in the hylridization data is at a low level. it is ignored t". ifirst approsimation: but this can rearlily b,. includerd ${ }^{3}$ in $S$.

To compute $S$. one begins with a inatrix $\underline{C}$ with matrix clements:

$$
\begin{equation*}
c_{1} \equiv \frac{H_{G T} \cdot H_{R S} \cdot \dot{i}_{r} \cdot \operatorname{cxp}\left\{\left(\left(_{11}+\left(_{2,}\right) / 2 \ell_{r}\right\} \cdot \operatorname{cxp}-\left\{\left(\left(\left(_{11}-\left(_{2 j}\right)^{2} / 2 \epsilon^{2}\left(\left(_{11}^{2}+\left(\frac{i_{2}}{2}\right)\right\}\right.\right.\right.\right.\right.\right.\right.}{f \sqrt{2 \pi\left(f_{11}^{2}+\left(_{2,}^{2}\right)\right.}} . \tag{4}
\end{equation*}
$$

In Eq. 4. $\ell_{1}$, is the length of restriction fragment from the first rlone, $\ell_{2}$, is the length of restriction fragment $j$ from the second clone, $\ell_{\text {? }}$ is the average length between restriction sites, and $\in$ times the length of a fragment is the standard deviation of length measurement reproducibility; e equals $0.5 \%$. Also, $H_{G T}$ and $H_{R S}$ are factors reflecting results of hubridization to $G T$ repetitive secquence and Repetitive Sequence ( $\operatorname{Cot} 1)$ probes. These $H$ are a function of $\lambda$, the ratio of the average langth of compared fragments to the average distance betwern orcurrences of the corresponding hybridization site. If both fragmenta hybridize, $H$ is exp ( $\lambda$ ); if urither fragment hybridizes, $H$ is $[1-\exp (. \lambda)]^{-1}$; cthervise $H$ is 0 . Naturally, most $r_{\text {, }}$ are negligible.
$S$ is derived from $\underset{C}{ }$ an follows:

$$
\begin{equation*}
S=\sum_{k=1}^{\min \left(N_{1}, N_{2}\right)} \sigma_{k} \tag{5}
\end{equation*}
$$

where

$$
\sigma_{k}=\frac{\left(N_{1}-k\right)!\left(N_{2}-k\right)!}{N_{1}!N_{2}!} \sum_{i_{1}, i_{2}, \ldots, i_{k}=1}^{N_{1}}, \sum_{j_{1}, j_{2}, \ldots, j_{k}=1}^{N_{2}}, \prod_{l=1}^{k} c_{a_{\ell} j_{l}} ; N_{1}, N_{2} \geq k .
$$

$N_{1}$ and $N_{2}$ are the number of fragments of the two cloned pieces. The primes on the summation signs in Eq. 6 indicate that no two summands are egual.

The computational challenge is to effectively evaluate Eq. 5 , and some preliminary algorithms are described in the next section.

## Computer Algorithms

To compute the matrix $\underline{C}$, one begins by sorting the fingerprint data according to ascending fragment size. This facilitates compuing only those $C_{i j}$ that are above a threshold. (Since $C_{i}$, is dominated by the Gaussian, only fragments with sizes within a "window" need be compared with a given fragment; and uncomputed matrix clements are taken equal zero).

At the next stage in the calculation, Eqs. 4 and 5 . the sum of all possible products of $n$ matrix elements (with momer than one femont from any row or colume of the metrix in any product) must be computed. The matrix is now reduced by extracting all nonzero elements for ali other elements in its column and row and then deleting the column and row. The matrix is further reduced by extracting the sum of all nonzero elements in a column (row) with zero for all the other elements in the nonzero elements' rows (colunins) and :hen deleting the column (ow ) and rows (columns). The reason for this reduction is that these extracted elements and sums of eleanents can be used in products independently of one another. To calculate the sum of products of $n$ elements. in $E q$. 5 , one can take $n$ ' from the extracted flements and sums of elements, and $n-n^{\prime}$ from zero to $n$. Using recursion, it is possible to compute the sum of products of extracted elemenis taken one at a time through $n$ at a time in a number of operations proportional to $n^{2}$. For the residual matrix, with elements that cannot be chosen independently, algebraic manipulations were performed to greatly reduce the complexity. For example, corsider

$$
\begin{equation*}
T_{2}=\sum_{1, j, i^{\prime}, j^{\prime}=1}^{M, N} C_{1}, C_{i^{\prime}, j^{\prime}}, \tag{6}
\end{equation*}
$$

where the prime on the summation indicates that $i$ cannot equal $i^{\prime}$ and $j$ cannot equal $j^{\prime}, M$ !eing the upper lianit for $i$ and $N$ being the upper limit for $j$. This can berewritten:

$$
\begin{equation*}
T_{2}=\sum_{1,1,1^{\prime}, \prime^{\prime}}^{M, N} C_{1,} C_{11^{\prime}, 1} \cdots \sum_{1,1, j^{\prime}=1}^{M_{1, N}} C_{1,} C_{1,}-\sum_{1,1^{\prime}, j}^{M, N} C_{1,} C_{1^{\prime},}+\sum_{1,1}^{M, N} C_{i j}^{2} . \tag{7}
\end{equation*}
$$

Each of these four terms can be evaluated with the number of operations proportional to $M \times N$. The complexities of $T_{3}$ and $T_{4}$, evaluated in analogy with Eqs. 6 and 7 , are $M \times N$ and $M^{2} \times N$ (or $M \times N^{2}$ ), respectively. In preliminary versions of our programs, we do not take sums of products of more than four elements from the reduced matrix. Although this truncation has no effect on the accuracy of overlap detection for fingerprint data generated at Los Alamos, we are exploring techniques for efficient evaluation of the reduced matrix so that the algorithm would be useful for fingerprints with many similar restriction fragments in a typical clone. In this situation, one must address how well the experimental technique reveals the multiplicity of near-identical fragments.

## Simulations

The probabilities appearing on the right of Eq. 1 are evaluated by Moute Cariu simulation of nonoverlapping or overlapping pairs of clones in FORTRAN programs FALSE and TRCE run on an IBM 3090 computer. The parameters of the simulation were chosen so that selected features of simulated clones were very similar to those observed in the data. Normal "noise" with standard deviation $\epsilon \times 1$ is added to a restriction fragment of length 1 , modeling the reproducibility of apparent length measurement in our experiments. This noise cas be decomposed into noise that is correlated for all fragments in a clone fingerprint, and noise that is momorrelated with the latter dominant. To model GT nucleation, G' $\Gamma$ hybridization sites were riudomly placed with the given average spacing and clones randomly selected, not containing at least one G $\Gamma$ site, are rejected. To model the nondetection of small GT negative fragments less than 1.2 kb in length. these were discarded if less than 500 hases: otherwise they were kept with a probability equal to: (length-500)/(1200500).

The integer part of the logarithms of the three statistics is used to construct (three-dimensional) histograms of the outcomes of the simulations of nonoverlapping and overlapping pairs. Cubic interpolation from the 64 nearest "bin" coordinates is used to evaluate Eq. 1 for arbitrary $S$. Typically, $5 \times 10^{7}$ simulated pairs of overlapping clones and $10^{\circ}$ simulated pairs of nonoverlapping clones are more than adequate for subsequent data analysis. It takes approximately $3 \times 10^{-4} \mathrm{cpu}$ seconds on one processor of the IBM 3090E to evaluate Eq. 1 for a randomly selected pair of clone fingerprints. The formulas discussed in this manuscript and the computer program used to evaluate them can be generalized to encompass fingerprint strategies based on fragments whose order is not known. Similar formulac apply if restriction maps are known for the clones, but the computational complexity of overlap detection would be substantially smaller.

## Parallelization

Results were announced at the conference on parallelizing a version of the FORTRAN program FALSE using clusteref FORTRAN hardware and software installed on a pair of ES/ 3090600 Js with 12 Vector Facilities. These results are summarized in Table 1; more detail is presented elsewhere ${ }^{4}$. The substantial parallelization achicved with this program could easily be achieved in current and planned versions of FALSE and in programs used to analyze data.

Table 1

| Number of Clones | Processors | First-to-Last User Instruction Speed-up | Complete Application Speed-up |
| :---: | :---: | :---: | :---: |
| 2000 | 1 | 1.00 | 1.00 |
|  | 6 | 5.71 | 5.03 |
|  | 12 | 10.93 | 6.08 |
| 4000 | 1 | 1.00 | 1.00 |
|  | 6 | 5.77 | 5.60 |
|  | 12 | 11.44 | 9.45 |
| 8000 | 1 | 1.00 | 1.00 |
|  | 6 | 5.81 | 5.71 |
|  | 12 | 11.78 | 11.13 |

## Results and New Directions

Some results from the Los Alamos clone mapping protocol and the analysis described above are illustrated in Figs. 3 and 4. Figure 3 depicts a histogram of the number of clone pairs determined to have overlap probabilities between 0.1 and 1.0 when approximately 2,200 (mostly) GT nucleated cosmid clones from chromosome 16 were fingerprinted. The expected number of (the?) cione pairs with overlap probability $>0.01$ is 2,935 ; whereas, 2,750 is predicted from the GT nucleated prior probability. This slight excess can be explained on the basis of centromeric repeat fingerprint motifs present in about 55 nonoverlapping clones.

Figure 4 contrasts the efficacy of overlap detection for some variations in the fingerprint protocol. Fingerprint data was simulated using our statistical model
with parameters from the Los Alamos experiments. The plot shows the proportion of overlaps detected (essentially the detection probability) against the proportion of the clones that is shared. Here, we define overlap to be detected when the posterior overlap probability exceeds 0.5 . From the plot, we see that haif the overlaps are detected when the shared proportion is 0.4 using the most informative fingerprint, with three digests and three hybridization probes. An overlap fraction of 0.55 is required for $50 \%$ detection for the three digests and no hybridization fingerprint.

Clone overlap, detection is necessary but not sufficient for completion of physical maps. Statistical methods are under development to determine the robustness of contigs, overlapping sets of clones, ard to reduce these into inaximally likely spanning sets that would serve as starting materials for sequencing.
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## Figure Captions

Figure 1. Fragment length distribution for double digest and two single digests (Los Alamos cione mapping protocol). Length in base pairs.

EcoR1 single digest (solid)
HindIII single digest (dash)
EcoR1 and HindIII double digest (doubly-dashed)
Figure 2. Fragment discrepancy histogram. Discrepancy is defined to be ( $x-$ $y) /\left(x^{2}+y^{2}\right), x$ and $y$ ’eing two length measurements. Fragment pairs likely to be the same fragment were identified in clone pairs witi. inserts overlapping with probability $>0.9$, using approximately 2,200 fingerprinted GT nucleated clones. The standard deviation of the discrepancies is found by doing a least-squares best fit of a Gaussian curve plus a baseline to the histogram; the standard deviation is found to be .005 .

Figure 3. Posterior overlap probabilities $\leq 0.1$ after 2,200 clones had bern fin gerprinted. Overlap probabilities calculated according to method described in Section 4 with data from three restriction digests and two hybridization probes. Most clones were selected on the basis of GT nucleation.

Figure 4. Comparison of the information available from different fingerprints: two single digests only with two or three hybridization probes and three digests (two single: one double) with zero, two and three hybridization probes. Noise is add-d to the simulated data to make it resemble reat data. (Fragments are not detected and Normally distributed length measurement errors are added with a standard deviation of .008.)
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## CLONE PAIR PROBABILII'Y' HISTOGRAM



## PAIR DETECTION: GT NUCLEATION



## FINGERPRINT LEGEND

| TWO HYBRIDIZATIONS: |
| :--- |
| $\mathbf{G T}(1 / 40 \mathrm{~KB})$ AND COT1 $(1 / 5 \mathrm{~KB})$ |

THRE $L$ HYBRIDIZATIONS:

- CT AND COTI AND LI $(1 / 60 \mathrm{~KB})$
.............NO HYBRIDIZATIONS
- TWO SINGLE AND ONE DOUBLE DIGEST

0
TWO SINCLE DIGESTS

