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ABSTRACT 

This report describes the structure and use of ENUMPTH, a 
program for enumerating paths which an adversary might follow 
in attempting defeat of physical protection systems. The paths 
are evaluated in terms of the probability of detecting and then 
interrupting the adversary as the paths are traversed. The 
program is intended to be practical in orientation/ selecting 
all paths which meet some specified minimum criteria. The nature 
of the physical protection issue suggests that all such paths may 
be of equal interest to analysts who are concerned with a total 
facility. An example is given to demonstrate the program's 
applicability to practical problems. „,„, 
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A PATH ENUMERATION PROGRAM. (ENUMPTH) 
FOR PHYSICAL PROTECTION EFFECTIVENESS EVALUATION 

1. Introduction 

The ENUMPTH program treats one aspect of physical protection 
effectiveness evaluation. It identifies relevant paths through 
a facility which are characterized by the lowest probability for 
interrupting adversary action. It recognizes that detection 
must occur while enough time remains for a guard force to respond. 
Both sabotage and theft paths are considered. The purpose of 
this report is to identify suitable applications for the program 
and to serve as a user's guide for those employing it as a design 
or analysis tool. 

2. General Discussion 

Effective design and analysis of physical protection systems 
necessitate assessment of the degree of protection achieved 
against sabotage and theft of special nuclear material {S&M). 
In this context, theft means the unauthorized removal of SNM 
from a facility. It implies penetration of the facility by an 
adversary, access to the SNM, and finally departure from the 
facility while still possessing the SNM. Sabotage means commiting 
a deliberate act directed against a facility which can result in 
exposure of the public to radiation to the extent that health and 
safety are endangered. 

It is appropriate to refer to a sequence of actions necessary 
to accomplish a theft or sabotage goal as a scenario. A scenario 
can be associated with a path, which is an ordered set of points 
into or through a facility. Each path is characterized by a 
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braversal time, which is the amount of time required to perform 
all tasks necessary to traverse the path. At any point along 
the pathr a current penetration time and time remaining can be 
determined. The penetration time is the amount of time necessary 
to accomplish the task(s) necessary to reach the next point in 
the path. The time remaining is the sum of penetration times at 
all subsequent points in the path. A probability of detection 
can be associated with performance of the tasks necessary to 
reach the point which is adjacent to the current position (point) 
in a path- This permits calculation of a joint cumulative proba­
bility of detection up to any current point in a path. 

Probabilities of detection and penetration times associated 
with paths provide a basis for quantitative assessment of the 
effectiveness of physical protection systems. The Department 
of Energy [1] has recognized measurement of the detection and 
delay capabilities provided by a physical protection system as 
a first measure of performance of the system. Path analysis 
techniques are suggested as a means by which a physical protection 
system can be evaluated to determine these measures, cravens [2] 
has identified critical paths as those paths for which the 
cumulative detection, probability does not reach an acceptable 
level (as specified by a regulatory or other empowered agency) 
before the time remaining for an adversary to complete the path 
is less than the time required for response force arrival. This 
is the basis for the analysis performed by the ENUMPTH program. 

The foregoing characterization of adversary actions permits 
graph-theoretic analysis of physical protection systems. This 
is true in the case of aesign, prior to installation of proposed 
physical protection hardware. It is also true in the case of 
assessing the protection afforded by existing systems. In either 
event, the first step in performing the analysis is preparation 
of a facility description (e.g., specifying the location of points 
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which must be traversed in paths through the facility). Cravens 
[2] treats this process from a design perspective, once such a 
description is available, detection probabilities and penetration 
times can be expressed as in Appendix B to this report. Commonality 
must be considered in this assignment of values. co.runonality is the 
property associated with a change in probability of detection or 
penetration time due to a previous defeat of a physical protection 
component in a sequence of adversary actions. This cons-deration 
is represented under the column heading "Common Out" of Appendix B. 
The data included in Appendix B constitute a graph-theoretic 
representation of a physical protection system. Nodes are points 
in the paths. Adjacencies exist between any two consecutive points 
in any possible path. Target nodes are nodes which provide access 
to ̂ .*M. The total representation constitutes a graph. 

The program employs a breadth-first search technique [3] for 
selecting paths, which means that paths are enumerated by fanning 
out from each node. Each possible adjacency is evaluated as paths 
are enumerated. This is distinguished from depth-first search, 
which enumerates a complete path and then "backtracks" to evaluate 
alternate adjacencies, in any event, ENUMPTH retains all paths 
which meet certain user-specified criteria. The nature of the 
physical protection issue (as described above) suggests that 
there is interest in all paths which meet thr. criteria used to 
define criticality. 

The program represents a deterministic system. There is no 
engagement model. It is assumed that if detection occurs early 
enough, a satisfactory response force could be provided to 
interrupt the adversary. The next section describes the detailed 
structure of the program. Those interested only in using the 
existing program may prefer to skip that discussion. Section 4 
specifies the input formats for providing data to ENUMPTH. 
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3. Program Description 

ENUMPTH has been implemented in extended FORTRAN on the 
CDC 6600 computer. It maintains all relevant path data in core 
until available space is exhausted, and then utilizes a paging 
mechanism as necessary to overflow to mass storage. Two 5984 
word pages (one being processed and one for overflow) are always 
core resident. The program accepts problem descriptions containing 
up to 100 nodes. An upper limit of 1,000 mass storage pages 
provides sufficient working space for any conceivable application 
of the program. 

3.1 Program Structure 
A small main driver invokes subroutine modules which 

access global data in an unlabeled common block. Appendix A 
lists and describes the global variables. The general 
functioning of the modules is described now. 
ENUMPTH: 

This is the main program. I t opens the mass s to rage 
area for the paging mechanism, c a l l s on the i n i t i a l i z a t i o n 
subrou t ine , and passes con t ro l t o an i t e r a t i v e module to do 
the path a n a l y s i s . Control r e tu rns a f t e r paths meeting the 
s e l e c t i o n c r i t e r i a for the problem have been enumerated and 
eva lua ted . A t e rmina t ion module i s ca l l ed which p r i n t s t h e 
r e s u l t s of the problem a n a l y s i s . An attempt i s made t o read 
fu r the r search parameters from a second SCOPE INPUT f i l e 
[ 4 , 5 ] . The program te rmina tes i f the f i l e i s empty. If 
fu r the r input s p e c i f i c a t i o n s a re found, problem a n a l y s i s i s 
again performed using the new search c r i t e r i a and the 
o r i g i n a l g r ap h - t h eo re t i c r e p r e s e n t a t i o n for the f a c i l i t y . Fur ther 
d e t a i l of t h i s a c t i v i t y i s given in the d i scuss ion of program 
inpu t . 
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INITHOD: 
T h i s i s t h e i n i t i a l i z a t i o n m o d u l e . I t o p e r a t e s i n two 

n o d e s d e p e n d i n g on t h e v a l u e o f i t s o n e p a r a m e t e r . I f 
INITLZE = l f c o m p l e t e s y s t e m i n i t i a l i z a t i o n t a k e s p l a c e 
i n c l u d i n g c a l c u l a t i o n o f l e n g t h s f o r t h e p a t h d a t a t o be 
s t o r e d on t h e p a g e s . The g r a p h - t h e o r e t i c r e p r e s e n t a t i o n f o r t h e 
f a c i l i t y b e i n g a n a l y z e d i s r e a d . P o i n t e r s and d a t a p e r t a i n ­
i n g t o a v a i l a b l e o v e r f l o w s p a c e a r e e s t a b l i s h e d . The 
f u n c t i o n i n g o f t h e s e d a t a i t e m s i s d e s c r i b e d l a t e r i n 
c o n n e c t i o n w i t h t h e p r o g r a m ' s d a t a s t r u c t u r e . I f INITLZE ^ 1 , 
r e i n i t i a l i z a t i o n t a k e s p l a c e f o r c u r r e n t s e a r c h p a r a m e t e r s . 

ITERMOD: 

T h i s modu le i t e r a t i v e l y p r o c e s s e s p a g e s o f p a t h d a t a , 
r e p e t i t i v e l y c a l l i n g upon t h e INTNOD m o d u l e t o e x t e n d i n t e r ­
m e d i a t e p a t h s t o a d j a c e n t n o d e s . T h i s i s d o n e when t h e 
r e s u l t i n g p r o b a b i l i t i e s do n o t e x c e e d p r e v i o u s l y e s t a b l i s h e d 
min imums . S t a c k s a r e m a i n t a i n e d on e a c h p a g e f o r e a c h n o d e . 
Each s t a c k c o n t a i n s t h e p a t h s t h a t h a v e j u s t r e a c h e d t h e n o d e 
f o r w h i c h t h e s t a c k i s b e i n g m a i n t a i n e d . When s a b o t a g e p a t h s 
h a v e r e a c h e d t h e t a r g e t n o d e , t h e p a t h s a r e c o n s i d e r e d 
c o m p l e t e . The module d i f f e r e n t i a t e s b e t w e e n t h e s e a n d t h e f t 
p a t h s , t o c o n t i n u e e n u m e r a t i o n u n t i l t h e l a t t e r h a v e b e e n 
e x t e n d e d t o r e a c h t h e e x i t n o d e . 

CURPAG: 
T h i s module i s i n v o k e d when p r o c e s s i n g h a s b e e n c o m p l e t e d 

on t h e p a g e c u r r e n t l y i n memory. I t r e t r i e v e s t h e n e x t p a g e 
f rom mass s t o r a g e s o t h a t i t can b e p r o c e s s e d . I t u p d a t e s t h e 
p a g e j u s t p r o c e s s e d , w r i t i n g i t t o mass s t o r a g e . I t a l s o u p ­
d a t e s t h e o v e r f l o w p a g e , a n d r e t r i e v e s a new o v e r f l o w p a g e i f 
n e c e s s a r y . The p a g i n g mechan i sm h a n d l e s t h e p a g e s i n a 
c i r c u l a r m a n n e r , w i t h t h e f i r s t p a g e s u c c e e d i n g t h e l a s t . 
The a p p l i c a b l e o v e r f l o w p a g e i s t h e n e x t o n e i n t h e c h a i n 
w h i c h c o n t a i n s a v a i l a b l e o v e r f l o w s p a c e . 
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OVFPAG: 
The OVFPAG module i s invoked in conjunction with CURPAG. 

I t s e l e c t s the next app rop r i a t e page in the chain , and 
r e t r i e v e s i t for overflow space . I f no page e x i s t s which 
con ta ins a v a i l a b l e space , a new page i s added and i n i t i a l i z e d 
for t h a t purpose. A 17 word a r ray i s maintained in core 
(PAGOVF) t o provide 1,000 b i t s which a re used t o i n d i c a t e 
pages with a v a i l a b l e overflow a r e a . 

INTNOD: 
This i s the l a r g e s t subrout ine of the program; and, i t 

does the most work. I t i s r e p e t i t i v e l y c a l l e d by ITFRMOD to 
opera te on paths in a s tack on the page being processed . 
The purpose i s to i n t e r s e c t the l a s t node in the paths with 
any adjacent subsequent nodes . I f the l a s t node i s the 
t e rmina l node, the paths are eva lua ted for r e t en t i on 
{minimums may have decreased s ince the paths were placed in 
the s t a c k ) . Otherwise they a i e compared with minimums 
app l i cab le t o whichever node the stack concerns (which a l so 
may have dec reased) . Recursion i s next cons idered . I f an 
adjacency would cause a path t o loop back on i t s e l f , the 
path i s not extended. Remaining adjacencies r e s u l t in a 
subrout ine c a l l for CALCVAL to accumulate de tec t ion p r o b a b i l ­
i t i e s a s soc i a t ed with the adjacency. I f cu r r en t minimums a re 
not exceeded, the extended paths are placed in an appropr ia te 
s tack for the node j u s t reached. They are s tacked on the 
cu r ren t page i f space i s a v a i l a b l e , o therwise they a re 
placed in the s":ack on the overflow page. The space for the 
o r i g i n a l path (which now may or may not have been extended) 
i s r e tu rned as a v a i l a b l e a rea for new pa th e x t e n s i o n s . 

1. I t should be recognised t h a t t h e f t paths which r e t r a c e 
en t ry nodes are not considered r e c u r s i v e . 
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COMNOUT : 
Satisfactory treatment of theft paths requires recogni­

tion of common outs. Their representation is essential in 
accurately modeling barriers which need not be penetrated a 
second time upon leaving a facility if they have been 
defeated while entering. The COMNOUT module identifies such 
adjacencies. Transit times and detection probabilities are 
modified in response to this identification. The subroutine 
has one parameter: J. It specifies the node to which the 
adjacency extends. 
CALCVAL: 

D e t e c t i o n p r o b a b i l i t i e s a r e summed a s p a t h s a r e e x t e n d e d , 
b u t t h e m e a s u r e f o r p r o b a b i l i t y o f i n t e r r u p t i o n i s n o t i n c r e m e n t e d 
u n t i l s u f f i c i e n t t i m e h a s e l a p s e d t o a l l o w t h e g u a r d f o r c e t o 
make a r e s p o n s e . The CALCVAL r o u t i n e p e r f o r i n s t h i s f u n c t i o n , 
c o n c e r n e d w i t h b o t h t h e t o t a l p r o b a b i l i t y o f d e t e c t i o n and 
t h e p r o b a b i l i t y o f d e t e c t i o n t o t h e p o i n t i n t h e p a t h w h i c h 
i s one r e s p o n s e i n t e r v a l f rom i t s c u r r e n t e n d . The s u b r o u t i n e 
h a s f o u r p a r a m e t e r s : VAL, INODE, J , and J N P . VAL i s u s e d t o 
r e t u r n t h e v a l u e f o r t h e p a t h ' s c u r r e n t p r o b a b i l i t y o f i n t e r r u p t i o n . 
INODE s p e c i f i e s t h e s e q u e n t i a l p a g e l o c a t i o n wh ich c o n t a i n s 
t h e p a t h b e i n g e x t e n d e d . J s p e c i f i e s t h e node t o w h i c h t h e 
e x t e n s i o n i s b e i n g made . JNP i s a p o i n t e r t o t h e a b s o l u t e 
l o c a t i o n f o r s t o r i n g t h e n e x t e x t e n d e d p a t h . 

TERMMOD: 
The p r i m a r y p u r p o s e o f t h i s modu le i s t o p r i n t t h e 

p r o c e s s i n g r e s u l t s . O u t p u t d a t a a r e d e s c r i b e d f o r s a b o t a g e 
a n d t h e f t c a s e s i n t h e f i n a l s e c t i o n s o f t h i s r e p o r t . 
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Data Structure 
The paging mechanism implemented in the program has 

already been mentioned. A circular chain of pages is main­
tained and processed sequentially/ extending paths to 
appropriate adjacent nodes. As such extensions are made, 
formerly used space is returned and made available for reuse. 
One stack can exist on each page for each node. If the node 
is the terminal point, the stack is a completed path list. 
Otherwise the stack is an intermediate path list. Pointers 
to the heads of these stacks are maintained at the end of 
the pages. A pointer is likewise maintained to a chain of 
available spaces on the page. The number of words required 
to store the data for a path varies for different problem 
definitions. Storage is dynamically allocated for data items 
as required by the problem being analyzed. The result is 
more efficient program execution because mass storage 
accesses are minimized. Storing the maximum number of paths 
on each page means that fewer pages are used, and the, are 
read into memory less frequently. Figure 1 shows the lavout 
for a general page of data. 

2+ 
2+ WRDSXPR+ 

WRDSXPR WRDSRCR WRDSN0D 

i I : 

2*N 2*N+1 

Legend: ____/,.___ 
[ _ *(indicates a pointer word [ indicates a continuation 

1Z (indicates a quantity word 

Figure 1. Data Page 
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The entities included on the data page require further 
elaboration. First, data pertinent to the general path are 
described. Next, the pointers included at the end of the 
page are discussed. 

Information of several types is maintained for each 
path. For the general path i in Figure 1, the first word is 
a pointer. If the space is empty, the pointer points to the 
next empty space in the chain of available spaces. If the 
space is in use, the pointer provides the link to the next 
path in the same stack. A zero value represents the end of 
the chain in either event. 

The series including the second word through the 
1+WRDSXPR word !s used to store path expression values. 
These values represent path segments in the form of 
integers. This method of numerical expression is 
discussed in separate documentation [6]. Paths are segmented, 
with MAXI nodes per segment. An integer value representing 
each sequential directed segment is stored in these words. 
Each segment contains the maximum number of nodes which assures 
that the maximum single precision integer value is not exceeded. 
The limiting number of nodes is dependent upon the number of 
nodes in the facility representation, and is calculated for 
each problem definition. 

The series beginning with word 2+WRDSXPR and continuing 
through word 1+WRDSXPR+WRDSRCR is used to store bits to 
indicate which nodes have already been included in a path. 
The bits are s>3t with elements from the BITMSK array. This 
allows path recursion to be avoided, enumerating only simple 
paths. The length of this series is determined dynamically, 
utilizing one 60 bit word for each set of up to 60 nodes. 
All bits are reset when a theft path reaches a target node, 
permitting the exit to be constructed independently from the 
manner of entr/. 
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path values are stored in the series of words beginning 
with 24-WRDSXPR+WRDSRCR, The number of words in this series is 
equal to three plus the integer guard response time specified 
by the user. The first word contains the current value of the 
probability of interruption associated with the path. This is 
the cumulative joint probability of initial detection at each 
node, to the point in the path which is one response interval 
from its current end. The second word is used for accumulation 
of path time since the path was last determined to meet a mini­
mum retention criterion. The next ZRESPTM words store the in­
crements for the probability of interruption which will occur 
at the discrete time units. As the path is extended, they 
shift through the array to eventually be added to the com­
posite measure. The final word in this series is the last 
word used to store dat? for the path. It contains the joint 
probability of failing to detect adversary activity up to 
and including the preceding node in the path, it is 
initialized to unity, its value is updated at each node by 
multiplying it by the complement of the applicable probability 
of detection. Its product with the uncomplemented value is 
the increment for total probability of detection. This value 
is added to the appropriate word in the preceding series of 
ZRESPTM words. 

There are 2*N+1 pointers maintained at the end of the 
page. The first N pointers point to chains of intermediate 
(incomplete) paths. One of the pointers from word N+l 
through 2*N will be used to point to the head of the chain 
for completed paths to ZBKDNOD. The final pointer {2*N+1! 
is used to point to the head of the chain for available 
spaces on the page. 
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4. Program input 

The program will accept two card files, the second of which 
may be empty. The first file must contain the initial search 
parameters, and the adjacencies and detection probabilities for 
the facility. The purpose of the second file is to optionally 
specify additional search parameters for further analysis of the 
original facility definition. 

The first file contains cards of up to five different types 
(formats). The first card must provide initial search parameters 
Eor the analysis. Then, depending on some of the parameters 
included on this card, specification of previously determined 
minimum cumulative detection probabilities to each node may be 
required. If so, either one or two cards for each node must 
immediately follow using a second card format. Finally, a variable 
number of cards containing node adjacency specifications are 
included. Three types of cards are used for this purpose. Further 
description of each of the five card types follows. 

Figure 2 shovs the format of the card containing search 
parameters. The card is divided into eight fields of ten columns each. 

I HI I I I 
i 1 1 1 1 ! I I I 1 

OOOOOOQOll 

n n nun 
iiiiniiityniimii 

3 3 3 3 3 3 3 5 h 3 | 3 3 3 3 3 3 3 

U 4 i i 4 4 4 ' ill 4 1 i 4 H 4 i 

^\ 

Ifo 

2 2 2 2 2 2 2 2 2 ? 

3 3 1 3 3 3 3 3 ] ] 

5 5 5 5 5 5 5 5 : l ; 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 S 

t 5 s t t s i u i s s e c t s e i G s t t t s s s t u t 

n 111 n n t\i mini minium 
• 335B8««3<j !9r ;S«f « 8 ! « | I B 8 9 ! ! ! 

] S D 9 5 9 S j U'J 11 s j 3 S 3 3 91 9 9 9 5 9 ! 9 J !';S ! 3 9 S 5 

0 D O I I H I I f O 0 C G 0 0 0 1110 0 H 9 0 0 g | j j u 3 G III C I I I 
i l > 111111 i i i i n 111111I1 i n 11 I | I 1.1111 n i l 11 

2222221222 
)3JiliJ33S 
I I I M H M i ' 
555SS55|Sjj: 

2 2 i 2 2 212 2 1212 2 2 2 2 2 2 1 .< 2 2 2! 2 2 2 2 2 
3 3 3 i 3 i J 3 3 S 3 3 3 3 3 J 3 3 3 3 3 3 3 1 3 3 3 3 i ] 
<(!MIIIIMIItll::H^lli(!lii 

5 5 5 5; 5 5 5 y. •• 5 5 5 5 5 i 5 J 
i S E E ( i ! E S S , 6 ( f t S S E 6 t m ! t C F 651 s 

i i i i i n i i n i i n n i i i n i i i i i i n 
• S g i E l S H i i ' i i l l U c E t E 

s i . : : ' . 19 j 3 s s H 'j 

Figure 2. Card Format 1 
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The values shown in the figure indicate maximum quantities which 
the parameters should attain. Although some of the maximums are 
not strict/ values in excess of chese quantities are not recommended 
because degradation of program performance will result. 

The first field specifies the number of nodes included in 
the graph-theoretic representation for the facility. The second 
field specifies the beginning node from which paths are to be 
enumerated. It can be used to represent a node connecting all 
points which are external to the facility's outer boundary. 
The third field specifies the target node. For sabotage cases, 
this is the end of the paths. In the case of theft problems 
it represents the node from which the adversary begins his exit. 
The fourth and fifth fields specify selection ranges for critical 
paths above minimum probability values. All paths "ailing in 
the ranges are retained. The ranges specified are 'pplicable to 
the minimum probability of interruption and the minimum cumulative 
probability of detection, respectively. If either value is nonzero, 
the program requires additional input specifying all node minimums. 
The sixth field contains the response time for reacting to a 
detected threat. The seventh field is used only for theft analysis. 
It specifies the exit node. The eighth field optionally specifies 
a scaling factor. When it is used, it groups smaller time units 
into larger ones. For example* if times are specified in seconds 
and the user is concerned with minutes, a scaling factor of 60 
can be used. The reason for its inclusion is to make execution 
of the program more efficient by reducing the amount of space on 
data pages which is needed to store path information. The scaling 
is applied to both the response time and to the transit times 
included in the input data. All fields except the fourth and 
fifth are integers, justified right. The selection ranges are real 
values allowing seven positions to the right of the decimal point. 



The second card format is shown, in Figure 3. It is used 
to specify node minimums when selection ranges are nonzero. 
When selection ranges are zero, specification of node minimims 
is not required. 

1'MJf l l l l l l l D • I I I I I H k (1 0 I! (Ip| S 0 0 C f> HO N 0 0 C C 0 0 D 0 D I) D 5 3 3 f H P Q1G 0 H0 0 H 0 I) 0 G *. - . r -.'• 
| . i i i i i i n i i i ' l 11 I 1 

I ' l i i i / j n i u n i ' i 

• • • • . * ' . • . ' . < ' . : " > : 

<r, 111,11111 ii n i 11 

1 : I , 1 i I I I t ' N I I I > I ! • I I 

'. ) 1 L. 1 . 

u i; n ;:: i i' i:. 11 s 

Figure 3. Card Format 2 

Exactly one card is required for each, node when the analysis 
concerns sabotage paths and nonzero selection ranges have been 
input. They are to be placed in sequence beginning with the first 
node. It is assumed that node minimums have been determined frorc 
a prior execution of the program which specified zeros as the 
selection ranges. The minimum probability of interruption is 
specified in the first field, and the minimum probability of 
detection is specified in the last. 3oth values are real numbers 
with seven digits to the right of the decimal point. The maximum 
permissible probability value is unity. 
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Theft analysis requires two cards for each node. One set of 
specifications contains minimums attained while moving inward 
towards the target node. These are equivalent to the minimums 
applicable to the sabotage case. The set of minimums applicable 
to outward movement after having reached the target is required 
next in input files for theft cases. 

Figure 4 shows the third format lor input cards. Data 
contained on i t are used for reading and placement of node 
adjacency information. Node adjacencies are specified according 
to the card formats shewn in Figures 5 and 6. 
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Figure 4. Card Format 3 
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Adjacency data are commonly contained in the structure of 
an adjacency matrix. This is the manner in which transit times 
and detection probabilities are stored for this program. It 
permits most rapid accessing of the data. However, when matrixes 
are sparse/ inputting data in this form can be quite cumbersoma. 
For this reason input is controlled according to parameters 
supplied on cards formatted as in Figure 4. The first value 
specifies the matrix rc.w which is about to receive data. If 
this value is greater than, N , then the row is to contain data 
representing a common out. (Recall that commonality is the 
property associated with a change in probability of detection 
or penetration time due to a previous defeat of a physical 
protection component in a sequence of adversary actions.) The 
node from which the adjacency extends is determined by substractinc 
N from the value. The second parameter specifies the last column 
for which a value is being provided. The third parameter directs 
the succeeding input to be placed beginning in that column. 
Default values for the two column numbers are N and one, 
respectively/ where N is the number of nodes included in the 
facility representation. The default case is therefore inputting 
an entire matrix row. The fourth value on the card must be 
either zero or one. A zero in this position implies that a 
card specifying detection probabilities will follow. A one 
specifies that transit times are being input. 

Formats for the fourth and fifth types of input cards each 
contain eight fields of ten characters. In the former case the 
fields are right justified integer values. In the latter case 
the fields are real numners containing seven places to the right 
of the decimal point. The integer format is used for inputting 
transit times. Detection probabilities reguire the real format. 
A variable number of cards are required for different facility 
representations. If more than eight values are required to 
complete a specification provided as in Figure 4, values are to 
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be placed on s e q u e n t i a l cards u n t i l the s p e c i f i c a t i o n i s completed. 
Gaps between values in matr ix rows can be inpu t . They r equ i r e 
t h a t non-adjacencies be represen ted by appropr i a t e va lues . For 
time s p e c i f i c a t i o n t h i s value i s 9999999999. For p r o b a b i l i t y 
v a l u e s , 99.0 i s i npu t . 

The second INPUT card f i l e can conta in cards of only one t y p e . 
Theix format i s s i m i l a r t o the one shown in Figure 2, except t h a t 
no s e l e c t i o n ranges or s c a l i n g fac tor can be included. F u r t h e r ­
more, i f a s c a l i n g f a c t o r was included be fo re , t h e response t ime 
spec i f i ed must be s i m i l a r l y s c a l e d . As many cards as d e s i r e d can 
be placed in t h i s "j^-ional f i l e . This c a p a b i l i t y is p a r t i c u l a r l y 
useful for r e p e t i t i v e ana lys i s of varying target , nodes in t h e f t 
s c e n a r i o s . I t i s a l s o useful for ana lyz ing the e f f e c t of varying 
response t imes . 
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5. An Example Problem 

Graph-theoretic sabotage models have been previously 
constructed [7,8]. Efficient, polynomially bounded algorithms 
for performing the associated path analyses have been proposed 
[9,10]. Theft models for graph-theoretic physical protection 
analysis have also been considered rll], The basic theft model 
addressed paths containing undirected, constant adjacencies. 
This was identified as the simplest model, permitting solution 
by an extremely efficient algorithm. 

Much other preceding research has been concerned with 
corractly achieving maximum obtainable efficiency in general 
algorithms [12] . This is desired because of the theoretical 
limit of a factorial number of paths which are possible. 
Consider the case when all arc lengths are zero. In such a 
situation every path is a minimum path. One would certainly not 
want to enumerate every one if their length was all that was of 
interest. 

Appendix E illustrates some of the simplifying assumptions 
which are apparent in applications of polynomially efficient 
search strategies to problems similar to those treated by this 
program. The motivation for the present work is not the same. 
The objective of achieving a minimal bound was relaxed in the 
interest of providing complete solutions to analyses which 
require them. Some analytical problem solving requires expression 
of directed travel. Travel time may be a function of direction 
traveled, as well as path history. Identification of all least 
paths may be pertinent to the problem solution. Although a 
minimum polynomial bound (where execution time is proportional 
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to some constant power of the number of nodes or adjacencies) 
cannot be placed on such solutions, the example given below 
demonstrates that this approach is feasible for many physical 
protection analysis problems. It also provides a description 
of the output produced by the program. 

5.1 The Facility Representation 

A physical protection system design for a conceptual 
three-level mixed-oxide fuel fabrication facility [13] was 
used for constructing this example. This was done to 
establish comparability with the results of other work 
currently being done, and to assure that the problem was 
representative of the scope which would be encountered in 
practical applications of the program. An appropriate 
facility description existed providing a straightforward 
and independent source of input data. It was found that 
the facility could be modeled using 46 nodes connected by 
16 6 adjacencies. Appendix B shows this representation. 
For purposes of this example, adjacencies have been 
assigned the listed detection probabilities and transit times. 
Program input was prepared on punched cards according to the 
formats described in Section 4 of this report. The nodes 
were assigned sequential numbers. 

5.2 The Sabotage Case 

Node 35 represents the end of all sabotage paths. This 
target node is reachable from all sabotage objectives in the 
facility and completes all sabotage scenarios. Its specifi­
cation as the target node results in generation of all sabotage 
paths which meet the retention criteria. Appendix C is a 
listing of the output produced for this analysis. 
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The number of nodes in the facility representation is 
printed first in the output. The initial and terminal nodes 
for the generated paths are next given. The user-specified 
response time and the selection ranges above minimum 
interruption and detection probabilities appear on the 
second line. These data define the analysis which the 
user has requested. 

Next, the minimum interruption and detection probabilities 
encountered to each node are listed. These processing 
results may be reinput for subsequent runs to select paths 
which fall within some specified nonzero range above the 
minimums. Immediately following these data, data pertaining 
to execution of the program are printed. First, the processing 
time is shown in CPU seconds. This is followed by the number 
of branches extended during the run. Each branch represents 
an adjacency which was appended to an intermediate path 
during the enumeration process. Together, the time required 
and the number of branches extended provide a mea^ur-j of the 
computing resource requirements for the analysis. 

Finally, the paths themselves are listed in the output. 
They appear in random order, but every path meets at least 
one of two retention criteria. Each is characterized by 
either the minimum probability of interruption, or the 
minimum probability of detection, or both. The paths are 
comprised of the adjacencies connecting nodes in the order 
listed. 

5.3 The Theft Case 

Nodes 36 through 46 represent theft objectives (targets). 
A separate node was used to identify each of the theft targets. 
This was done to insure th k all exit paths proceeded outward 
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from the target which had been reached, in any event, the 
paths must extend to the appropriate theft exit before they 
are complete. Appendix D shows the results of an analysis 
to select critical theft paths which pass through target 
node 38. Node 1 is the off-site point from which the paths 
begin. It is also the terminal point at which the paths end. 

Several differences between this output and that for 
the sabotage case are apparent. The terminal node is no 
longer the same as the target node. Accordingly, the 
target node is listed separately. Also, since nodes can 
be included in inward path segments (towards the target) 
and outward path segments (away from the target}, they have 
two sets of minimum probability values applicable to them. 
Therefore, four columns of minimum values are printed. 
Additionally, the same node may appear twice in a theft 
path. This is not indicative of recursion because the 
direction traveled in the two cases is not the same. 
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Appendix A - List of Global variables 

Variable 
BITMSK 

BRNNUM 

BRNTOT 

CMPSWTH 

Dimension 
(60) 

scalar 

scalar 

scalar 

Description 

D (N) 

FRSTRCR scalar 

FRSTVAL scalar 

LP scalar 

MINNOD (N,2) 

(1001) 

N scalar 

PAGBUF1 (5984) 
PAGBUF2 (5984) 

PAGIX (2) 

Array of 60 words with each of 60 b i t s s e t , 
.from r i g h t to l e f t 

Number of paths extended (branches) during 
cu r r en t i t e r a t i o n of pages 

To ta l path ex tens ions (b ranches) ; accumula­
t i o n of BHNNUM 

Used as switch to s i g n a l t h a t completion of 
paths i s a p p r o p r i a t e (value = 1 ) , and t h a t 
a l l paths have reached te rmina l po in t 
(value = 2) 

Double p r e c i s i o n diagraph n - t u p l e (see 
Reference 6) 

Displacement i n t o path da ta for f i r s t word 
con ta in ing b i t vec tor t o i d e n t i f y recurs ion 

Displacement in to path data for f i r s t word 
t o s t o r e path valuer 

Used t o s t o r e t a r g e t node whi le ex tending 
t h e f t paths t o e x i t 

Used t o s t o r e cur ren t pa th minimum to 
node i : minimum p r o b a b i l i t y of i n t e r r u p t i o n in 
MINNOD ( i , 1 ) and minimum p r o b a b i l i t y of 
de t ec t i on in MINNOD ( i , 2 ) 

Array for system us« in access ing mass 
s to rage pages , permits up t o 1000 pages to 
be use d 

Number of nodes inc luded in graphic r e p r e ­
s e n t a t i o n of problem being analyzed 

Core area for cu r ren t da ta page 

Core area for overflow data page 

Indexes of PAGEUF1 and PAGBUF2 data pages , 
r e spec t i ve ly 
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Variable Dimension 
PAGLMT (2) 

PAGOVF (WRDSOVF) 

SLCTRNG scalar 

S T K I X scalar 

TIMEBGN scalar 

TIMET KM scalar 

WHDSNOP scalar 

WRDSOVF scalar 

WRDSPAG scalar 

WHDSRCB scalar 

WBDSVAL scalar 

WRDSXPR scalar 

XNODPAG scalar 

ZBGNNOD scalar 

ZENDNOD scalar 

Description 
Greatest used page number, and greatest 
valid page number, respectively 
Bit vector identifying pages with available 
overflow area 
Scaling factor which allows user grouping 
of time units for response time and path 
time specifications 
Index into stack pointers maintained at end 
of pages 
CPU time value {SECONDS} following i n i t i a l ­
ization 
CPU time value (SECONDS) when results are 
printed 
Length in words of data page area used to 
store data for each path 
Number of words required for PAGOVF bit 
vector 
Number of words used on each data page 
Number of words used to store recursion 
data for each path 
Number of words used to store path value 
data for each path 
Number of words used to store path segment 
expressions for each path 
Maximum number of paths which can be 
stored on one data page 
In i t i a l node from which paths are to 
branch 
Terminal node for enumeration: target 
node in the case of sabotage and inward 
theft paths, theft exit node in the case 
of outward portion of theft paths 
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V a r i a b l e Dimens ion D e s c r i p t i o n 
ZLSTPAG 

ZMINDEF 

ZRESPTM 

ZTHFTXT 

s c a l a r 

s c a l a r 

s c a l a r 

(2*N,N) 

scalar 
scalar 

(2*N,N} 

(2*N) 

Temporary storage for index of last page 
read into PAGBUF1 
User specified ranqe above minimum 
probability of interruption for selection of 
paths 
User specified range above minimum 
probability of detection for selection of 
paths 
ZPROBDT (i,j) contains probability of 
detection values associated with transit 
from node i to node j , common out data 
residing in locations for which i >N. 
User specifieu time for guard response 
User specified exit node to be reached for 
theft paths 
ZVALMAT (i,j) contains transit times from 
node i to node j, common out data residing 
in locations for which i >N. 
Minimum probabilities of interruption at each 
node, may be determined from prior run; two 
node values required for theft paths 
Minimum probabilities of detection at each 
node, may be determined from prior run; two 
node values required for theft paths 
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Appendix B - A Facil i ty Representation 

The following symbolization i s used in this Appendix: 
i : i n i t i a l node for an adjacency 
j ; terminal node r'or an adjacency 
T : time units required for traversing an adjacency 
P, : probability of detecting adversary activity along an 

adjacency 
^ : off-si te node, k an integer 
/ic. : sabotage target , k an integer 
\K/: theft target, k an integer 
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Adja i c e n c y 

i i 
T. G 
jL; 2 

•i 3 

4 

34 

5 

® 
5 

,T) 
5 

34 

•I s 

6 

7 

8 

9 

10 

13 

14 

15 

16 

17 

19 

23 

I n i t i a l Penetration 
! l I. 

0 . 0 0 0 0 0 

. 6 0 0 0 300 

. 9 9 0 0 300 

0 . 0 0 0 0 18 

. 9 9 0 0 300 

. 9 9 99 ir" 

1.0000 300 

. 9 5 0 0 150 

.9900 300 

.9900 18 

. 9 9 9 0 300 

. 9 0 0 0 18 

0 . 0 0 0 0 0 

. 9 5 0 0 150 

. 9 5 0 0 150 

. 9 5 0 0 150 

. 9 5 0 0 150 

. 9 5 0 0 150 

. 9 5 0 0 150 

0 . 0 0 0 0 150 

0 . 0 0 0 0 150 

. 9 5 0 0 4 80 

. 9900 9999 

. 9 9 0 0 480 

Common Out 

Pa T 

0 . 0 0 0 0 0 
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Adjacency Initial Penetration Common Out 

^ i Pd T 

5 25 . 9 9 0 0 4 8 0 

5 26 . 9 9 0 0 480 

5 28 . 9 9 0 0 9 6 0 

5 29 . 9 5 0 0 960 

5 30 .9500 9999 

5 31 . 9 5 0 0 960 

5 32 .9900 9999 

5 2 0 . 0 0 0 0 150 

5 3 . 9 5 0 0 150 

5 4 . 9 0 0 0 18 

6 11 . 8 0 0 0 300 

6 12 . 8 0 0 0 300 

6 13 . 9 5 0 0 480 

6 17 . 9 5 0 0 ISO 

6 2 3 . 9 9 0 0 480 

6 24 . 9 9 0 0 4 80 

6 26 . 9 9 0 0 480 

6 33 . 9 9 0 0 4 80 

6 5 0 . 0 0 0 0 0 

7 17 . 9 5 0 0 150 

7 29 . 9 5 0 0 150 

7 5 . 9 5 0 0 150 

9 17 . 9 5 0 0 150 

B 25 .9900 150 



Ad). a c e n c y 
i i 
B 30 

8 32 

8 33 

8 5 

9 17 

9 25 

9 26 

9 31 

9 5 

10 17 

10 5 

11 17 

11 33 

11 6 

12 17 

12 6 

13 17 

13 18 

13 19 

13 5 

13 6 

14 23 

14 24 

14 5 

15 28 

15 5 

I n i t i a l Pene t ra t ion 
Pd L 

. 9 5 0 0 150 

. 9 9 0 0 300 

. 9 9 0 0 150 

. 9 5 0 0 150 

. 9 5 0 0 150 

.9900 150 

. 9 9 0 0 150 

. 9 5 0 0 150 

. 9 5 0 0 150 

. 9 5 0 0 150 

. 9 5 0 0 150 

. 9 9 9 9 150 

1 .0000 150 

1.0000 300 

. 9 5 0 0 150 

. 9 9 9 5 300 

. 9 5 0 0 150 

. 8 0 0 0 0 

. 9 9 0 0 150 

. 9 5 0 0 150 

. 9 5 0 0 480 

. 9 9 0 0 150 

.8000 0 

. 9 5 0 0 150 

. 9 9 0 0 150 

. 9 5 0 0 150 

Common Out 
P^ T 

0.0000 0 

0.0000 0 
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Adi aeency Initial Penetration Common Out 
^ i P d T I* T 

16 34 . 9 9 0 0 300 

16 S . 0 5 0 0 0 o.oooo 0 

17 18 0 . 0 0 0 0 150 

17 19 0 . 0 0 0 0 150 

17 20 0 . 0 0 0 0 150 

17 2 1 0 . 0 0 0 0 150 

17 22 0 . 0 0 0 0 150 

17 23 0 . 0 0 0 0 150 

17 24 0 . 0 0 0 0 150 

17 25 0 . 0 0 0 0 150 

17 26 0 . 0 0 0 0 150 

17 27 0 . 0 0 0 0 150 

17 28 0 . 0 0 0 0 150 

17 29 0 . 0 0 0 0 150 

17 30 0 , 0 0 0 0 1 5 0 

17 31 0 . 0 0 0 0 150 

17 32 0 . 0 0 0 0 300 

17 33 0 . 0 0 0 0 150 

17 5 . 9 5 0 0 490 0 . 0 0 0 0 0 

17 6 .9500 150 0 . 0 0 0 0 0 

17 7 .9500 150 0 . 0 0 0 0 0 

17 8 . 9 5 0 0 15 0 0 . 0 0 0 0 0 

17 9 . 9 5 0 0 150 0 . 0 0 0 0 0 

17 10 . 9 5 0 0 150 0 . 0 0 0 0 0 

17 1 1 0 . 0 0 0 0 150 0 . 0 0 0 0 0 
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A d i a c e n c y 

i i 
I n i t i a l A d i a c e n c y 

i i Z± 
17 12 0 . 0 0 0 0 

17 13 0 . 0 0 0 0 

18 -35. 0 . 0 0 0 0 

18 36 0 . 0 0 0 0 

18 13 0 . 0 0 0 0 

19 17 .9500 

19 35 0 . 0 0 0 0 

19 3T 0 . 0 0 0 0 

19 5 . 9 5 0 0 

19 13 . 9 5 0 0 

19 17 . 9 5 0 0 

20 35 0 .0000 

20 38 0 . 0 0 0 0 

20 17 . 9 5 0 0 

2 1 .35 0 . 0 0 0 0 

2 1 39 0 . 0 0 0 0 

21 17 . 9 5 0 0 

22 35 0 . 0 0 0 0 

22 40' 0 . 0 0 0 0 

22 17 . 9 5 0 0 

23 .35 0 . 0 0 0 0 

2 3 "5T 0 . 0 0 0 0 

23 5 . 9 5 0 0 

23 6 . 9 5 0 0 

rat ion Common Out 
T Pfl T 

150 0.0000 0 

150 0.0000 0 

225 

135 
0 0.0000 0 

150 0.0000 0 

225 
135 

9999 0.0000 0 

150 0.0000 0 
150 0.0000 0 

90 
0 

150 0.0000 0 

120 
30 

150 0.0000 0 

120 
30 

150 0.0000 0 

120 
60 

480 0.0000 0 
480 0.0000 0 
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Adji acency 

i 
I n i t i a l 

i 
acency 

i £d 
2 3 17 

k 
0.0000 

24 

17 

k 0.0000 

24 J 0.0000 

24 6 .9500 

24 14 0.0000 

24 17 0.0000 

25 .35. 0.0000 

25 4 3 0.0000 

25 5 .9500 

25 e .9500 

25 9 .9500 

25 17 0.0000 

26 .3*. 0.0000 

26 447 0.0000 

26 5 .9500 

26 6 .9500 

26 9 .9500 

26 17 0.0000 

27 A 0.0000 

27 4S' 0.0000 

27 17 0.0000 

28 .35 0.0000 

28 "7 0.0000 

28 5 .9500 

T P d T 

0 0.0000 0 

90 

120 

480 0.0000 0 

0 0.0000 0 

0 0.0000 0 

120 

30 

480 0.0000 0 

150 0.0000 0 

150 0.0000 0 

0 0.0000 0 

120 

30 

480 0.0000 0 

480 0.0000 0 

150 0.0000 0 

0 0.0000 0 

120 

30 

0 0.0000 0 

120 

30 

960 0.0000 0 



Adjacency Initial Penetration Common Out 
i i !-fi T la £. 

23 15 0 . 0 0 0 0 150 0 . 0 0 0 0 0 

28 17 0 . 0 0 0 0 0 0 . 0 0 0 0 0 

29 4 1.0000 9999 

30 k 1.0000 9999 

31 .35 1 .0000 9999 

32 35 1 . 0 0 0 0 9999 

33 3S 1 .0000 9999 

34 .k 1.0000 9 999 

36 18 0 . 0 0 0 0 0 0 . 0 0 0 0 0 

37 19 0 . 0 0 0 0 0 0 . 0 0 0 0 0 

38 20 0 . 0 0 0 0 0 0 . 0 0 0 0 0 

39 2 1 0 . 0 0 0 0 0 0 . 0 0 0 0 0 

40 22 0 . 0 0 0 0 0 0 . 0 0 0 0 0 

41 23 0 . 0 0 0 0 0 0 . 0 0 0 0 0 

42 24 0 . 0 0 0 0 0 0 . 0 0 0 0 0 

43 25 0 . 0 0 0 0 0 0 . 0 0 0 0 0 

44 26 0 . 0 0 0 0 0 0 . 0 0 0 0 0 

45 27 0 . 0 0 0 0 0 0 . 0 0 0 0 0 

46 28 0 . 0 0 0 0 0 0 . 0 0 0 0 0 
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Appendix C - Output for the Sabotage Case 



N» »b . PATHS FROt" hDOE 1 H 10DE J> -

KCSPCNU flME • J ] t i N t MNCt * J.B' . iaBjs! 

»U«J - *C0 t i M T E f t f i w r m 
j . . b j f l u J b 

I S .aSJ i .06 
1 o . u t u a o s 

g.tf>rfbjOh 
5 a.oBuUf lu 

& J . f lO i * i , J * 
r l . b l J U f l O 

• i . i i s j c o i e 

« L i e j u m 
i t i . ienCuJG 
i t >9«aod« 
i t . 9 9 l t 0 t 0 
13 f.OIJCBBO 
lit • .oiaatiJQ 
19 • .uBOBIIuM 
i k f . a j j t s j a f l 
17 I.OCOUUI 
1% o . j D j t q a c 
19 .9*95J1)U 

» .439SQG8 
21 .9W5.JB 
22 . 9S«a . i f l 
13 • «$u5ua<> 
Ih i . t , 0 j c - d o 
25 .9996.Jf l 
?6 •959EJJU 
27 .9995m6 
i t .99UlDnv 
2t .99493*6 
38 .99**1(1.6 
Si .999EDJU 
3? .V19S3JO 
33 . 9 « t s a i 
3k .<mc*ut 
15 O.OCOLOtlB 
36 »S9aEJ-36 
37 .9595*.>U 
M .¥9*5 ..30 
39 .9S95U.0 
*S .99J5*b6 
*1 .9S95H0 
hi 9 . CCU J . 0 

« .9S9SJ0B 
• i * .9393UI.G 
".5 .9595 J00 
1.6 ,91)951'06 

2. 3 6 * n « C H I B R I ' i r t I 

PATH NCOES 

1 
1 *> 5 6 1? l*i 35 

3 
1 1 ! 6 17 Zi, J5 

DCteCTIGH 
I.C 0 5 % I 

.99JIOCG 
O . I . D O J O O 

.SHOaBo 
•V.GDJES 
.9s9»QtiC 
.999SCO0 
.9*9SSBB 
<9J9 fM0 
- 9 I B I C U O 
. 9 9 B O J O O 
.999S.dS 
,9*95*03 
-i lBSJUO 
, j o g j j g j 
.99950HB 
.9*9500 0 
. *<9St tO 
.•}*9saes 
. 4995000 
«94951OB 

«9J9biO., 
.9.93C0Q 
,999Sa60 

. 9 * 9 5 U D L , 
. S * 9 5 « B 
.9-3951.1)0 
.S995tU0 
.9*95000 
«i*9»ooe 
.*J0B)3<I 
.sygscoo 
. 9 J 9 S G 8 S 
.9s95JC0 
.9>9SDU0 
.9*951.60 
.93951,65 
.9595-0 -
.9*9Si>0B 
. 9 * 9 f i e s 
.93951. JO 
.9)95*00 
. 5 » 9 5 J ( , C 

P<IHTERRI/PTION» 

.99955OS 

PlCETCCTICMI 

.9995600 



* ° 17 21 35 

s * L7 22 15 

s * 17 2b 35 

s b 17 cb ;s 

9 6 17 27 3S 

5 6 I f 2b JS 

5 1« 2k I t 

S b 17 23 35 

5 6 17 ?«r 35 

S i r 19 3? 

S ir 20 J5 

5 I? IS 3i> 

9 IT zx 31 

3 17 22 3!> 

s 17 25 J& 

9 17 2( 3& 

3 ir 27 35 

5 i r 24 3a 

a 17 23 

5 17 2<, 

.9fc95IJI .1915l*L 

. 1 9 9 9 0 0 * 9 » 9 5 J I J 

» i 9 * i i o a .1915000 

. *993tJ0 .1915019 

.9915109 .11*1110 

.I999SJ0 .1915000 

•toauooo -Ml l f l t iO 

.9195101 .999500* 

.1495031 .1919100 

• f « 9 5 i g l .191S»dt 

.1195(01 .1119000 

• M95(d0 .9995010 

.1191019 . « 1 5 l l l 

.199*000 *1199(I10 

.1995009 .199500.. 

.19950vt .19150011 

.itiitsa • I 9 1 5 I I I 

•9993030 • 1999000 

.9995190 . 1 9 9 5 t i l 

19*5130 .1999D0U 

.9995G00 .9995000 
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Appendix D - Output for the Theft Case 



!M*fl|!".'» I M G F t (if!!** 1« 

.((".PIUS!; T t « r " JOq TNt M N G E • 0.10000JQ OfT »»NSr « B.tflflBUfl 

HlHttUtS - MDE INTE««U»>rTOJI> OCTCCriOH 
I n Ki t IK i»llt 

i . t n i e i i .999500D B.C0BB0BO .9 *95 ID ! 
• .noomu .9995000 .nooaooo .5995100 
8.8898000 .9915000 .99oaoBa .1999718 
t . f i t tcm .9995S9I B.SB8I683 .9195098 
1.1111001 . 9 9 9 5 I U .9000010 .9995080 
i .maaa i .9995848 • •39 30 010 .9995 BOB 
B.I0B8BB0 .9995(08 .9995B1B .M99798 
B.18IB9B0 .9995IM • 9S95BI0 .9J99F5B 
9.011(090 .1995089 .99950BB ««999?<S0 
O.BBBBBOB .9995000 .9995800 .9199758 

•wests .99950,08 .<9BS8C8 • M95881 
.998BBBB .9995008 .9900000 .1195881 

• •MMBBQ .999588* .9995BO8 .9995099 
f .BBttfiBB .9995990 .9995BOB .9995101 
O.OSOBOOB .9995088 .99BBDBB .9995106 
cotioaoo .9991000 ,99BB»f l .9995000 
i.eaotcoo .999500a .999*993 .99959 08 
B.OStOBBB .9995BIB •9995BOB .9995561 

.9991000 .9995BBB .^911000 .9995103 
,1995110 • 99958BB ,8595888 .9995101 
.9995BB0 .9995000 .9995098 .9995180 
.99U8B0 .94*5190 .9995BB9 .9995600 
,9995000 .9995000 .9919000 «11950«a 

e,»BSt!B« .9995888 .9=95 0 IS .9995B09 
.9995D00 .9995000 .9995060 .99958DS 
.9991000 .9995000 .9995000 .9995000 
.9995380 .9995888 ,9999880 .91*5198 
.1980010 .9995009 •919S0B0 .9995000 
.mseio .9955009 .9991000 .9995890 
•999SB90 •99958BB .9991aOB 49995800 
.99950BB •99958QS .9995318 .91951SB 

' .9995DB0 .9999001 •9995BI0 ,9995980 
,*9BOBB« . imaas .999S9B0 .9995399 
. '9I9BSB t.feUBBSt .9911919 1.191(991 

0.0000000 .4995DOB .9995000 .9195000 
.-sitoeo .99950BB .9995000 .9995100 
.19950BB •1995BBB ,9995080 .9995008 
.9995880 .999*009 .9995BBB .91959 SB 
.9915B93 .919 teas .9995080 .9995800 
.9915e00 .9995890 .9«95C89 .9995089 
.99150BB .9995891 .9985888 .9995000 

o.ooBaoii .9995088 .9995000 .9995000 
.99S5EB0 .9195001 .9995000 .9995100 
.99950BO .9995008 .9995090 .9195950 
.93*9030 -99958BB .9995060 .9995900 
.99BOBB0 •9995B08 .9995080 .9995098 

<,!« »*INCHES 

»»*K MOOES PctniewwtioHi •MOETECTKW 

1 . 5 9 9 5 6 1 6 . 9 9 9 9 7 5 0 
1 b 5 | J ?J I I 70 

IT I f 13 5 <t 1 



5 IT 28 1* IB 

5 l» ?3 Id 28 

5 17 20 J* 30 

S 17 2D SB 70 
1! 5 * 1 

6 i r 20 SB 

6 t? 23 3* 
If IB 13 5 (• 

« IT 28 18 

*• 5 fi 17 20 I t 
It ZM Hi 5 * 1 

IT 20 in 20 

6 tr to n 
15 5 (. 1 

5 IT 2i SB 21 

6 1? 79 IS 
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Appendix E - Some Simplifying Assumptions Apparent in 
Applications of Polynomially Efficient 
Search Strategies to Similar Problems 

The following graph is 
referred to in this Appendix. 

Off-site node 

0- Target node 
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It is desirable to employ graph-theoretic algorithms which are 
polynomial bounded. The execution time for such algorithms is pro­
portional to some constant power of either the number of edges or 
the number o* vertices in the graph. In this manner, solution of 
a given problem can bis guaranteed within a polynomially bounded 
computer resource allocation. First* however, it must be determined 
that the solution to a problem is consistent with the polynomial 
bound. 

Application of polynomially efficient {bounded) search strategies 
to path enumeration problems implies the existence of two conditions. 
First, the desired solution to the problem must be polynomially 
bounded, the shortest path length between two nodes im^ies a 
single value. However, identification of all paths which are 
characterized by this length is a combinatorial problem- Second, 
the iterative procedure used to arrive at intermediate representa­
tions of the problem must likewise have polynomial bounds. Again, 
the shortest distance to each interir.ediate node associates a single 
value with each node. However, the ordered sets of nodes (path 
history) contained in intermediate paths characterized by these 
values still imply combinatorial problem solutions. 

The most popular algorithm which has beQn applied to shortest-
path problems is probably the one proposed by Dijkstra. Both of 
the foregoing conditions are present. The algorithm results in a 
quantification of the shortest path distance, and a set of labeled 
nodes which allows for reconstruction of paths. The purpose in writing 
the ENUMPTH program was to allow some of the assumptions made necessary 

r-3uch discussion of this algorithm is found in the literature. 
For the basic treatise, see B. W, Dijkstra, "A Note on Two 
Problems in Connection with Graphs," Numer Math I, 269-271, 1959. 
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by the two conditions to bo relaxed. Following is a discussion of 
some examples of the types of analyses permitted by ENUMPTH, but 
which are inconsistent with the conditions stated above. Table I 
summarizes this discussion* 

First, placing a polynomial bound on the problem solution is 
inappropriate for the objectives of some analyses of some problems. 
Unfortunately/ precise estimates of the computational requirements 2 for some problem solutions are not possible. Nevertheless, as the 
examples included in this report demonstrate, many physical protection 
problems involving unrestricted solutions can be appropriately treated. 
The Dijkstra algorithm finds the shortest path distance between two 
nodes. Other examples of polynomially bounded solutions include 
the shortest distances between all pairs of nodes in a graph, a 
single minimal path, or a specified number of minimal paths. The 
physical protection system analyst is often concerned with identifying 
all ways in which a minimum path value is achieved. Additionally, he 
may want to know the next path value to insure that it is not within 
some trivial range of the minimum. Assuming arc weights equal to one 
in the graph example, the minimum distance from an off-site node to 
a target node is two. Associating this value with a single path, say 
(1, 3, 6), is only a partial solution. Path (2, 3, 6) is equally 
important in a complete set of critical paths. Any arbitrary 
restriction of such a solution results in incomplete information for 
analysis of the stated problem. 

Next, some of the efficient approaches to path analysis do not 
recognize directed travel. A technique which has been suggested is 
to double arc weights and thereby derive an accumulation for theft paths. 
Aside from the fact that entry and exit paths may differ in a theft 
scenario, this technique does not allow arc weight to be a function of 

See D. E. Knuth, "Estimating the Efficiency of Backtrack Programs,n 
Math Comp 29, 121-136, 1975. 
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direction traveled. The lengths of paths (2, 4, 5, 6) and (6, 5, A, 2) 
would, therefore, be identical. Placing a door which locks only from 
one direction between nodes 4 and 5 would create a situation which 
could not be modeled using this technique. 

Finally* adequate treatment of theft paths also requires recognition 
of common outs- When penetration of a barrier is either partially or 
totally destructive, arc weights become a function of path history as 
well as direction traveled. No means of retaining path history has 
been identified which conforms to the polynomial limit imposed by the 
second condition stated above. As an example of a common out, assume 
that a concrete wall exists between nodes 1 and 3. Assume further that 
there is a moat between nodes 2 and 3. Disregarding bridging, penetrations 
of the wall are likely to be destructive. Moat crossings would not 
typically be destructive. Appropriate treatment of this model requires 
recognition that the wall must be defeated for the segment (3, 1) if and 
only if the segment (1, 3) is not included in the path history. The 
moat, however, must be defeated in the segment (3, 2) irregardless of 
path history. 

Problem 
Characterization 
1, a. Polynomially 

bounded solution. 
1- b. All minimum paths 

or paths falling 
within a range of 
minimum. 

Not applicable 
to problem. 
Total solution 
offered. 

Polynomially 
Efficient 
Strategy 
Total solution 
offered. 
Uot apDlicable 
to problem. 

2. Directed travel 
(direction dependent 
penetrations). 

3. Path history required 
(common out, partially 
or totally destruc­
tive penetrations). 

Total solution 
offered. 

Total solution 
offered. 

Partial solution 
offered. 

Not applicable 
to problem. 

Table 1. comparison of Search Strategies 
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1000 

ibu 
G. 

tio 
A. 

n: 
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1230 W. L. Stevens 
1233 R. E. Smith 
1700 W. C. Myre 
1710 V. E. Blake 
1711 M. R. Madsen 
1712 J. W. Kane 
1716 R. L. Wiiae 
1730 C. H. Mauney 
1733 T. J. Hoban 
1739 J. D. Williams 
1750 J. E. Stiegler 
1754 J. P. Ney 
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1758 L. A. Fjelseth 
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2637 D. A. Young 
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4414 G. B. Varnado 
4416 L. D. Chapman 
5611 W. F. Roherty 
5642 B. h. Hulme 
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