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ABSTRACT
Response surface techniques have been developed for obtain-
ing probability distributions of the consequences of postulated
nuclear reactor accidents. In these techniques probability dis-
tributions are assigned to the system and model parameters of the
accident analysis. A limited number of parameter values {(called
knot-points) are selected and input to a deterministic accident
analysis code. The results of the deterministic analvses are
used to generate analytical functions (called response surfaces)
that approximate the accident consequences in terms of selected
system and mocdel parameters. These analytical functions zre then
used in a Monte-Carlo tvpe simulation to calculate vrobability
distributions and related characteristics of the conseguences
The use of response surfaces leads to considerable savings in

computer time in comparison to direct simulation.

The probabilistic response surface methodolecgy rerocorte
this vaper includes new knot-point selection schemes and resp
surface functions, functional transformations of both varzmet

and consequence variables, smooth synthesis of regionwise responsa
surfaces and the treatment of random conditicns for ccnditional
distributions. The computer code PROSA developed for imrlementing

these techniques is independent of the deterministic =z2ccident
analysis codes. It can also be used for direct simulation of 2
eral analytical functions. The significance, accuracy and he:
merits of these features are discussed and typical resulis are
presented for illustration purposes.

I. INTRODUCTION

The development of response surface technigues for nuclear
reactor safety analysis is a relatlvely new aspect in the proba-
bilistic safety methodology®~%. 1In general terms, the problem
is to find the probability distribution of an accident conse-
gquence variable that i1s a function of many other random variables,
system and model parameters. The functional relationship between
a consequence variable and the input parameters is not known in
analytical form but only through numerical mechanistic (deter-
ministie) accident analysis codes. For the purpose of alleviat-
ing the obstacle of long-running computer programs in connection
with a Monte-Carlo type -simulation, probabilistic response surface



techniques and a related computer code PROSA have been devel-
oped at ANL. In this procedure, probability distributions are
assigned to the input parameters, and combinations of parameter
values are chosen from these distributions. These combinations
of parameter values are then input to a deterministic accident
analysis code. The results of these deterministic consequence
analyses are used to generate response surfaces for the conse-
guences as functions of the selected system and model input pa-
rameters. These approximating functions are then used to generate
the probability distributions and joint distributions of the con-
sequences, with random sampling belng used to obtain values for
the accident parameters from their distributions. This use of
response surfaces leads to considersable savings in computer time
in comparison to direct simulation.

The PROSA code is designed to be independent of any varticu-
lar accident analysis codes. It can be linked with practically
any code that provides "data voints" for the response surface
technique. An early version of the PRCSA code has been previously
applied to problems on fast reactor core disruptive accidents® and
scdium fires,® demonstrating that it can be linked with different
types of accident analysis ccdes. This paper can be viewed as a
continuation to Raf. 7 in =hich many features of the PROSA code
were desscribed in detail. In Section II the basic response sur-
face fTechnigues of Ref. 7 are summarized. Section III describes
the new knot-point selsctinn schemes and response surface func-
tions, functional transformations of parameters and consecuance
varliables, welghting of regionwise response surfaces and the
treatment of randem conditions for condltional distributions.

The significance, accuracy and other merits of the abovz featuress
are discussed and typical results are presented for illustration

purposes. A summary and future development needs are nresented
in Section IV.

IT. BASIC RESPONSE SURFACE TECHNIQUES

The consequences of interest, 7, which might include, for
example, accident energetics and degrees of core and vessel dam-

age, depend on many system and model parameters, Z1s Zos +-es 2o,

T =t(zy, 25, «vvy 2) = 5(2) . (1)

The statistical variations of the parameters, z., which include
reactivity coefficients, heat transfer parameters etc., cause
variations in ¢. It is possible, in principle, to sample wvalues
of the parameters, z., from their probabllity distributions and

to calculate g for a'sufficient number of cases using comprehen-
sive accident analysis codes. However, the long computing times
of such codes often prevent this direct simulation. With response
surface techniques the idea is to find a multivariate analytical
approximation, ¥ to ¢, and perform the accident simulations for
randomly selected values of z with ¥. Systematical techniques

for minimizing the error |¢ - #| in the important domain of Z
space are presented 1In section III.
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Starting from a second-depgree response surface, the approxi-
mation of a given conseauence, z(z), as a function of the acci-
dent parameters, Zys «ees Zp has the following functional form:

n
t(z) = A + ;g& {E% + Cj(zj - zjo)

n
+ 2: D. (=, - = ﬂ (z. - 2. )} . (2)
)Gty ke k0 i ;0

To determine the unknown coefficients, a set of 1 + 2n + [n(n -
1)/3 knot-noints, z, is selected at which the approximation,
Z(z), is made equal to the actual values of (=) calculated by
a deterministic accident analysis code.

The coefficients of Eaq. (2) are

A=ty
Bj = le-(zio zJ2) + Rj2'(zj0 - ”Jl) s
and
Cy = Ryp TRy
where
i) - 7
A o Cl(J)\ o ,
11 (ZJl LJO)(Z,I - u]2)
R _ €2(J) - CO
1 - -— 3
Je (“32 Zjdy(zg Zj1>
and
& * z11ULk) - 2 (1) - gy (k)
Pk = (z.0 = z:0)(2 7 = Zy4) ’ (3)
Jj1 jo k1l k0
where z = z5 = (Zlo’ Zogs tees ZnO) is the reference point, %51
and Zj2 are two other selected values of Zj for all j =1, P ¢
and :

Ly = C(EO), z,(3) = c(zj = Zjl),

cz(j) = C(Zj = ij), cll(j,k) = C(Zj = Zjl’ Zk = Zkl)

The components of z not explicitly given as arguments of (+) have

their reference values, Zg = Z30°
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The knot-point coordinates ZjO’ Zj1 and Zj2 are selected so

that ZjO

probability truncation limit, P¥, is used to calculate Zjl and

is taken as the mean value of Zj’ and a user-specified

ij from the conditions,

o]

250
2 = z,.)dz, = P¥
f fj(aj)dzj f fJ( J)d 3 P s (4)

Zjl —co
where fj(zj) is the probability density function of z.,. The value

of P¥ depends on the problem at hand. If a certain safety char-
acteristic ‘-has to be studied within the 99 per cent coniidence
level, a natural choice is P¥ = 0.01. Eight different distribu-
tions are available in FROSA, including uniform, normal, trun-
cated normal, exponential, beta and log-normal distributions.

The knot-points of Eas. (3) and (4) are illustrated in Fig.
1.4, In this case a single polynomial is used to revresent a
conseaguence in the entire parameter space. In the following
this is called a single-cuadrant resvponse surface (3SQ).

The second schems, illustrated in Fig. 1.B, vrovides addi-
tional knot-points so that senarate response surfaces can be
generated for each gquadrant of Fig. 1, for all pairs z,, Z1c

3 C

Eguation (3) can be used in each quadrant separately. This com-
bination of regionwise resvonse surfaces is called a multi-
quadrant surface (MQ). MQ is expected to more accurately vredict
the true conseguence values than S0O. However, the number of de-
terministic calculations regquired to generate the response sur-
faces is larger, given by 1 + 4n + 2n(n - 1).

In the simulation phase, the coefficients to be used for a
particular combination of input parameters (sampled from theilr
distributions) are uniquely determined by the quadrants into
which these parameters fall.

Sensitivity/importance measures’ are used to organize the
individual parameters and the cross terms, respectively, in their
orders of importance. These indicators can be used to eliminate
less important input parameters to focus the more detailed scheme
of Fig. 1.B on the important parameters.

The calculation of the mean values, standard deviations and
higher moments of both parameters and response surfaces, the
treatment of correlated input parameters and the calculations of
conditional distributions are described in Ref. 7. The distribu-
tions are obtained in the forms of histograms with 12 and 26
categorlies. No time-consuming sorting is used in calculating
the histograms: every szmple is subtracted by a reference value

II L] 2-Ul



and divided by the category width to obtain the category address.
Currently, the PROSA code can analyze up to six consequence va-
riables as functions of up to 12 input parameters, simultaneccusly.
When computer times are guoted in the following, the computer used
is an IBM 370/195. A typical running time is 1000 simulations per
second with six consequences, and six parameters.

ITI. ADVANCED TECHNIQUES
1. Knot-point Selection
Two basic knhot-point selection schemes were described in
section ITI. They are illustrated 1in Fig. 1.A and B and are called
single- and multiquadrant knot-point selection schemes, resrec-

tively. The following ontions are also avallable:

£
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limited to two dimensions.
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b. The knot-reoint selection distributions mav be com-
pletely different (in all cases of Fig. 1) from fhe true_rroba-
bility distributions of the parameters. The latter are ne
of course, in the Monte Carlo simulation part of the z2nalwv

The first feature allows third-degr=ss response surfanss -
be fitted tc the data whereas the schemes & and T onlw zllcw ur
to second-degree polyvnomilals.

The second feature allows the knet-voints o be selected Trom

- Po-y

the region where the response surface has to be most zccurzate.
Thus, importance distributions (that can be found as conditicnsl
distributions of the input parameters’) can be used fcr selecting
the knot-points. The second feature also means that no serarats
weighting is necessary in the least-squares Titfine of 2 resnonge
surface, since selecting the knot-roints by 3 distributicn actu-
ally performs the weirhting Further, sensitivity aztudies wiin
different sampling dlstrlbuflnns can be made without zdditional

deterministic analyses.
2. Response Surfaces

The single- and multiquadrant response surfaces, re-
ferred to as SQ and MQ, respectively, are obtaired by the in-
terpolation equations (3). Least-squares fitting with associated
error-analysis techniques provide following features:

a. A multivarlate second-degree response surface can
be fitted to the systematical knot-points of Fig. 1.B. This
surface 1s denoted by MQF.

b. Multivariate second- and third-degree response
surfaces can be fitted to the random knot-points of Fig. 1.C.
These surfaces are denoted as RF2 and RF3, respectively.
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¢c. Maximum positive and negative errors as well as the
mean-square error of the fitted response surfaces are calculated
in the knot-points. This provides a convenient means to estimate
the accuracy and adeaquacy of response surfaces.

Not only the accuracy, but also the number of knot-points
needed (= number of deterministic accident analyses) is an impor-
tant factor directly related to the cost of the analysis. Table I
1lists the minimum number of knot-points for the resvonse surfaces
SQ, MQ, MOF, RF2, and RF3 as functions of the number N of input

N R . .
parameters. The number FC = 2% + 2N + 1 is given for comparison,
since it would be the number of knot-roints in a factorial com-
vosite design.®

Table I. Minimum Mumber of Knot-Points

a
for the Fesnonse Surfaces

Number of Knot Polnts

N SQ and RF2 MQ and MOF RF3 FC

1 3 5 4 3
2 6 13 10 9
3 10 25 20 15
4 15 41 35 25
6 28 85 84 77
10 66 221 286 1045
15 136 481 816 32799
aThe acronyms N, SQ, RFZ, etc., are defined in the text.

The simplest resvonse surfaces, S0 or FF2, are normally used when
M is large. The more refined surfaces are used with small 1T,
after the less important parameters have been 2liminated. Con-
cerning the accuracy, we expect RF2 to be more accurate than 50
in the central part of the distribution, but S may be more accu-
rate in the tail area. This follows from the knot-point selec-
tion schemes. As a second-degree surface, MOF cannot be much
better than RF2 or SQ but it provides conservative upper limits
for the errors of MQ. MQ and RF3 should be superior to the
others, since they are most flexible in predicting the true
functionality of the consequence variables.

To verify the above expectations, the steady state maximum
fuel temperature and the maximum clad temperature in a reactor
with cylindrical fuel elements was selected for an example. The
equations for these quantitiles are well known® and complicated
enough not to reveal any linear or quadratic dependence in advance.
This example has been used before in another context,'? and the
Input parameters and their distributions are taken from Ref. 10.
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The mean values and higher central moments were first cal-
culated with different response surfaces. The mean values and
the variances are relaftively accurate for all response surfaces,
but the third and fourth moments are most accurate with MO and
RF3. The higher the moment, the more erronecus the values gen-
erated by RF2 and SQ. These results reflect the fact that the
first two moments usually deprend on the central part of the dis-
tribution, where all response surfaces are relatively accurate,
whereas higher moments depend on the tails, where MQ and RF3 more
accurately predict the true function.

When the accuracy of the fitted surfaces was aralvzed in
their own knot-points, the errors of RF3 were smaller bty an order

of magnitude than the errcors of RF2 and MAF. However, the errors
of both RF2 and R¥2 were larce in the systematical kneof-roints of
Fig. 1.B, even larger than the srrors of MQF. The errors cof M2

are gero, of course, in the Xnot-points of Fig. 1.B.

The lower tails of the fuel-temperature distribution are
presented in Fig. 2, obtained with different response surface
The remarkable accuracy of the MQ surface may be asscciated ¢t
the following features:

a. MD is 1
the

fact a combination of many regionwize resronse
surfaces and th fo

re flexible to fit to the data.

b. The knoft-roints for MO emrhasize the taill areas o the
distributions.

]

¢

¢. OCne or two varameters oftften explaln most of the waria-

ticon: three-parameter interaction terms are seldom imnortant.

M
h Ul

The random knot-points for RF2 and RFR could alsc b
lected from a wider distribution, thereby making these s
more accurate in the £ail areas.

e_.
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—

F

-
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What can be sald about the theoretical zccuracy ~f
compared to that of the fitted surface QF? The latter can be
estimated from the residual errors of the least-sguares f{it.
It seems that the theory is readily available only for a one-
dimensional (one parameter) case and requires an estimate for the
third derivative of r in the interpolation interval.!! It can be
shown, for example, that if ¢ is a third-degree polynomial around
the reference point and € is the third-degree term, then the maxi-
mum error of MQF is 0.25 ||e|| and that of MQ is 0.05 ||e]|], where
[le]] is the maximum absolute value of e in the interval. (Equal-
ly spaced knot-points are assumed in this case.)

3. Functional Transformations

The accuracy of a response surface depends on the higher
order derivatives of the consequence variable.!! To improve the
accuracy, the consequence function can be smoothed by functional
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transformations. The prrpose of making transformations is to be
able to use a response surface of simple form in the transformed
variables rather than a more complicated one in the original
variables.'? Table II illustrates the efficiency of lomarithmic
and product transformations in estimating the time of pin failure,
T, and the pealk power in case of a reactivity transient in the
Fast Flux Test Facility. The ramp rates of %5, 20 and 100 cents/s
were selected as knot-veints for this one parameter case. The
accuracy of different arovroximatlons at the ramp rates 10, 50 and
300 cents/s can be compared in Table II. Note, for example, that
n{T) is an almost linear function of &n(R).

Table II. Cuadratic Approximation of the FEDL-TOT Study

This exameple illustrates that z flexible set of functicnal
transformations i3 a necessity for efficient response zurface
technigques. The following transformations are available in the
PROSA-~code:

_ b
a. y = (x - a) ., b #D0 H
b. y = n{x - a) , X > a H

- X - a
c. y = exp ( 5 ) , b#0 5

X - a

d. y = arctan 5 ) , b #Q0 H

_ X - a
e. y—-x—-:_—T)- ,a#b 5 (5)

where x is the original parameter or consequence and y is the
transformed parameter or consequence, respectively.
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The constants a and b of the transformations should be se-
lected such that the residual errors of the conseauences are

minimized or reduced to a satisfactory level. Tt should be
noticed that only the surface fitting part of PROSA is needed
when searching for optimal transformations: no additional

accident simulations or Monte-Carlo calculatlions are needed.
The residual errors of each trial appear on the oufnut. TDue to
the low cost of running PROSA, this searching process is cco-
nomically feasible.

Transformations have besn applied to the fuel ¢
problem used in Fig. 2. The maximum positive and ne
of* the fitted response surface MIF of the maximum fu temraras
without any transformations are +29.2°C and ~£5.,1°7, With the
logarithmic transformation b. for the fuel temrrerature, “h=
are +11.0°C and -239.8°C. ¥With an exponential transforma:cio
for the fuel thermal conductlivity, the errors z2re +11.1°7 =2
-3£.2°C, resrectively. Yhen both transformations are ccmb
the errors ares only +3.1°7C and 18.2°C, resgesctively. The
errors are small comrared to the ztandard deviaticn 1¢N°C
maximum fuel temperature. (The mean value is 1290°C in %
exampls.)
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With weighting, the ccefficients of the quadratic r
surface are continuous functions of the parameters. For
the linear-term coefficients Bj of the resultant surface are

By = [iyutzBn * Uyolz By

(2 0B, |/ (W, + W, + W, ,
J3(ZJ)BJ3]/(WJ” Hjo T W3 (6)
whe B. i i i - i A z,

r? 3k is obtained from data in the knot-points Zj2’ Zih %30
of Fig. 1.B, BjO in the knot-points ZjM’ ZjO’ ZJB and B in the

. J3
knect-points ZjO’ Zj3’ z:]1 and
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= & - o 2 2 .2 = \
W - = eXp "'(/_. -ljr) /( RJ )] s I 0’3’}"’
RV (7)

A similar weighting principle is performed for the C -and
D1{—coeff101ents

Studies with third-degree surfaces have indicated that onti-
mal value for p is about 0.33. With p = 0.33, the maximum error
of the synthesis resvonse surface 1s one-third of the maximum
error of the individual regionwise surfaces (which in turn are bv
a factor of 5 more accurate than MOF, as indicated in sectilon
ITI.2). 1In general, the optimal value of p depends on the form
of the actual surfzce. MNumerical studies indicate that values
between 0,3 and 0.4 generally improve the accuracy. Smaller
values do not pverform efficient smoothing and larger values de-
stroy the flexibility by averaging too much. Use of the weiphting
routine increases the computer running time by about 30 per cent.

Transtormations revorted in the nrevious section may be used
with anyv resvonse surface. With MOF, after a good transformation
has been found, final refinement of the resvonse surface can be
made by nelghtlng Mo, Fig., 3 1llustrates the effect of weightin:
on the distribution of the WLPctor power in a loss-of-Ilow accli-
dent studied in Ref. 7. The weighted resvonse surface is denontad
by MOW, Ln effective fTransiormation would bring 211 the distritu-
tions of Fig. 2 close to each other.

\.".1

If the interesting variables ("consequences," from our
point of view) are known in analytical form, they can be pro-
grammed directly into a subroutine of PROSA. In this case, no ex-
ternal deterministic calculations are needed. The values are
calculated in every simulation 2ycle directly from the ecuations
without any 1esponse surfaces. The diztributions so cbtained are
exact, in principle, the accuracy being determined by the sample
size cnliy. This feature is useful in safety areas such as re-

liability analysis where interesting quantities are known in
analytical form.

This technique was applied to obtain the exact distribution
in Fig. 2. As another example, the unavailability of the sample
fault tree of Ref. 13 was analyzed, essentially dublicating the
results. Different failure classes (single component failures,
double component failures, test and maintenance contribution,
common mode failures and system failures) can be analyzed simul-
taneously. The computer running time in this case was 10s for
10000 simulations (IBM 370/195). Compared to the SAMPLE program
used 1n Ref. 13, PROSA has a different selection of input distri-
butions, can handle partially correlated input parameters and
forms the histograms without comparative sorting.
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6. Random Criteria for Ccnditional Distributions

In certain cases interesting consequences (e.g. fail-
ures) appear only when some criteria function exceeds a crttlcal

value. A procedure for calculating conditional distributions
under such criteria is avalilable and has been extended fcr nore

general problems in which the criteria values (condltloh are
random variables. The importance of this feature can be *T‘nc—
trated by an example from stiruciural mecnsnicz, Lusn 17 o

structure, e.g., 2 primary vessel, is designed for
load, the actual strength of the structure is a
When evaluating failure probabilities, and distr
consequences such as the amount of leakage when
we must treat not only the loads but also the fai
random variables. The PRCSA code does this autom
every simulation cycle without a separats evaluati

overlapping of the stress and strencth dlsf”Wﬁu“*nh . Ttu

[ T
m - O

ions dies of

this kind are important for evaluating ths margin of A 4
the degree of conservatism in structural-design ide rant
analytical stress-strength interference uechnlﬂuac N dress
the guestion of failure probatility, not the conec ritua-
tions of third variables such as the leakage.

IVv. SUMMARY

In summary, response surface tachnigues havs te

with several crtional ¥rot-point selecticn schemeasz,

schemss and Titted second- and third-degrees surfaces ‘
have alsso been develoned for estimsting and imnrovin e

of the surfaces by tranciormations znd by smoocthing. The

2rits of these featurss have been discussed, including the
ontions for functicn sampling and for conditional distributi
with random criteria. Trypical results have been rresent ot
illustration purnoses. Guantitative error estimation caratilic:
makes these techn niques a sound basis for nrobabilistic amslyvsis of
the cconseauences of nostulatsed z2ecidents in casesz where dirscer
simulation is toco exnensive.

Further development is needed in the arez of threshold ef-
fects when the consequence variable or its derivative is discon-
tinuous and different response surfaces are needed on different
sides of the threshold. Another area for future development is
the identifilcatilion of most important parameters of larcge accident
analysis codes. Table I indicates that response surface tech-
niques are feasible if the number of variable input parameters is
relatively small. Variants of so called "group screening" %tech-
niques should be useful for identifying important parameters from
relatively few randomly selected data points.
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