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4. Effect of Transverse Dispersion on Transport in a One-Dimensional Flow 
Field with Transverse Dispersion 

4.1 Transport of Radionuclides Released from a Point Source 
Our previous analyses [Sects. 2,3, and (HI)] have been concerned with the 

migration of radionuclides released from an infinite plane source into a one-
dimensional flow field. In this geometry there is no net effect of diffusion 
and dispersion of radionuclides in directions normal to the direction of water 
flow, sc transverse dispersion was omitted from the differential equations to 
be solved. However, for a radionuclide source of finite extent the effects of 
transverse dispersion must be considered. 

Here we first consider the time-space-dependent concentration of a 
radionuclide emitted from a generalized source into a porous medium, with 
dispersion occurring in any direction. The transport equation is then simplied 
for the case of local sorption equilibrium and for a point source of dissolving 
radionuclides. A solution is then developed for the space-time-dependent con­
centration of the i member of a radionuclide decay chain in an infinite 
porous medium in which uniform one-dimensional flow of groundwater occurs. 

In Sect. 4.2 the analyses ire generalized to apply to any member of a 
radionuclide decay chain, resulting from dissolution of a plane source of 
finite extent. Numerical examples are given in Sect. 4.3. 
4.1.1 The transport equation 

The general equation governing the transport of nuclide i through the 
porous medium is 

It [ c N i i + (1-E>Nis] =5-0,,-V (*NU) + V-Ds-v[U-s)N1s] - V-t^N^) 

- ».[.N U * (l-.)N i s] • A1._1 [ . H j _ M + ( 1 - ) N M > S ] 

+ e S i 4 + (1-c) S.|s (4.1.1) 

where N ^ and N. are the concentrations of tne i-th nuclide in liquid an̂ . 
solid phases, respectively. The first two terms on the right-hand side repre­
sent dispersion in both phases, with dispersion-coefficient tensors t, and 
D s in liquid and solid phases. The dispersion coefficient in a given phase 
is assumed to be the same for all radionuclides. 
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To simplify, we make three basic assumptions: 
(a) There is local chemical equilibrium between radionuclides dissolved in 

the ground water and radionuclides sorbed on the solid, so that the concentra­
tions in liquid and solid phases are related by a linear equilibrium: 

N i s = K D 1 N n (4.1.2) 

where K~. is the sorption equilibrium constant for radionuclide i. The 
retardation coefficient K. is defined as 

K i = 1 + ¥ K D i - t4-1-3' 
(b) The values of porosity e, flow velocity v, dispersion-coefficient 

tenso. s 0, ?nd D , and sorption constants K-. and K. are constant in 
space and time. 

(c) We can choose a system of coordinates (x,y,z,t) so as to satisfy both 
of the following conditions: 

c.l) The three axes of this system are the principal axes of an overall 
dispersion tensor, including contribution from both phases, and 
defined as: 

Thus, the tensor Tj will include only three dispersion coefficients 
D , D , D , along the three axes. If diffusion in the solid x y z =̂  ^ 
phase is negligible, D reduced to D-|. 

c.2) The direction of the flow velocity v, which is constant according to 
assumption (b), is the direction of one of the axes, e.g., the z 
axis. Thus 

v = v.? (4.1.5) 

where z is the unit vector in the z direction. 
Using assumptions (a), (b), and (c), Equation (4.1.1) becomes: 

sN.„ r 32N,, 32N,, iZ" 

~ V Ki Nil + xi-lEKi-l Vl,l + e Si (*-l-6) 
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S. is a volumetric source term (atoms/m sec) defined as: 
s i • s n + ¥ s i S • f 4 - 1 - 7 ' 

Here again, if the solid-phase source term S. is negligible, S. reduces 
iT 
The change of variables: 

to S„ 

x = ^0Z/Dx (4.1.8) 

y = y V D z / i 
D.y 

is such tha t : 

a 2 f , i l 
D x 2 " ax 

D x 
3 ? N i l a2N , 

ax 

a 2 f , i l 
D x 2 " ax 

D x a ( x / D x / r ) z ) Z 

a2N , 

ax 
and 

a 2N 
D y 

J ay 

D 
z 

3 ' N i l 

ay 2 • 

(4.1.9) 

(4.1.10) 

.1.11) 

The transport equation written in the transposed coordinates (x.y,!), becomes: 
? 2 ? 

f " u i * - M . . c M 

eK. 
^ I 7 \ -,_ _ j _ _ L 

az ay sz 

aN, / a 2 N H a 2 N . a 2 N . \ aN. 

^ -£ - 'Mi? + i7+i#) - * — < 4 - i - i z ) 

- S c K i N i + V i s K i - i N i - i + e S i 

where z = z and N. = N., . 
We introduce the following notations: 

1 =-£ (4.1.13) 
where 1 is a characteristic length of the dispersion process, anc1 represents 
the ratio of the magnitudes of dispersion and convection, and 

v i = ̂  (4.1.14) 
i 

where v. is the convective velocity for a chromatographic band for the i 
nuclide, taking sorption into account, as has been previously defined in the 
one-dimensional models. 

Using (4.1.12), (4.1.13), (4.1.14), dividing by K ^ and denoting the 
liquid phase concentration by N. f o r s i m p l i c i t y i Eq. (4.1.6) can be written: 
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8N. h2H. 3 2N. 3 2N.\ 3N. 

-S- Ni + *i-i v ^ " Ni-i + er • 

This is the basic transport equation to be used in the present study. 
Considering that both of the last two terms are sources of the i-th nuclide, 
Eq. (2.6.15) can alternatively be written as: 

3N. /3 2N i 3 2N i 3 2 N A 3N i 

- i iN 1 + S.(x",y,z",t) 
(4.1.16) 

where J . ( x , y , z , t ) is a general source term, defined as: 

v, _ _ S , (x ,y ,z , t ) 
S.(x,y,z , t ) E - x. —— • N (x ,y ,z , t ) + - J R (4.1.17) 
i i v u l i - l K. 

Equation (4.1.15) gives N- j (x ,y,z, t ) f o r 

-•» < x < + ~ 
0 < t < + °°, - o o < y < + « > 

- » < ? < + °° . 

4.1.2. Initial and boundary conditions 
The initial condition is: 

Ni (x.y.z.O) =0for any x,y,z . (4.1.18) 

The boundary conditions are: 

Ni(±~,y",z",t) = Ni(x,±-,z,t) = Ni(x,y,±~,t) = 0 (4.1.19) 

for an infinite medium. When bounded media are considered, appropriate 
boundary conditions will be specified. 
4.1.3 Source terms and release modes 

For a discrete point source of radionuclides, releasing p S. atoms/sec 
of nuclide i into the ground water at x=y=z=0, the volumetric source term is: 
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Si = Pt-Si(t)-«(x).«(y).«(z) (4.1.2C) 
The point-source condition does not limit the applications of the solutions. 
It is likely that releases from wastes into ground water can be represented by 
a collection of point sources, each corresponding to the release from a waste 
canister. Furthermore, even if the sources are assumed to be continuously 
distributed throughout a repository, the distribution can be treated as a 
collection of point sources, i.e., the point-source solution can be integrated 
over the source domain (cf. Appendix D.). 

The nature of the function p S.(t) depends upon the release mode. We 
consider three of the modes defined in our earlier report (HI): 

(a) Impulse release: a quantity Q. of the i-th nuclide is released 
instantaneously at time t ^ 0. The source function is then: 

PtSjU) = Qi s(t) ;<?.!.21) 
(b) Band release: an initial amount W_ of total waste material is 

released at a constant rate W /T over a leach time I". The undissolved waste 
material contains an atom fraction n.(t) of nucliJe i, so that: 

p tS.(t) = -jn^t) [h(t) - h(t-T)] (4.1.22) 

where h(t) is the Heavislde step function: 

h(t) = 0 , t < 0 
h(t) = 1 , t > 0 . (4.1.23) 

If nuclide i is formed by radioactive decay of precursors in the waste, the 
atom fraction n,(t) is given by the Bateman equation (Bl) [cf. Eqs. (2.1.12), 
(2.1.13), (2.1.14), and (2.1.15)]. The source terr.. in the liquid then becomes: 

. W i -x.t 
p tS.(t) = ° £ B..e J [h(t)-h(t-T)J . (4.1.24) 

1 j=l J 

(ci Step release: In this case waste material dissolves at a constant 
total rate W Q / T , as for a band release, but the dissolution continues at this 
rate without regard to limitation by the finite amount of waste material, so 
that: 
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W„ { i -A.t 
ptS^-) - -f X! B i j e

 j j h(t) . (4.1.25) 

4.1.4. Integrated conservation equation 
The total amount m.(t) of the i-th nuclide present in all the domain B 

of interest is: 

m i ( t ) = / / / ^.(x.y.z.tjdxdydz. (4.1.26) 

If e is unbounded, or if the flux of radionuclides transported across the 
boundaries is zero, m.(t) verifies the following conservation equation: 

dm. 
I 

dt / / / S i f x J . z . t J d x d y d z j . (4.1.27) 

The so lu t ion of t h i s equation i s : 

(4.1.28) 
t -x ( t - 9 ) \ r f r _ _ 

m f ( t ) = / e 1 \ j ) j V x . y > z . e ) d x d y d z °<> 

Thus, the integrated conservation equation fo r the i - t h nucl ide i s : 

fjj N1.(x,y',z>t)d?dydz = 

rt t [ r - x i ( t - b ) 
j do J J J e S.(x,y,z,e)dxdydz . 

4.1.5. Concentrations for an impulse point-source release 
We now present analytical solutions to the transport equation (4.1.15) 

corresponding to the different source terms previously discussed. For the 
impulse point-source release of a single nuclide p S.(t) is given by 
Eq. (4.1.21). We suppose that nuclide j_ has no precursors. The solution of 
this classical problem can oe derived formally by transform calculus, using 
Laplace transforms for the timt coordinate and exponential Fourier transforms 
on the space coordinates (CI): 
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N^x.y.z.t) = Q. e Gfx.lv^) . G(y.lv.t) • G(z-v,t,lv.t) (4.1.30) 

where G is the Gaussian function, defined by: 

2 a 

G(O,M) = (V > 0) . (4.1.31) 

V4~^ v~ 

If the impulse release occurs at location ( u, v, w ) and time e, i.e., if: 

Sj(x,y,i",t) = Qj'5(x-u) «(y-v)*«(z-w) «(t-o) (4.1.32) 
tnen the concentration at x,y,z" due to this impulse is 
Ni(x\y,z",t) = Qi e " x i ( t - e ) G[x-u,lvn- (t-e)] • (4.1.33) 

G[y-v,lvi(t-9)] G[z-w-v,-(t-e), Iv-j(t-e)] 
4.1.6. Concentrations for a general point-source release a t x = y = z = 0 

To determine the actual concentration of the i-th member of a chain, we 
must consider the transport Eq. (4.1.15), with a source term given by 
Eq. (4.1.20), 

aN. /a2N. a 2N. a 2N H\ a N. 
-it = l vi l-=? + -^ + -^ - v i - ^ " *i N i 

3 X 3 y 9 Z ' 3 Z (4.1.34) 
+ A, , - r 1 - N. ,+ J~ S.(t) 6{x)«(y)«(z) . l - v . ^ 1-1 K. i 

To find N-, we can use the previous solution for impulse release, 
Eq. (4.1.33), as a Green's function. The two source terms in Eq. (4.1.34) are 
considered as sums of impulse functions, i.e., impulse releases: 

*1-1 7 ^ ; N1-1 <*•*•*•*> = x i - 1 ^ 7 " f 4- 1- 3 5) 
ft /•+>» /+» /H»l 

/n ^/oo^/oo c i v/oo)' s';-i' u' v' w , e'" { ( x - u ) • «(y-v) • 

s(z-w) • s(t-o)> dw 
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and 
£- ^ S A D «{?) «(?) i(?j 

1 (4.1.36) 
= r - «(x) «(?) M z ) / " * p t S > > «(t-e)ds . Ki J0 n 

The solution for each impulse release is the Green's function given by 
Eq. (4.1.33). The complete solution is obtained by superimposing all these 
solutions for all impulse releases from both source terms. It can be written 
in forms of two contributions: 

Ni(x,y,z,t) = N^(x,y,z,t) + N?(x,y,z,t) (4.1.37) 

where N. is the concentration of i directly released from the waste: 

N? (x,y,?,t) 

, p tS,(e) -x (t-e) _ 
=y t —^ e ' G[x,lv.(t-a)] G f y J ^ t - e ) ] . (4.1.38) 

Gfz-v^t-e), U.(t-e)]de 

P 
and N. is the concentration of i formed by decay uf its precursors pre­
viously released from the waste: 

N?(z,y,z,t) = 

ft ,+°° ,+•» , +~ i v. > 
/ do/ dul dv/ d w j x . , N. . (u ,v ,w ,e )> . 

-\At-9) 
e • G[x-u,lv-(t-e)] • 

G [ y - v , l v . ( t - o ) ] . G [ ? - w - v . ( t - o ) , l v . ( t - e ) ] 

R P of the integrals in N. and N. and the v 
the solution they define are considered in (Al). We simply assume here that 

R P The study of the integrals in N. and N. and the validity of 

file://-/At-9
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they exist for any t > 0 and (x,y,z) such that x + y + z ^ 0, and 
define a solution to Eq. (4.1.34) with the boundary conditions of Sect. 4.1.2. R P We will deal separately with the terms N. and N. in the 
following section on step release. 

4.1.7 Concentrations for a step release from a point source p To evaluate the term N. resulting from a step release, we must 
replace p S.(t) in Eq. (4.1.38) by the corresponding expression, given by 
Eq. (4.1.25). Using the definition of the function G from Eq. (4.1.31), there 
results: 

N R 
-\.t 

i _ TK 
(4.1.40) 

de . 
oiv.u-sjr" 

The change of variable: T E lv . ( t -e) transforms this expression into: 

N?- V B,, e i " T K i l v i £ " 1 J 
TT ~V 

0 [^rlz 

We wi l l use the following notations (HI): 

dx 

(4.1.41) 

A 
U 

J = 0 

J * 0 
(4.1.42) 

U v. 

, j = 0 

, J * 01 
(4.1.43) 
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! i j " *1 
A i j 

nJ r. 

, j = o , 

, j * o 

- i jk = 1 + 4 1 v, 
V B i j 

(4.1.44) 

(4.1.45) 

Th us, using K.v. = v, Eq. (4.1.42) becomes: 

D w ~ i z o 4. 

l v . t ( Y j o i x 2 + y 2 f z 2 | 

'0 ( 4 ^ T ) J 

This form suggests the use of two functions F and E defined by: 

2. 

F(U,a,b) = 1 f 
Jo 

{a2, • q 
(4»T) 3/2 

(4.1.46) 

(4.1.47) 

E(I,J,K,x,y, z\t) = 

21 "IJ* /~~2 ~2 ~2 x e + v + 2 > c,, 4. YIJK x~ + y" + z"". (4.1.48) 

When no confusion is possible, we will use the notation E ( I, J, 
K) = E (I, 0, K, x, y, z, t). F can be determined by performing the integral 
of Eq. (4.1.47): 

F(U,a,b) 16irb 
2ab , e erfc ( a / F + ^ e ~ 2 a b erfc(-a/F+-j (4.1.49) 

R where "erfc" represents Vie complementary error function. Thus, N. can 
finally be written: 
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NR W° 1 i B e I T " V - F d v . t f ^ f f ^ S . ) (4.1.5C; 
Ni = 7r 72 jti B i j e 7 2 1 2 

< = ^ ^ jS B u E (j.o.i) . (4.1.51) 
p 

It can be noted that the functions F and N. are not defined for 
x = y = 2 = 0, since the form: 

/ 

V 1T 
e 41 2 

( 4 „ T ) 3 / 2 

does not then exist. This results from the fact that the solution for a 
point-source release is infinite for t = 0, at the source location 
"x = y = ~z = 0. 

p These same functions E(I,J,K) and F appear in the contribution U. due 
to precursors previously leached from the waste. As given by Eq. (4.1.39): 

N- = y dey du|" dvj^dw jx.^ ̂ -L- N^di.v.w.o)] 

-x.(t-e) , s 

• e 1 Gfx-u.lv^t-ey (4.1.52) 

• Gfy-vjv^t-e)) • G^-w-v^t-oJ.lv^t-e)) 

Assume that N. . consists of a sum of terms P. . of the form: 

W 
P i - l = - vT 4 C E(I,J,K,x,y,z,t) (4.1.53) 

where C is an arbitrary constant. 

Each of these terms will correspond in N. to a term P.: 
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W c v, ft ,+~ ,+«. .+«. 
P i - » r 7 2 *1-1 v T J 7o d e / - ~ d u / - ~ d v / . ~ d w Ed.J.K.u.v.w, 

. ^ ( t - 9 ) . G(x-.,Jilv.(- e )) . G^-v,lv.(t-6)) 

• G(r-w-v.(t-6],lv.(t-o| . 

e) 

(4.1.54) 

The mathematical treatment of this term given in (Al) shows that P. can 
be reduced to: 

P.- = v.T — A — L I J 

l 2 i~ 1 vi-l viMIJKi 

E(I,J,i,x,y,z,t) - E(I,J,K,x,y.z,t) 

+ E(K,i,K,x,y,z,t) - E(K,i,i,3f,y,?,t) 

(4.1.55) 

where 

IJKi r A 
IJ Ki 

r _, A K1 IJ M.1.56) 

Equations (4.1.53) and (4.1.55) establish a recurrence relation showing 
that if it is possible to express N. . with the function E, this is also 

P ^ R 
possible for N Equation (4.1.51) shows that N. is a linear 
function of E for the first nuclide, which has no precursor. However, since 
N, = N., N, is also a linear function of E. Therefore, N. = N^fE) 
for any i. 

p Equations (4.1.53) and (4.1.55) therefore allow the derivation of N. from N. , . 1 — A 
The recurrence relation defined by Eqs. (4.1.53] and (4.1.55) states that 

a term E(I,J,K) in the solution for N. , appears as four different E terms 
in the solution for N-_.,i.e., 

in Nj_j: E (I, J, K) is unchanged, 

in N 
xi-l rIJ 

r V l ^IJKi 
E(I,J,i) - E(I,J,K) + E(K,i,K) - c(K,i,i) (4.1.57) 
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s s s 
Using this procedure, the solutions N, , U„ , N, for the 

step release of a three-member decay chain can be readily determined: 

N? (x.y.z.t) = £-8,, E(1,0,1) 
1 vtr n 

(4.1.58a) 

N| (x,y,z",t) %- E B„, E(j,0,2) 
vTr j=l i 3 

Wo BllVlO 
vTl 2 vl M1012 

E{1,0,2) - E(1,0,1) 

+ E(l,2,l) - E(l,2,2) 

(4.1.58b) 

N| (x.y.z.t) 
W J 

— K E B-. E(j,0,3) 
vTld j=l i 3 

vTT 

2 
E 
j=l 2j v, M 'J023 
E(j,0,3) - E(j,0,2) + E(2,3,2) - E(2,3,3) 

Wo Bll h F10 
vTl 2 vl M1012 

(4.1.58c) 

x2 r 1 0 
v 2 M1023 
x 2 r10 
v2 M1013 

[E(l,0,3) - E(l,0,2) + E(2,3,2) - E(2,3,3)] 

[E(l,0,3) - E(1,0,1) + E(l,3,l) - E(l,3,3)] 

v M 2 1213 
[E(l,2,3) - E(l,2,l) + E(l,3,l) • E(l,3,3)] 

x2 r 1 2 
v2 M1223 

[E(l,2,3) - (E(l,2,2) + E(2,3,2) - E(2,3,3>] 

Equations (4.1.58a,b,c) and the supplementary Eqs. (4.1.48-49) for E and F 
are written in terms of the transformed coordinates (x,y,z,t). The 
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corresponding concentrations in real coordinates (x,y,z,t) are written by 
employing Eqs. (4.18) and (4.19), and noting that ? = z: 

0, 
N,(x,y,z,t) = —±— N,(x,y,z,t) (4.1.59) 

s/0~T x y 
The function E in Eqs. (4.1.58a,b,c) for N. (x,y,z",t) must be evaluated at 
x",y,z\ which are determined by 

x = x vfoz/D~ (4.1.8) 

y = y ^ y ° y (4.1.9) 
z = z (4.1.60) 

4.1.8 Concentrations for a band release from a point-source 
Concentration profiles for a band release [Eq. (4.1.22)] are obtained by 

suostituting the step release solutions into the superposition equation 
(2.1.18). 
4.1.9 First Nuclide in Chain, Step Release, No Axial Dispersion 

A relatively simple solution for the concentration N,(x,y,z,t) for a 
point-source in a one-dimensional flow field, with transverse dispersion 
(0 = D = D-) and no axial dispersion (D = 0) can be obtained from 
Eqs. (4.1.38) and (4.1.59) since Nj = N^. 

We assume a step release a t x = y = z = t = 0 . From Eq. (4.1.25): 

W„n? -x,t 
Pts^t) = — 2 J - e l h(t) . (4.1.61) 

The following terms appear when Eqs. (4.1.3), (4.1.9), and (4.1.59) are 
substituted into (4.1.38): 

x 

^G[y,lv 1t]=./^ D- exp - [ ^ j • (4.1.63) 
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When D » 0, a unit impulse originating at z-v,t appears at z unmodified 
by axial dispersion, so that the Green's function for transport in the axial 
direction becomes: 

lim Gfz-v.t.lv^) . «{z- V lt) . ( 4 > 1 _ M ) 

Substituting Eqs. (4.1.59) and (4.1.60-64) into Eq. (4.1.38) and 
integrating, we obtain: 

o o - x p - ( — 1 e x p 

w V x. t \4zD y l 

lMx ,y ,z , t ) = j ^ - e " .x ' ' _ J L '• h(v.t-z) . 
S ~ ^ ~ (4.165) 

\ "VI, 

Equation (4.1.65) is rewritten with the simp'iication that D = D = D T: 
x y i 

x 2 + / 
n ii, _ X , t I 4f! , 

N^x.y.z.t) = 4 T r| v i i e e \ •' h(vjt-z) (4.1.66) 

where 
zD 

il=—^- . (4.1.67) 

This solution for the first member, with no axial dispersion, will be used for 
numerical demonstrations of point-source and plane-source concentration 
profiles in Sect. 4.3.3. 
4.1.10 Application to various far-field boundary conditions 

(a) Release In a Semi-Infinite Medium with Zero-Flux Boundary 
Conditions. We consider a semi-infinite medium bounded by a plane x = L 
parallel with the flow direction, thus including all points (x, y, z~) such 
that: 

-» < X < L (L > 0) 
-oo < y < + » 

- « . < ? < + oo . 
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We assume that the flux of any radionuclide i, at any point of the 
boundary, is zero at any time. This corresponds to a boundary impervious to 
nuclides, for instance the ground surface. The first of the boundary condi­
tions (4.1.19) is now replaced by: 

sNH — - (L,y,z,t) = 0 . (4.1.68) 
3X 

Release is assumed to occur at the origin of the axes, but we need not 
specify its nature. Let N. (x, y, z, t ) be the solution in an unbounded 
medium, for the release we are considering. Then, we can express N. simply 
as: 

N^x.y.z.t) = NU.(x,y,-Z,t) + N"(x-2L,y,z,t) . (4.1.69) 

(b) Release In a Semi-Infinite Medium with Zero-Concentration Boundary 
Conditions. We now assume that the concentration of nuclide i is zero at any 
point on the boundary and at any time; i.e., we replace (4.1.68) by: 

Ni ( L, y, z, t ) = 0 . (4.1.70) 

This implies that there exists a physical mechanism removing all nuclides 
as soon as they reach the boundary, so as to maintain the concentration equal 
to zero. 

A flow, either of ground water or surface water, can provide such a 
mechanism if it is fast enough compared to the flow in the initial medium and 
maintains a concentration much smaller than the concentrations observed there. 

With regard to the amount of nuclides escaping through the boundary, this 
assumption of immediate removal of nuclides is conservative and thus gives 
maximum values of possible releases out of the repository medium through a 
lateral boundary. 

In this case we can express N. as: 

Ni (x, y, z, t) = 1^ (x, y, z, t) - 1^ (x-2L,y,z\t) (4.1.71) 

(c) Diffusive Current of the 1-th Nuclide through a Boundary at x = I. 
At any point of the boundary, characterized by x = L, the waste being at the 
position x = y = z = 0, the dispersion current is equal to: 



4-17 

3N, 
D, — ? - ( L, y, z, t ) . (4.1.72) 

2 ax 

Equations (4.1.36), (4.1.37) and (4.1.38) show that aN^/ax is odd, so 
that, using (4.1.68) we obtain: 

j = - 2 D - 4 r - ( U y, z, t ) . (4.1.73) 
3X 

The total rate J at which atoms diffuse across the boundary at time t is: 

dy/ dz — L - (L,y,z,t) . (4.1.74) 
— -°° 3X 

One can show mathematically that, if J..„ is defined as: 
1 JIN 

J E - 2 D - ° / " dy/"° dz -5 -E( I ,J ,K ,L ,y ,z , t ) (4.1.75) 

then we can rewrite J, ,„ as: 

JIJK ' 4 * \ - T e _ B l j t F ( l v K t ^ = ^ . £) (4-1.76) 

i f Y M » > 1. and: 

JIJK = 4, — y e F pv K t , y—21 , ? j (4.1.77) 

* 
Y I J K < * ' * being defined as: 

• A - 4 -* / U p 1 

F (U,a,b) = 1 / ^ T 7 ^ - d T • 
y 0 ( 4 „ t ) 3 ' 2 (4.1.78) 

The preceding formulas are useful for the step-release case. 
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4.1.11 Comparison with the One-Dimensional Solutions for an Infinite Plane 
Source 

The source of nuclides released into the ground water is a major 
difference between this model and the one-dimensional models developed earlier' 
in Sect. 2.1 and (HI). In the one-dimensional models for an infinite plane 
source (HI), the water flow rate per unit amount of waste must be specified 
for the purpose of determining a concentration. In the three-dimensional 
model presented here, only the point-source release rate, or the amount 
released, need be known, together with the velocity of ground water flow. 

The concentrations predicted for the point-source with three dimensional 
dispersion depend upon the values of transverse dispersion coefficients, which 
now become critical parameters. 

In the one-dimensional solution with a boundary condition expressing dis­
solution from a plane source (HI), there appears an integral F', similar to 
the F developed here: 

\ - 2 _ b 2 

i 
F'(U,a,b) =/ S_J T-T^—'dr (4.1.79) 

J ( 4 , T ) 1 / 2 

Resulting from the consideration of the z direction only, the exponent in the 
denominator of F' is 4 instead of 4 in F. Accordingly, the integrated form of 
F' is different from the integrated form of F in Eq. (4.1.49): 

F'(U,a,b) = -Jj - e 2 a b erfc(a/u"*^r-V e" 2 a berfc U /TJ + -A-Y (4.1.80) 

and the solutions for source boundary conditions show different functional 
behaviors in the one-dimensional and three-dimensional cases. 

On the contrary, the one-dimensional solution with a concentration 
boundary condition at the plane source includes the same integral as in the 
present three-dimensional solution [Eq. (4.1.49)]. As a result, the only 
differences between both solutions, besides numerical constants, are the 
following: 

a) |z| is replaced by x 2 + y2 + J2 
everywhere except in the first exponential term, which remains e ; 

file:///-2_b2
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b) the whole expression is divided by v x + y + z . Therefore, 
along the z axis, i.e.,for x = y = 0, the three-dimensional solution differs 
from the one-dimensional solution with concentration boundary condition only 
by multiplication by a numerical factor ind division by Izl. The later modi­
fication accounts for the fact that as concentre!Ion peaks proceed, lateral 
diffusion broadens them and so decreases the concentration on the z axis for 
larger values of ~i. 

The maxima of peaks will thus occur for smaller values o f ? , and the peaks 
will be shifted towards the repository. However, this shift is not an 
important one because the variation of the term 1/| z| (or 1/ vx + y + z ) 
is slow compared to variations of other exponential and error function factors. 

A much more important difference between the concentrations on the z axis 
calculated by the two models result; from the difference of the numerical 
coefficients in both cases. The area of the waste is a crurial parameter in 
the one-dimensional model, and the concentrations become infinite if the area 
tends towards zero while the dissolution rate remains finite. 

On the other hand, the concentrations on the z axis calculated by the 
three-dimensional model depend largely on the value of the dispersion coef­
ficient, and become infinite if dispersion tends towards zero. 

Finally, as shown in Appendix D, the three-dimensional solution can be used 
tc obtain the one-dimensional solution for a plant' source. To do so, the plane 
source is represented by an infinite distribution of point sources, and the 
three-dimensional solution for a point source is integrated with respect to 
this distribution. 

4.1.8 Application to the transport of 2 3 4 U > 2 3 0 T h * " 2 6Ra 
As an illustration, we will now apply the previous results to the 

migration of the chain: 

234 u > 230 T h „ 226 R a 

234 We assume no U daughters at the beginning of leaching. The migration 
characteristics are summarized in Table 4.1.1. 
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TABLE 4.1.1 

Data for the 2 3 4 U - 2 3 C>Th - 2 2 6 R S chain migration. 

Medium parameters: 
Flow velocity 
Diffusion coefficient 
Characteristic 
diffusion length 

Leach Time 

Nuclide characteristics: 

-1 

v : 100 m / y r 3 2 D : 10 m / yr (unless otherwise specified) 

1 : 10 m (unless otherwise specified) 
T : 30,000 yrs 

Half-life, yr 
Decay constan' A.., yr 
Assumed sorption retardation 
retardation con-

2 3 4 U 
2.44xl05 

2.841x10 -6 

230 T h 

7.7xl0 4 

9.002x10 

226 Ra 

,-6 
1.6xlCJ 

4.332x10" 

stant, K i 

Migration speed 
vi = TT ' m / y r 

1x10' 5x10' 5x10" 

1.0x10" 2.0x10 2.0x10" 

4.1.8.A Concentration Profiles in an Unbounded Medium 
Concentration profiles of the three nuclides migrating in an unbounded 

medium are given in Figs. 4.1.1 through 4.1.4, at time t = 50,000 yrs. 
Figure 4.1.1 shows the profiles of the three nuclides along the flow direc-234 tion. Relative concentrations, expressed per unit amount of U initially 
present in the waste, are plotted versus the distance from the waste. 

These profiles can be compared with those given by our previous report 
(HI) for similar conditions, but for one-dimensional dispersion. It is not 
meaningful to compare magnitudes, because the two models depend upon different 
parameters (see Sect. 4.1.7). 

The profiles with three-dimensional dispersion appear to be quite similar 
in shape to those in (HI). The maxima of the ,-eaks expectedly occur for 
smaller values of z (cf. Sect. 4.1.7), as shown in Table 4.1.2. 
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TABLE 4.1.2 

Location of concentration maxima for a transport time of 5 x 10 4 yr, 
as computed from one- and three-dimensional dispersion. 

Locations of the maximum global concentration, m 
234y 230 T h 226 R a 

One-dimensional dispersion 320 63 360 
Three-dimensional dispersion 270 56 110 

This last effect is specially important for Ra, because the broad 
peak of this radionuclide actually results from the mingling of two Ra 

230 234 peaks, located at the Th and U peaks. Due to transverse diffusion, 
the farthest peak is broadened more and thus becomes smaller than the nearest 
peak, resulting in the important shift of the concentration maximum. 

Figure 4.1.2 gives the transverse concentration profiles along a direction 
perpendicular to the water flow. They correspond to a time t = 50,000 yrs and 
a distance z - 100 m from the repository. 

234 230 
It can be seen that U, more mobile than Th, presents a broader 

peak. However, though Ra is more mobile than its precursor Th, its 
peak is not broader because the shorter half-life of Ra prevents its 230 build-up in regions containing relatively little Th. 230 Figure 4.1.3 gives the transverse profiles of Th at a time of 4 5 x 10 yr, for three different distances from the repository: 

2 = 50, 100, 300 m. 
230 The decrease in the maximum concentration of Th with distance z from 

the repository is not due to dispersion, but to the initially zero amount of 
230 

Th in the waste at the beginning of dissolution (cf. Figure 4.1.1). 
To illustrate the importance of the dispersion coefficient, Figure 4.1.4 234 shows U concentration profiles along the flow direction, for dispersion 

coefficients 0.5 x 1 0 + 3 , 1 x 1 0 + 3 , 2 x 1 0 + 3 nr/yr, corresponding to 
characteristic dispersion lengths 5, 10, 20 m. 

Expectedly, increased dispersion broadens peaks and considerably reduces 
maximum concentrations. 
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10"'"F 

234u 

J L 
10 

Distance, m 
XBL 812-190 

OOA ?3fl ??fi Figure 4.1.1. Concentration profiles of "" U Th Ra decay chain 4 along the z axis, at t = 5x10 yr. 
No daughters at t = 0. N.(z,t) = atoms/m in the waste at t = 0 
H 1° = atoms of 2 3 4 U 
v = 100 m/yr. T = 3xl04 yr. K h = lxlO4, K,. = 5xl04 

? 3 2 K D = 5x10 . D = 10 m/yr. Point source. One-dimensional flow. Ka 
Three dimensional dispersion. 
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Figure 4.1.2. Concentration profiles of U Th Ra decay chain 
along a direction perpendicular to the water flow, at t = 5x10 yr. 
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230 T Figure 4.1.3. Th concentration profiles along a direction perpendicular 
to the water flow, at t = 5x10 yr. 
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Figure 4 .1 .4 . U concentrat ion p ro f i l e s along the z ax is , at t = 5x10 y r . 234 3 0/v = cha rac te r i s t i c length of d i f f us i on N , (z , t ) = atoms of U/m . 

n ?34 4 
M. = atoms of U in the waste at t = 0. v = 100 m/yr. T = 3x10 yr. 

1 4 
K.. = 1x10 . Point source. One-dimensional flow. Three-dimen 

siona'i dispersion. 
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Time, years 
XBL 812-194 

U through boundaries at x = ±L. 
0 and t = 0 

D = loV/hr. 
Point source. One-dimensional flow. Three-dimensional dispersion. 

Figure 4.1.5. Release rate J[J of 2 3 4 " 
M° = release rate of 2 3 4 U at z 
v = 100 m/yr. T = 3xl0 4 yr. K^ = lxlO4 



o— 

Time, years 
XBL 812-195 

Figure 4.1.6 Release rate of Jj of 234u at x = 1000 m. D/v = characteristic 
diffusion length M-j° = release rate of 234(j at 2 = 0 and t = 0. 
V = 100 m/yr, T = 3 x 10 4 yr, Kj = 10*. Point source. One-dimensional 
flow. Thrpp-Himonc-i r 
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4.1.8.B Release of Nuclides from a Bounded Medium 
Applying the results in Sec. 4.1.6, we now consider the maximum rate of 

dispersive release out of a medium bounded by plants parallel with the flow 
direction. Using Eq. 4.1.60, we compute the instantaneous discharge rate 
across boundaries at x = ± L, with x = 0 at the point source of dissolving 
waste. Aquifers along the boundaries are assumed to give a zero-concentration 
boundary condition. 

The results are presented for U, giving a relative release rate 
defined as: 
relative release rate = 

234 total discharge rate of U through the boundary at time t 
234 initial U release rate, at time 0, from the waste point source 

Figure 4.1.5 shows a plot of this relative rate versus time, for a char-
3 2 acteristic dispersion length 1 = 10 m (D = 10 m /yr), and for various values 

of the distance L from the repository to the boundary. It can be seen that, as 
transverse dispersion proceeds, the release rate first increases dramatically with 

?34 time. Then, as radioactive decay reduces the available amounts of U, the 
release rate increases no more, and would eventually decrease for larger times. 
It also appears that moderate variations in the distance between the waste and the 
boundary can change the rate by several orders of magnitude. Figure 4.1.6 shows 
an equivalent plot for a distance L = 1000 m between the waste and the boundary, 
and for various values of the characteristic diffusion length. The same variation 
in time than previously is observed. Expectedly, the influence of the dispersion 
coefficient is considerable. 

4.2. Transport of Radionuclides Released from a Finite Plane Source 
4.2.1 Introduction 

The analytical studies in Reference (HI) have dealt primarily with the 
transport of nuclides in a single space dimension in the presence of one-
dimensional groundwater flow. The release of nuclides was modelled either by 
a source term or a concentration boundary condition applied on the plane z = 
0. In the present research we extend these results to an emitting repository 
surface of finite dimensions located in a ^iform flow field. The primary 
purpose is to judge the effects of transverse dispersion on the transport of 
the nuclides which was not considered in the previous work. 

The following assumptions are made: 
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1) The repository surface S is located in a uniform, one-dimensional 
ground water flow field. This means that S is penetrated with the 
same groundwater velocity as prevails outside of the repository in 
the plane of S, see Figure 4.2.1. 

2) Dispersion effects in the flow direction are neglected in the first 
part of the analysis. 

A detailed study of the hydrodynamic effects on radionuclide transport is 
given by the writer in Sect. 5. Work is in progress to deal with a more 
realistic velocity field in which the (possibly) different permeabilities of 
soil and repository are taken into account. It is hoped that this will 
eliminate the first assumption. 

The neglect of dispersion effects in the flow direction is one of 
mathematical convenience only. By the method of solution to be given one can 
obtain a recursive solution for individual members of a nuclide chain in the 
presence of longitudinal dispersion. These solutions are of a rather complex 
character and are costly to evaluate by machine computations. 

4.2.2 without Longitudinal Dispersion 
If the longitudinal dispersion is neglected one can obtain the general 

(non-recursive) solution for a nuclide chain of arbitrary length. This 
solution is of a relatively simple fora and gives physical insight into the 
effects of diffusion in one-dimensional flow fields. 

The starting point is the equation system, i = 1 , 2 , — 

3N. aN. 
i— + V- — + X -N. 

at v i 3z A i i 

where 

for the determination of the functions N,(z,t;x,y) in an (x,y,z) cartesian 
coordinate system, see Figure 4.2.1. 

B N. 3 2N K. 
= D . — J - + D. i ^ i i 

x i ax2 >' z/ * i - i N i - i - x o-° ( 4 - 2 - 1 J 

D D 
Dxi = i<7 > °yi = R f (4.2.2) 
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Reoository Surfbce 
Figure 4.2.1 Repository Surface 
The solution is sought for - <*>< (x,y) < «, 0 < ; < •, t > 0. The 
concentration boundary conditions are 

witn 

N.(0,t;x,y) = N°S. (x,y) <t>'.' (t), |x| < a, |y| < b, t > 0 
= 0, |x| > a, |y| > b (4.2.3) 

(4.2.4) 0. (t) = 0, t < 0 
and the initial conditions, 

N^z.Ojx.y) = 0, - » < (x,y) < » , 0 < z < <* . (4.2.5) 
Equation (4.2.1) allows for the possibility of dissimilar dispersion effect in 
the x and y directions. Equation (4.2.3) permits the nuclide concentration 
emitted at the repository surface S to be an arbitrary function of position 
S;(x,y) on S. The release rate function 0. (t) is also arbitrary. 

In order to obtain the general solution to the equation system, consider 
the following sets of boundary conditions, where P 5 (x,y) and B.(P,t) = 
Si(x,y)*!'(t). 

(4.2.6) 

Boundary 
Condition Nuclide Chain 

Member 1=1 1=2 1=1 l=i 

j=l NJ1J(o,t;P)=N°B1 N^fo.tsPj-O N ] 1 ' (o,t;P)=0 N? 1 '(o.tjP^O 

j=2 N[2)(o,t;P)=0 N^2,(o,t;P)=N°B2 NJ2)(o,t;P)=o N(2'(o,t;P)=0 

j = l NJ^(o,t;P)=0 N^(o,t;P)=0 NJ 1 ' (o,t;P)=N1'1 ) B ] NJ 1 J (o,t;P)=0 

,(i) j=i N^ 1 J(o,t;P)=0 N^ i ;(o,t;P)=0 N]"(D,t;P)=0 N! 1'(o,t;P=N°B 1 (D/ >,(i)r 
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The solutions to equations (4.2.1) and (4.2.5) subject to the conditions on 
line j of the above set nf boundary conditions i is denoted by 
NJj)(z,t;x,y),l= 1,2 i. 

On account of the linearity of the governing equations the sum of the 
solutions for all these individual boundary value problems for each value of j 
will be the solution to the complete problem described by Eqs. (4.2.1-5) i.e., 

N.(z,t;x,y) = N. ( l )(z,t;x,y) + £ N,(j)(z,t;x,y),i = 1,2, ... (4.2.7) 
1 j = 1 

It should be noted that some of the N, functions vanish. For instance, 
s the case 

U 3MUUIU UC MUbCU LIIQI. 3UIIIC Ul I.IIC H. I U I I I . I . IUM3 VQIIISTI 

if say Nj^'fO.tjx.y) = 0 but not N 2' 2'(0,t;x,y), which i 
for the second set of boundary data (j = 2) in Eq. (4.2.6), then 

(2) Nj (z,t;x,y) = 0 for Z > 0 and t > 0. In general there will be no 
precursors for the functions Nj(z,t;x,y) for 1 <_ j and so 
l^_/(z,t;x,y) = 0 in the space z > 0 for t > 0 provided 1 £ j. For 
each set j = 1,2, ... ,i of Eq. (4.2.6) the governing equation to be solved 
for each nuclide N^' is: 

3N( J ' ' 3 N J j ' m 

D x l 
MM »2N"> 

a t v l " ' az X 1 N 1 D x l ax 2 + ^ ay 2 

K 1

 X l - 1 N l - 1 

r e 1 = 1 , 2 , . . . i and 

(4.2.8) 

N{ll = ° w h e n X 1 J- (4.2.9) 

The boundary conditions are obtained from Eqs. (4.2.3) and (4.2.6) 

NJj,(0,t;x,y) = . Q 0, W j 
N ^ S.(x,yU.(t), |x| < a, |y| < b, 1 = j 

10, |x| > a, |y| > b, 1 = j 
(4.2.10) 

where 
«. (t) H o , t < 0. 
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The initial conditions is 

,(J) (z,0;x,y) = 0. •« <(x,y) < «> o < z < «>. (4.2.11) 

On applying a double Fourier transformation, defined by 

TT'tu^ + a 2y) 
N(z,t; u p u 2 ) = y /" N(z,t;x,y)e * ' dxdy, (/T= i) (4.2.12) 

.CO -CO 

to Eqs. (4.2.8) (4.2.10) and (4.2.11) one obtains 

3 f i j j ) 

at 1 3z 1 1 K, 1-1 1-1 x, ,N (J) 

where 

"1 = Al 

N-|(0,t; u p iu2) 

< Dxl»l 2 + Dyl "22> 

o, i * i 

where 

s..; 

N j S j ( B l ' U 2 ) *j(t) • ' = J 

(4.2.13) 

(4.2.14) 

(4.2.14a) 

/
+a /* "•'-1 (<"i* •*" ">oy> 

I Sj(x,y) e dxdy, (/=T = i) (4.2.15) 

where 
-a -b 

N,(z,0; nip u„) = 0 , 0 < z < <=. (4.2.16) 

The problem has thus been reduced to a one-dimensional transport problem which 
was studied in detail in Ref. (HI). There the author presented in Sect. 4.4.2 
the general solution to the equations (4.2.13-16). There appears to be no need 
to reproduce the steps in that analysis and an outline of the method might 
suffice. 
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The above equation system is subjected to a repeated Laplace transform 
with respect to t and z. There results an algebraic system of difference 
equations which can be solved in closed form, Ref. (HI), Eqs. (4.114, 
4.115). These expressions are inverted to recover the z and t dependence. 
This yields, see eqs. (4.125a, 4.126) 

¥ ii)i, +. ... ... i _ « (J) wo T- , , «U e 
v„ / 

m=j m 

x 
r£n 
^ DrmJ) [9™(t-)* * > ] W 1 (4-2-17) 

and 
-M l n - V r f i + D x i " l 2 + D y i " 2 l , 
N . ( 1 ' ( z , t ; U l , U 2 ) = N? ^ . ( B J , u,2) e L "J. (t- -?-) 

(4.2.18) 
The constants have the following meaning 

A / J ) - ft... W i - r' 

B ( J ) = IT T m I I . ' rm 
r=J 
r̂ m 

D ( j ) = n [(& - A n _ 1 

rm II ^ gm rrnj j 

D < U 1 > - 1 
r .m ( 4 . 2 . 1 9 ) 

K r X r 
v r = K X ' ( v0 = °' 

V l V l u 

V - V x V - x V 
r _ _m V A _ r vm V r 
rm= V m V r • r n . " V m - V r • 
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The functions g (t,n>) which appear in the convolution integral are 

q (t,<u) 

0 . t < z/V 

< Dxm<^ + D y m u 2 2 + 4rm> <* " * ' V " t > z/V < 4 - 2 - 2 0 ' 

There remains the inversicn with respect to the transvers0 coordinate variable 
(x,y), which is carried out with help of the Fourier inversion formula 

N(z,t;x,y) = ^ - / / N(z,t;Ul,«,2)e 
v^4( U lx+io 2y) 

duijduig . (4.2.21) 

The formal interchange of th i . • double 'ntegral in Eq. (4.2.17) wi th convolu­

t ion in tegra l y ie lds the funct ion 

^ " / " / e ° S J ( " 1 " " 2 ) e X P [ " V " l " " 2 ) e x p -{ Dxni"l + V ? + An»> ( t " z / V 

+ V^T(u 1 x+ i U 2 y) 

For the inversion of Eq. (4.2.18) we require 

V T ["xl1"!2 + V2 2] 

(4.2.22) 

H-|(z;x,y) ,-= -±- f°° /~5 ( M l >« 2) e 
•'—oo ./-co 

+ v -1[IB.X+D,U] dm. dm. (4.2.23) 

With these functions we obtain the general (non-recursive) solution from 
Eq. (4.2.7) in the following form: 
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1 
2 ^ ( z . t j x . y ) = N^e H]{z;n,yH] ( t - f - ) 

(4.2.24) 

1-1 M I n 1 „ ~ ( V V J Z 1 
* S A J ) N ^ T I T D D < J ) r G ( Z f « y " « " ( t ) l 

r£n 
1 = 1,2, . . . 

The first term represents those 1 nuclides that have been convecteo from 
the boundary (z=0) and have escaped decay. The triple sum represents 1 
nuclides contributed from all precursors. 

In order to illustrate the solution and obtain physical insight into its 
character let us consider the radionuclides to be emitted in a uniform manner 
from the repository surface. In this case: 

'l,|x|<a,|y|<-b 
Sjfx.y) = j j = 1,2...1 (4.2.25) 

0,|x|>a,|y|>b 
in Eq. (4.2.3). Furthermore, consider the dispersion identical in the x and y 
directions, i.e., D„ =D, =D„. The principal task is the evaluation of xm ym m r r 

the functions G . and H,. The double integral (4.2.22) can be expressed 
as an iterated integral because s.(u,,uJ is separable in its variables. 
To evaluate it one can use the convolution theorem for Fourier transformation. 
This requires the Fourier inverse transforms: 

F _ 1 k"(« 1." 2) = [h(x+a)-h(x-a)] [h(y+b)-n(y-b)] (4.2.25a) 

(M 
o o ~ 4D m(t-z/VJ 

F l e m l l m = 5 _ — (4.2.26) 
4,Dm(t - *-) 

wnere h(x) is the unit step function. 

On setting 
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e = D ( t - z / V J nr m' (4.2.27) 

"Vm^'V 
Gr.m.J^-*^)-? / s _ ^ — [ h ( x - n + a ) - h ( x - n - a ) ] d i , 

/ 
» e - n /4« 

2 /¥" 
[h(y- i ,+b)-h(y-n-b) ]dn 

- ' r m ^ ' V l /-x+a - " ? / 4 e , x _ a B e I / e . / x-a e 

-dn 
49 r a s d n - / - x - a ^-dJf 

J 2 /9~ y 2/5~ jy 2 / 9 ~ 

2 

y+b e 49 

2 / 0 " 
dn 

£ y-b 49 

2 / e " 
<V (4.2.28) 

To simplify set = iji then 
2/5" 

-Vm^'V 
Gr.m.j^.^-^-T 

x+a 
r2/~9 / e^V /0 

a-x 
2/9" 

e v d<P (4.2.29) 

/ . 
/ . 

b-y_ 

Each integral can be expressed as the (tabulated) error function. If we define 

EJc*u,*)- erf (-£*-)+ erf ( - m 
2/~0" m " 2/^5". 

(4.2.30) 

Titen 

"Vm^'V 
Gr.m.j^:^-?" E (a±x,t - -|-) • E (b±y,t - £-),m*l (4.2.31) 

m m 

Equation (4.2.23) differ from Eq. (4.2.22) in that m=l, & r m=o and that t-z/Vm 

is replaced by Z/V,. If these changes are made in the last equation and the 
expressions for G r > m > J ; and H ] a r e substituted into the general solution 
En (4.2.24) there results final'iy: 
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x l 2 

1 „,o_ V l N^z . t ^ . y ) = | l ^ e ' ^ ( t - f - ) E ^ a ^ ^ - j E ^ y . ^ - ) + 

1-1 1 " ( V I ) Z 1 
m llWlfr I* / E (a±x,T - | - ) 

j = l m=j "m v=j z/V r 
r̂ m m 

z ^ ™ ( T " V -E(b±y, T - f - ) e m «Ut-T)dx (4.2.32) 
r J 

To obtain some insight into the physical character of this solution let us 
consider the mother nuclide concentration field which is vjiven by the first 
term for 1=1. Dropping the subscript, 

N(z,t;x,y) = | - e V «i"(t - i) E(a±x,^)E(b±y,|) (4.2.33) 

The effects of lateral diffusion are contained in the two bracketed terms as 
can be seen from Eq. (4.2.30). As D>0, the error function tends to unity and 
the solution (4.2.33) tends to: 

N(z,t;x,y) = N°e v H '(t - y) (4.2.34) 

which is the well known solution for the dispersion free case. In this case 
the repository surface emits the. mother nuclide in form of a beam of cross 
sectional area (2ax2b). This beam retains this cross section with increasing 
distance z from repository, with the nuclide concentration decreasing expo­
nentially. The effects of lateral diffusion can be judged in terms of a 
boundary layer which builds around this beam. To see this, consider the con­
centration profile in the y direction at a fixed x position. It is convenient 
to rewrite E(b±y,z/V) as follows: 
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E(b*y> 2/V) - e r i / - i =XZ t \ • e r f O i ^ \ (4.2.35 

This function is shown in Figure 4.2.2 for a number of parameter values 
(DZ/Vb2) 

In view of this the concentration profile obtained from Eq. (4.2.33) at the 
repository surface (2=0) is a sharply defined beam. As 2 increases, lateral 
diffusion in the y direction takes place. The point where N vanishes can be 
taken as the edge of a boundary layer. O.ie can estimate this position as 
follows: 

Since (y/b) > 1 and erf(-n) = erf(n) 

E(y/b, Dz ) . e r f filL-V erf (WU_- *\ (4.2.36) 
vb c vb^ 

Now E~0 when l y ' D ) a 1.8. In case of the negative sign 

V Vb' 

y/b = 1 + 3.6V — ? (4.2.37) 

which shows the growth of the boundary layer with the distance z and its 
dependence on the dispersion coefficient and the ground water velocity. The 
equation can be rewritten in dimensionless variable form 

y* = 1 + 3.6N/J£ , y* = £ , z* = f , Pe = ̂  (4-.2.3S) 

where Pe is the Peclet number. In a comparable way the growth of the boundary 
layer in the x direction is given by 



<\J 

y/b 
XBL8I2-I96 

Figure 4.2.2 E(b±y,z/V) from Equation (4.2.35) as a function of y/b and z/V. 
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x* = r* + 3 . 6 v / | i , r* = | ; x* = £ (4.2.39) 

This enlargement of the effective cross-section due to dispersion causes a 
decrease in the nuclide concentration over the dispersion free case which can 
be computed without difficulty from the general solution Eq. (4.2.24). 

As discussed above, nuclide transport takes place across the boundary 
surfac- of the beam emitted from the repository surface. Suppose the 
repository wall dimensions are such that b«a. Tr. estimate when longitudinal 
dispersion effects become negligible compared to transverse dispersion consider 
the repository dimensions such that b«a. In this case, losses from the beam 
occur primarily in the y direction and those in the z direction can be ignored. 

The principal terms in Eq. (4.2.1) which account for dispersion in the y 
and x direction are of the form 

y •},•/ x ax^ 

If dispersion in the transverse direction is characterized by a length scale 
of order b, dispersion effects in the transverse direction are important 
compared to longitudinal dispersion if 

2 9 N 
D 2 

X 3 X 2 

Z-2Z- > 1 (4.2.40) 

or for 

b 2 X 2 

£-<£- (4.2.41) 
y x 

Treating also longitudinal dispersion effects interior to longitudinal 
D x convection yields — < x. Combining this with Eq. (4.2.41) leads to the 

criterion: 
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b 2 Dx 
B-<4 (4.2.42) 
y v 

When the inequalities (4.2.41-42) are fulfilled, longitudinal dispersion can 
be neglected in favor of transverse dispersion. However for small distances 
from the repository the solution to the complete equation may be needed. 

A numerical example of the application of Eq. (4.2.33) is given in 
Sec. 4.3.2. 
4.2.3 Longitudinal and Transverse Dispersion 

We now extend the above analysis to include the effect of longitudinal 
>\ 

dispers ion. In t h i s case the term D . s- is included in Eq. ( 4 . 2 . 1 ) . On 
az 

se t t i ng 

N. ( z , t ; x,y) = exp (£)-("**7)' ^ . (z . t^ .y) (4.2.43) 

Eq. (4.2.1) reduces to the simpler form 

32U a2U 2 
3 U. . „ - „ „ -

L _ n 1 + n 1 + n 1 
a t • * ! ax 2 > 3 y 2 z i a z 2 

K j - l X i - l -(B.-B, , ) t 
+ —. « ^ U._v x o=o, 1.1,2. (4.2.44) 

where e- =-x i - 4 D -

The boundary condit ions are, from Eqs. (4 .2 .3-4) 

o - B - t ii 
U ^ o . t ^ . y ) = Ni S.(x,y) e 7 * . ( t ) , I x |<a, |y | <b,t>o 

= 0, |x |>a , |y|>b 

and the i n i t i a l condi t ions 

(4.2.45) 
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Mz,o;x,y) = 0 - «, < (x,y) < <», o < z < (4.2.46) 

The solution to this system is obtained with help of the Green's function 
method discussed by the writer in Section 4.3 of Ref. (HI). In place of 
Eq. (4.73) the Green's function for this three-dimensional problem is 

G(z,z' ,T;x-x' ,y-y') 
8 U T ] 3 / 2 [ D -D .D . ] 1 / 2 

L J L xi yi z i J 

exp 
/_ i Rx- X ' ) 2 jy-y) 2 jz-z') 2 ] 
I 4 T L °xi Dyi Dzi i 

- P l - ^ M ^ ^ ] ) (4.2.47, 
\ L u x i yi zi J / ] 

Analogour to Eq. (4.74), Ref. (HI) the recursive solution is then given by 

U-(z,t;x,y) = [ » x i » , j » z j ] 1 ' 3 / ' t i l / i / l > « i ( o . T ; « l , y l ) f f ( o , z ' , t - r , x - x ' , y - y ' ) dx ' dy' 

(4.2.48) 
i l x i 1 r t r r 7 " ™ _ ^ i - e i l ) l 

K dx/ dz'/ / e 1 n l U i _ 1 (z ,z , ,T ,x ' , y , )G(z ,z , , t -T ;x -x \y -y , )dx , dy ' 
-00 - 0 0 

The integrations are tedious to carry out and will not be reproduced here. 

- ( V i - i ' 1 

carry out 
However, the mother concentration is readily evaluated, we consider the case 
where D

x i = [ )
v i = D

z i = D a n d si(*>y) i s 9 1 v e n by EP- (4.2.25). Only the 
first term is present in eq. (4.2.48) so, 

U^z.t^.y) 
V*, (T) NT ft /-a rb -1-0, (T) (x-x')2+(.y-y')2+z2 

4D(t-T) 

(4.2.49) 
In terms of the E function defined in Eq. (4.2.30) this takes on tne form 

U j U . t j x . y ) 
z N l fx " B l 

MFI e 

t - B , ( t - T ) 
4 D T E t a i x . T j E C b i y . T ^ ' f t - T ) ^ - (4.2.50) 

8(nD 

If this is combined with Eq. (4.2.43) one obtains, by grouping the exponents 
as follows 
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V V 2 Z 2 

20 z 4D 4DT 

the result 2 

N̂ z.tsx.y) = W / e * U T
 3 / g E(a*x,T)E(b±y,x)dT 

(4.2.52) 
This answer is in form of a (thermal) dipole which is due to the structure of 
the Green's function given in Eq. (4.2.47) because G vanishes on the boundary 
2=0. From a numerical point it is more convenient to represent this result in 
an alternate form. Let 

z 2 dx = M , T = j ' z H]2 = ~ 4 ^ d y (4.2.53) /4DT 4D M 

then: 
T 

M° " M vz N, T 4D U) V4TJ7 2 „/ ,2 
^(z.tjx.y) = 

2 V IT 

VTT7 2 „. 
7 7 yz/2/5t v 4 D * ; 

E(a±x, — ^ E(b±y, — ^ J d v (4.2.54) 
4Dp V 4Dii ' 

A comparison with Eq. (4.2.33) shows that now a quadrature is required to find 
the mother concentration when longitudinal dispersion is present. 

4.3 Comparison of Concentrations from an Array of Discrete Sources with 
Concentrations from an Infinite Plane Source 
The purpose of this section is to clarify the effect of transverse disper­

sion on the migration behavior in a one-dimensional flow field. Parameter 
studies are made by using the solution in Section 4.1 and 4.2, assuming a radio­
nuclide with no precursor. We compare the concentration fields for a finite 
plane source, for an array of point sources, and for the infinite plane source. 

4.3.1 Parameters Used 
The longitudinal and transverse dispersion coefficients D. and D- are 

related to the groundwater velocity v and the molecular-diffusion coefficient 
Dm by: 
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D L = « Lv + D m (4.3.1) 

D T = a TV + D m (4.3.2) 

Where a. and a T are the longitudinal and transverse dispersivities. Usually 
-2 2 D is of the order of 10 m /yr, and is small enough to be neglected in 

(4.3.1) and (4.3.2). There are only limited sources of data concerning a. and 
u-j-. Schmocker (SI) has suggested values for three geologic media. 

Table 4.3.1 Values of a. and o T suggested by Schmocker (SI), for 
v = 100 m/yr 

a. , m a-j-, m a. /a-j-
Granite 30 10 3 
Sandstone 10 3 3 
Clay 0.2 0.07 3 

Values of a. and a- are also seen in the numerical demonstrations of 
the SWIFT (Dl) and I0NMIG (Rl) codes developed by the Sandia Laboratories for 
calculating the migration of radionuclides, as shown in Table 4.3.2. 

Table 4.3.2 Values of o L and c T used by SWIFT (Dl) and IONHIG (Rl) 

v, m/yr a, , m Uj, m a L/a T 

SWIFT 73 150 15 10 
IONMIG Very small 6.1 0.61 10 
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For the purpose of the parametric studies presented herein, we adopt the range 
of dispersivities shown in Table 4.3.3. 

Table 4.3.3 The Range of Dispersivities Assumed in these Calculations 

a. , m ay, m al/ aT 

0.1 - 150 0.01 ~ 15 3 ~ 1 0 

In these parametric studies, the longitudinal dispersion is first neglected 
so as to clarify the effect of transverse dispersion. The quantity 
Q = zD T/v = a Tz then becomes a key parameter in evaluating the effect of 
the transverse dispersion, as shown later in Section 4.3.2 and 4.3.3. 

A configuration of a conceptual repository is shown in Figure 4.3.1. 

Figure 4.3.1 A conceptual configuration of a geologic respository 
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These assumptions are made: 
1) Waste canisters are buried at a depth up to 1000 m. 
2) The waste canisters are arranged in a square planar array (a=b) of 

2 overall dimensions a . 
3) The thickness c of the waste layer is small enough to be neglected. 
4) The waste is assumed to consist of 10-year old waste from a PWR, with 

heat generating rate of: 
Spent fuel: 550W/assembly, with one assembly per canister. 
High-level reprocessing waste: 1740 W/canister. 

2 
5) The areal loading of the repository is 20 W/m . 
6) A maximum number of the waste canisters emplaced in the repository is 

assumed to Le 8000. 
Using assumption 1 and Table 4.3.3, the range of JD-/V is defined as: 

z D T 4 2 
l < Y - < l , 5 x 10* >/ (4.3.3) 

The p i tch d_ of the waste canisters is given by assumption 4 and 5: 

d spent fuel V l $ = 5 " 2 4 m (4.3.4) 

Reprocessing waste = , / - ^ f j j = 9-33 m (4.3.5) 

We w i l l adopt: 

d = 5 m fo r spent fue l 

d = 10 m fo r reprocessing waste 

The array dimension a is given by assumption 6 and d = 10 m. 

a=V 8000 x 10 = 890 m (4.3.6) 

We will adopt £ = 900 m. 
4.3.2 Comparison for a Finite Plane Source and for an Infinite Plane Source 

We will assume here that the planar array of canisters can be approximated 
as a plane source of dimensions 2a A 2b. The solution of t'-.e transport 
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equation for the concentration of a radionuclide with no precursor for a 
finite plane source of dimensions 2a x 2b, without longitudinal dispersion, 
and for a step release is given by applying Eq. (4.2.33): 

Pi, 
P V I -M*r 

Ijfx.y.z.t) = — 4 — e jc rf 
a+x 
2/v* erf 

erf -2 b+y 
2^yz 

b-y 

v -1 

h (y-z) (4.3.7) 

Where N? is the concentration of I s nuclide at the source. The 
solution for an infinite plane source, without longitudinal dispersion and 
w'th the same dissolution rate per unit overall area of source, is (HI): 

•x,t 
"^(z.t) = °°N° e 1 h(vjt-z) (4.3.8) 

Dividing (4.3.7) by (4.3.8), and noting that " N ° = P M°> both X, and t 
disappear, and there results: 

Pl« Njfx.y.z.t) 

' N 1 ( z , t ) 
v 

2JH Mb b+y V e r f 

V 

b-y 

(4.3.9) 

I f D = D = D T , Eq. (4.3.9) becomes: x y 1 

pl Nj fc .y .z . t ) 1 r h + x 

' ' • • ' = i [erf f^ + erf f«-|L(]»iL) t erf(t±S\ 
Nj(z,t) * L \2Vjj/ V2VJT/IL ^2Vn? \2VnvJ 

(4.3.10) 

where fczX/v. 

file:///2VnvJ
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In (4.3.10), a, b and n are tht only parameters which affect the ratio of 
the two solutions. Since Eq. (4.3.10) does not include \, and t, it holds 
for any nuclide and for any time t 2 z7v. 

Figure 4.3.2 shows the relative concentration of the mother nuclide at 
x = 0, y = 0, as a function of the variable Q for four sets of dimensions of 
the planar array. In the case of a relatively small array of 100m x 100m, the 
relative concentration at x = 0, y = 0 begins to decrease at Q > 100 m . For 2 example, if v = 100 m/yr and D T = 100 m /yr, the effect of the transverse 
dispersion becomes important at z > 100 m. For the larger array of 
800m x 800m, the concentration profile along a normal through the center of 
the array (at x=y=o) is identical with the concentration profile predicted 
from no transverse dispersion, over the range of fl shown here. 

The concentration profiles in the direction of groundwater flow, along 
normals from the edges of the planar array, i.e., at x=a, y=b, will decrease 
more rapidly with Q than shown in Figure 4.3.2. 

4.3.3 Comparison for an Array of Point Sources and for an Infinite Plane Source 
We will make a translation from an array of point sources to an equivalent 

infinite plane source in the water phase. First, we will translate from a 
single point source to an equivalent finite plane source of overall dimensions 

o d , where d_ is the pitch between point sources on a square array. We can do 
this by writing a material balance which expresses the rate at which total 
waste dissolves into the water. For the point source of initial total atoms 
W , and for a total leach time T, the rate of dissolution of total atom is 
W /T. The point source strength for the nuclide is: 

f n°e 1 (4.3.11) 

where n? is the initial atom fraction of nuclide 1_ in the waste. 
This total rate of waste dissolution for the equivalent plane source must 

also equal W°/T. The plane-s.iurce strength must be expressed as the rate of 
dissolution per unit cross-sectional area of water flow associated with the 
plane of overall dimension d 2. The initial total waste atoms W°/s per 
unit cross-sectional area of water flow, as appearing in Eq. (2.1.20), is then: 



4-49 

N 

8 

N 
O 
(S 

o 

c a> o c: o o 

> 
15 
<v 

10' 

10 

io- ' -

10" 

Size of tHe 
plane source 

800m x 800m 
or more 

400 x 400m 

200x200m 

100m x l 00m 

10 

a 
\02 I 0 3 

zDT/v, m 2 

I 0 4 I0 5 

XBL8I2-I97 

Figure 4.3.2 Relative nuclide concentration (a finite plane 
source/an infinite plane source) for four dimensions of 
planar array as a function of the distance parameter £2. 
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Ws=!T = _ V (4.3.12) 
ed 

where e is the porosity. The strength of the plane source of the nuclide in 
the water phase is then: 

0 2 (t) = ^ V n l e (4.3.13) 
Ted 

We now assume that Eq. (4.3.13) also characterizes the source strength of 
nuclide 1_ for an infinite plane source, so it now defines the plane source for 
calculating N1(z,t) frorr Eqs. (2.1.20) and (2.1.41). Alternatively, for the 
case of no axial dispersion, we could adopt the simpler form of the solution 
for the infinite plane source (HI): 

"NjU.t) = p l N j e 1 h(t - z/vj) (4.3.14) 

Here, by a material balance at the source location, in the absence of axial 
o 
1 dispersion, N? is obtained from: 

-j± - «d ?v p lN° (4.3.15) 

Which holds for either a finite or infinite plane source, in the absence of 
axial dispersion. 

Substituting Eq. (4.3.15) into Eq. (4.3.14), and dividing the resulting 
equation into the point-source equation (4.1.66), we obtain the ratio of the 
concentration resulting from a single point source to the concentration 
resulting from an equivalent infinite plane source: 

p\(x,y,z,t) .2 / 2 + 2s 

ZD T 

where f2 5 — — 
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As in the case of Eq. (4.3.10), the concentration ratio of Eq. (4.3.16) is 
independent of x, and t. It is a function of the axial-distance parameter, 
n. 

We can now use Eq. (4.3.16) to predict the concentration ratio for an 
array of identical point sources. For an array with canisters occupying M 
positions on the x coordinate and N positions on the y coordinate, the 
concentration ratio for the array is given by: 

^.(x.y.z.t) . M N „ t 

sr - 5 Z £ P tN,(x-x y-y z,t) (4.3.17) 
Nj(z,t) Nj(z,t) m=l n=l 1 m n 

where x , y is the coordinate for each canister location. Eq. (4.3.17) m n 
has been used to predict the concentration ratio shown herein. 

Figure 4.3.3 shows the distribution of the relative nuclide concentration 
along the transverse coordinate x, normal to the direction of water flow, for 
values of the distance parameter 0 of 1, 4, 10, and 100 m . The radionuclide 
source consists of one hundred waste canisters emplaced in a square planar 
array in the x.-y plane. The overall array dimensions are 100m x 100m, with a 
canister pitch of d = 10m. Sources are located at ±x=d/2, 3d/2, 5d/2, etc.; 
±y=o, d, 2d, 3d, etc. 

For n as large as 10m or greater, the array solution becomes almost 
identical with the solution for the infinite plane source. For tt of 10m or 
less each concentration profile is periodic with respect to the transverse 
coordinate, with a period equal to the distance d_ between adjacent sources. 
The greatest deviations from the infinite-plane-source solution occur nearer 
the source, where A is small. 

Figure 4.3.4 shows the relative nuclide concentration as a function of the 
distance parameter n for an array of point sources, with a source spacing of 
10 m and for overall array dimensions varying from 10-canisters x 10-canisters 
to 80-canisters x 80-canisters. The near-field concentration ratios, for 

2 less than 10 m , are shown for the transverse peak (x=d/2, y=o) and for the 
minimum between adjacent sources (x=o, y=o). These two branches coincide at 
greater than about 10 m , where the array concentration becomes identical 
with that from an infinite plane source. The effect of the spacing of the 
point sources in the array on the convergence to the plane-source solution is 
shown in Figure 4.3.5, for pitches of 5 m and 10 m. 
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102 

N 

Array of point sources (10x10) 
Source pitch d = 10m 

Distance x, m 
XBL 812-199 

Figure 4.3.3 Distribution of the relative nuclide concentration (an 
array of point sources/an infinite plance source) for four 
values, of along the transverse coordinate x, at y = 0. 
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\ highest peak (x- 5m, y = 0) 
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\ source pitch d = IOm 
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8 0 x 8 0 

_ or more 

\ 4 0 X 4 0 
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to 4 

XBL 812-198 

Figure 4.3.4 Relative nuclide concentration as a function of the 
distance parameter ft for an array of point sources at y = 0. 
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highest peak 

lowest peak 

_L J_ 

Source pitch 
— 10m 
— 5m 

_L 
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3. ft = zDT/v, m' 
XBL 812-POI 

Figure 4.3.5 Effect of pitch of point sources on relative concentration 
profile (an array of point sources/an infinite plane source). The 
highest peaks are at x = 2.5 m and 5 m and y = 0. The lowest peaks are 
at x = y = 0. 
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Figure 4.3.4 shows that the concentration ratio remains unity until a 
larger value of the distance parameter is reached, depending upon the size 
of the array. The array concentration then becomes less than the infinite-
plane-source concentration, because of overall transverse dispersion into the 
projected regions outside the array (-a>x>a,-b>y>b). Thus, comparing the con­
centrations in the porous medium, in a volume projected from the array surface 
in the direction of water flow, the array concentration will depart signif-
icantly from the infinite-plane-source concentration in the near field (fk~10 m ) 
due to discontinuities between discrete point sources in the source plane. 
These departures disappear at greater distances from the source plane, in the 
direction of water flow, because of local transverse dispersion, where the con­
centration field from the array of point sources becomes identical with that 
for a finite plane source. As has already been shown in Fig. 4.3.2, the con­
centration from the finite plane source is identical with that from the infinite 

2 plane source up to axial distance parameters tt of about 100 m or greater, for 
the array size considered herein. The concentration field of the array finally 
decreases below that of the infinite plane source because of transverse 
dispersion into the porous medium outside the projected region of the array. 

4.3.4 Effect of Transverse Dispersion and Longitudinal Dispersion 
When the longitudinal dispersion is taken into consideration, the solution 

for a point source is no longer the simple form of Eq. (4.3.18) which has a key 
parameter . Here the effects of longitudinal and transverse dispersion on the 
concentration profiles were examined by varying the ratio of the two disper-
sivities for an array of point sources. Parameters for the demonstrations and 
the array of the sources are shown in Table 4.3.4 and Figure 4.3.6. 
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Table 4.3.4 Parameters used in evaluating the effects of C<L and aj 

Nur .ide: 2 3 7 N p 

T , / 2 = 2.14x10" yr 
1^=100, v = lOOm/yr 
at t=10 4 yr z=103 m 

Figure 4.3.7 

Calculat ion fo r a f i xed 

DT and for varying 

D L /D T . 

DT = 3x l0 2 m 2 /y r 

D L /D T = 1CT 2, 10, 20 

Figure 4.3.8 
Calculat ion fo r a 
f i xed D. and fo r 
varying D, / D T 

DL = 3 x l 0 3 m 2 /y r 

D L / 0 T = 3, 5, 10 

V= 100m/yu 

Y / 10 wastes 

Figure 4.3.6 An array of poi'it sources of 10 x 10. 

Figure 4.3.7 shows the effect of varying D. for a fixed D T on the con-237 centration profile of Np along the x-axis at 2=1000 m. In spite of the 
large variation in the ratio of D./D T > from 10 to 20, there is little 
effect of D, on the peak concentration and overall concentration profiles. 
However, as shown in Figure 4.3.8, the increasing D T spreads the 
concentration in the transverse x direction and lowers the peak concentration 
at x=0, y=0. 

We may conclude that i t is not necessary to take into account long i tud ina l 

dispersion in evaluat ing the e f f ec t of transverse d ispers ion. 



4-57 
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Distance x, m 

XBL 812-200 

Figure 4.3.7 Effect of axial dispersion on concentration profiles 
237 A of Np along the transverse coordinate x at t = 10 yr and 

z = 10 m. (v = 100 m/yr, LL. 3 x 10 2 m 2/yr, K = 100). 
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M 

D L,m 2/yr D L /D T 

-3 *IC£ 10 
6X10? 5 

0 100 200 300 400 500 600 

Distance x,m 
XBL 812-202 

Figure 4.3.8 Effect of transverse dispersion on concentration 
237 4 

profiles of Np along the transverse coordinate x at t = 10 yr 
and z = 10 3 m. (v = 100 m/yr, D L = 3 x 10 3 m 2/yr, K = 100). 
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4.5 Nomenclature 
a : 2a x 2b is a size of the plane source 
b : 2a x 2b is a size of the plane source 
B.. : coefficient of the Bateman equation, Eq. (4.1.25) 
c : thickness of the repository 
C : arbitrary constant, Eq. (4.1.53) 
d : pitch of the emplaced wastes 

2 D : dispersion coefficient, m /yr 
2 D. : Longitudinal dispersion coefficient, m lyr 

2 D : Molecular diffusion coefficient, m /yr 
? 

D T : Transverse dispersion coefficient, m /yr 
2 

0 : dispersion coefficient in the x direction, m /yr 2 D : dispersion coefficient in the y direction, m /yr 2 D : dispersion coefficient in the z direction, m /yr 
=> 
D : overall dispersion tensor 
D. : dispersion tensor in the liquid phase 
D : dispersion tensor in the solid phase 
E(I,J,K,x,y,z,t) : function defined by (4.1.48) 
F(u,a,b) : function defined by (4.1.47) 
F (u,a,b) : function defined by (4.1.78) 
G(a,u) : Gaussian function defined by (4.1.31) 
h(t) : Heaviside step function 2 j : Dispersive current (atoms/m -sec) 
J : Rate of dispersion across a boundary (atoms/sec) 
K„- : sorption equilibrium constant 
K- : Retardation coefficient 
1 : Characteristic dispersion length, m, Eq. (4.1.13) 
L : Distance from the repository to a lateral boundary, m 
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m. : Total amount of the i nuclide released in a medium, 
Jitoms 

M? : Atoms of isotope i at t=0 
M9 : Release rate, at t=0 
M T W 1 : Constant defined by (4.1.56) 
1 ul\L 
P th 

N. : Concentration jf the i nuclide released by its i 

l 

Ml 

is 

l 

I 

3 precursor, atoms/m of liquid 
N. : Concentration of the i nuclide released from the 

3 waste, atoms/m of liquid. 
N., i Concentration of the i nuclide in liquid phase, 

atoms/m of liquid 
N. : Concentration of the i nuclide in solid phase, 

atoms/m of solid 
R Th 

N. : Concentration of the i nuclide resulting from a band 3 release, atoms/m of liquid 
N. : Concentration of the i nuclide resulting from a step 

release, atoms/m of liquid 
N. : Concentration of the i nuclide in an unbounded 

3 
medium, atms/m of liquid 

N,(z,t) : Concentration of I s nuclide in water phase for 
infinite plane source (1-D solution) 

N.(x,y,z,t) : Concentration of 1 nuclide in water phase for a 
point source 

a st 
N,(x,y,z,t) : Concentration of 1 nuclide in water phase for an 

array of point sources 
p N.(x,y,z,t) : Concentration of I s nuclide in water phase for a 

plane source 
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Corcentration of 1 nuclide at the plane source 
3 Flow rate of the ground water, m /yr 

Amount of the i nuclide released in an impulse release, 
atoms 

2 Cross-sectional area of the repository, m 
Volumetric source term for the i nuclide, stoms/m .s 
(cf section II.1) 
Source term for the i nuclidp, for point source, atoms/s 
Source terms for the i nuclide, "espectively in liquid and 
solid phase (atoms/sec) 
Release rate at x=y=z=0 (Section 4.1.3) 
General source term defined by (4.1.17) 
Time variable, yr 

Duration of nuclide release, yr 
Water velocity in z direction, m/yr 
Flow velocity vector in three dimensions, m/yr 
Velocity of the i nuclide in the absence of dispersion, 
m/yr 
Defined by (4.1.2) 
Defined by (4.1.9) 
Initial amount of waste in the repository, atoms 
Space variables, m 
Unit vector in z direction 
Defined by (4.1.12) 
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Greek Le t te rs : 

a. : Longitudinal d i spe rs i v i t y 

a - : Transverse d i spe rs i v i t y 

8 : Space-domain of i n t e r e s t , sect ion 4.1.4 

3 , , : Constant defined by (4.1.44) 

Y T J K : Constant defined by (4.1.45) 

r ( j : Constant defined by (4.1.43) 

6 : Delta function 

E : Porosity 

e : Time dummy variable 
\j : Radioactive decay constant of the i nuclide, yr~ 
A^ • : Constant defined by (4.1.50) 
X. : Atom fraction of the i nuclide in tne waste 
fi : zD T/v 
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5. The Transport of Radionuclides in Three-Dimensional 
Hydro logical Flow Fields 

5.1. The Formulation of the governing Equations 
This research is concerned with the analysis of the transport of a radio­

nuclide chain in two and three dimensional flow fields in porous media. This 
analysis is an extension of our analytic work which has up to this point dealt 
with one-dimensional flow problems only. The results of the analysis are 
limited by the following 
Assumptions: (1) The hydrological ground water flow is time independent, 

incompressible and is a Darcy type flow. 
(2) Dispersion effects are neglected in Sections 5.1 through 

5.5. Adsorption equilibrium is assumed and media proper­
ties characterizing soil, water and the radio-chemistry 
are treated as isotropic and constant unless otherwise 
noted. 

Subject to assumption (2) one can write the conservation equation for the 
nuclide concentration N for the nth specie in the water as follows 
(Ref. HI, Eq. (2.52)): 

*fKn i f + EfV(V>n> - e f K n- lV l N n- l " E f V A (5-1-D 

n=l,2, . . . . xQ=0 

In view of the incompressibility assumption, the ground-water velocity V f 

satisfies the conservation of mass relation 

(5.1.2) 

On dropping the subscript f Eqs. (5.1.1) and (5.1.2) combine into 

Kn IT + * • v N n + V A = K n- lV l N n- l • (5-1-3) 
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We shall solve this system of equations for n = 1,2,... with x = 0 so that 
N,(P,t) is the mother concentration. In general terms we shall seek the 
solutions for N p = N n(P,t) 
conditions, see Fig. 5.1.1 
solutions for N = N (P,t) in an open domain subject to the following side 

Fig. 5.1.1 

The initial conditions at any point PeR are 

N n(P,0) = 0 (5.1.4) 

and the boundary conditions on S 

N n(Q,t) = N°G n(Q,t) where QeS , t > 0 (5.1.5) 

with 

G (P,t) = 0 , t < 0 , PERUS . (5.1.6) 

The G functions are the concentration boundary cond:tion functions (such 
as the Bateman functions) prescribed at the repository surface S and allow a 
position dependent release of nuclides on S. In view of Assumption (1) one 
can express the hydrological velocity field V as a Darcy flow with help of 
velocity potential function $(P) as 

tf = -lev"* . (5.1.7) 

If the soil is homogeneous and isotropic, k is the permeability constant of 
the soil which is assumed constant. By defining the ground water potential 
function 
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4 = kt (5.1.8) 

Eq. (5.1.3) becomes in view of Eq. (5.1.7) 

^ - R - ( v * ) . ( v C n ) * x n C n = V l C n - l • " = 1,2,... ; x Q = 0 (5.1.9) 
n 

where 

Cn(P,t) = K nN n(P,t) . (5.1.10) 

For the new variables C there are the 

Initial conditions Cn(P,0) = 0 , PeR (5.1.11) 

and 

Boundary condition Cn(Q,t) = C°Gn(q,t) , QES , t > 0 (5.1.12) 

and 

G (P,t) = 0 , t < 0 , PeRUS (5.1.13) 

Cn° - K nN n° . (5.1.14) 

The Eqs. (5.1.9) through (5.1.14) form the system of governing equations to 
be solved. 

Before proceeding with this task we note the following generalization. 
If the soil is anisotropic one can take the coordinate axes in the principal 
directions of permeability. Then Darcy's law states, in place of Eq. (5.1.7), 
that 

*=Kx!f.- kyyi7»- k
Z 2if) (5.1.15) 
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where * = *(x,y,z) and k.. are the three principal permeability 
coefficients. By introducing the new coordinates 

x = —^— , y = -L- , z = - 1 — (5.1.16) 
^ / kyy *Tz 

the convection term (v0)-(vC ) in Eq. (5.1.9) remain invariant under the 
transformation Eq. (5.1.16). Furthermore 0 is again a harmonic function in 
the (x,y,z) space which facilitates the solution of Eq. (5.1.9) as we will 
show later. 

In summary, our task is to obtain the general solution (non-recursive) 
for the system of Eqs. (5.1.9), i.e., the C function with the potential 
function either known through field measurements or to be found by analytical 
means. 
5.2. Two-Dimensional Potential (Darcy) Flows 

Suppose the open domain R is two-dimensional and S is one-dimensional. 
Suppose 0(x,y) is a two-dimensional potential function related to the stream 
function *(x,y) by the Cauchy-Riemann Equations 

if* _ li M ±& (52i) 
3x = sy ' sy " ax " l •£.!/ 

From Eqs. (5.1.7) and (5.1.8) we have then for the fluid velocity components 

V _ _ 1* = _1* v = _ M _ i* (5 2 2) 
x ax sy • y ay ax w^.e./ 

With these the governing transport Eq. (5.1.9) reads 

3 C n 1 /at a Cn + H iCn\ + . . 
T t " R̂ VaiT ax "ay JTI *nLn = VlSi-1 \i.d.i) 

Instead of the cartesian coordinate system (x,y) let us now introduce the new 
coordinates #(x,y), *(x,y). It is well known in hydrodynamics that these 
functions form an orthogonal coordinate system, i.e., they satisfy 



5-5 

<v*)-<v*)=t£ £ • { * { * =o 
(5.2.4) 

Furthermore tf(x,y), ^(x,y) are harmonic functions, i.e., they satisfy Laplaces 
equation. In transforming the convective term in Eq. (5.2.3) one obtains with 
help of Eq. (5.2.4) 

3C_ „J 3C„ „^/3C„ „j 3U 
n_ + j>£ n _ 30/ n ^S. + 

3X 3X 3y 3y " 3XV30 3X 3ij, 

(5.2.5) 

_. __!L + lA __ = 1_( n __ + ___ ___̂  
X 3X 3y 3y 3XV30 3X 3i(, 3 X / 

+ M(!J_ i_ + !__ n ) /r__i2

 + r__i2>i!5i 
ay \w ay 3* sy/ UaxJ [ayJ I a* 

Hence there results for C (tf,*,t) the greatly simplified equation 

W- + hn ^ T + >n Cn - V l C n - l • " - 1 , 2 . ... , x Q . 0 (5.2.6) 

where 

da '-(M) 
_A .2 _ ,.2 _ „2 
q 7 . q = Vx + Vy < 5- 2- 7) 

Since the velocity potential has the physical dimensions of a velocity times 
a length and the denominator is the square of the speed q of the fluid, o has 
the dimensions of time. By Eq. (5.2.7), o can of course be only a function 
of position P(x,y). We will show that a'?) represents the time needed for 
a fluid particle to travel along a fixed streamline * = const, between two 
points lying on I|I. This flow is on account of Eq. (5.2.4) in the direction of 
the gradient of the velocity potential. 

Since the gradient of & and o are thus parallel but of opposite sign one 
can assume without loss of generality that 
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ax 3X ay By ~ (5.2.8) 

We want to find the behavior of a as the point (x,y) moves along a fixed 
streamline n>(x,y) = constant. Then 

d* = 0 = M dx + |i dy r ax ay J 

= - | f d x + M d y (5.2.9) 

by Eq. (5.2.1). Therefore, for some parameter A, Eq. (5.2.9) is satisfied if 

d x = | | x . d y = g x (5.2.10) 

Therefore 

d° = ax d x + l y d y 

/ao. H+ 3£ atf\ x (5.?.11) 
Vax ax ay ay/ va.-.±n 

Comparing this with Eq. (5.2.8) we see that x = -do and by Eq. (5.2.10) 

dx = -|£do , dy = -|£da , (5.2.12) 

along a fixed streamline. But 

d* = ~ dx + j$ dy (5.2.13) 

so along a fixpd streamline we have on using Eq. (5.2.12) 

M'Wh 
which is precisely the relationship, Eq. (5.2.7). 
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Equation (5.2.7) (or Eq. (5.2.12)) may be used to determine the travel 
time a as a function of x and y (or P) since the velocity potential 0(x,y) is 
known either by measurement or analysis. 

The analytical process of constructing o(P) is simplified by representing 
the flow field in the complex z(=x + iy) plane. It would then be convenient 
to use z and z as independent variables instead of x and y. Since 

.L. _ 1_ + i_ ax~ = az • ay = \»z - -) az x az' 
one has 

On applying the first operator to the complex function 0 + ii|i 

2 ^ (* + i*) = (f^ + i |y)(* + i*) 

= M + i i l + i M _ l * = o (5.2.16) 
ax ax ay ay ( ' 

in view of the Cauchy-Riemann Eq. (5.2.1). From this one concludes that ( t * 
iif.) is independent of z and a function of z only so that 

4 + H -- F(z) (5.2.17) 

F(z) is called the "complex potential." This holomorphic function F(z) allows 
one to effectively introduce complex variable techniques into the process of 
determining the details of the underground water flow field. The basic Eq. 
(5.2.7) can be cast as follows. From Eq. (5.2.17) 

l 4 + i | i - F - ( z , (5.2.18) 

so that by Eq. (5.2.1) 
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i4-i|i-F'(z) , ( 5. 2. 1 9 ) 

Hence 

@ ) 2 + ® ) Z - | F ' ( * > | 2 (5.2.20, 

which yields 

I F" <z)l 7 (5.2.21) 

along a fixed streamline. 
Equally well one can re-express this as follows: For short hand notation 

set W = $ + i'|», so that 

W = (0 + # ) = F(z) (5.2.22) 

Consider this equation solved for z in terms of w 

2 = f(w) (5.2.23) 

Since 

dz 

One has with Eqs. (5.2.19) and (5.2.2) 

d z 1 d_z _ 1 ,_ , ,q. 



5-9 

Hence 

dz dz 
^ ' dw " v? + v2. 

Idzl 2 

dw -r± (5.2.26) 
q'(M) 

It is important to note that since z is expressed as a function of w by Eq. 
(5.2.23) that q is a function of <b and *. With this the form of Eqs. (5.2.7) 
or (5.2.21) changes to 

In I 2 

do = - 1^1 dtf (5.2.27) 

In summary the key formulas for the computation of the time distance function 
o(P) are Eqs. (5.2.7) and (5.2.8), (the latter is not explicit in g ) , (5.2.21) 
and (5.2.27). The use of these formulas will be illustrated in Section 5.4. 
The reader unfamiliar with the use of the complex potential in hydrodynamics 
may find the following remarks of use. Our original formulation of the two 
dimensional groundwater flow was represented in an (x,y) or (z) plane, the 
potential and stream function are harmonic functions in that plane, i.e., they 
satisfy Laplaces equation 

v2S> = 0 , v 2i|) = 0 in R (5.2.28) 

All this has now been replaced by a formulation in terms of the single complex 
potential function W = F(z) which is a holomorphic function of zeR. However, 
the solution of the flow field must not only satisfy the partial differential 
Eqs. (5.2.24) but also certain conditions along the boundary of R. Hence in 
terms of the complex potential, W = F(z) must be holomorphic in R and in 
addition its real and imaginary parts must satisfy specific boundary 
conditions on S, the boundary of R. 
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In some cases of ground water flow, along a given part of the boundary 
S in the z plane, either the potential or the stream function assumes a 
constant value. Since lines of constant 0 or ip represent straight lines 
in the W = F(z) plane, the original boundary conditions along S map irco 
straight lines in the w plane defining a contour K. The geometric disposi­
tion of the mapping is then as shown below for a particular example 

* - C i ' 

(Z) 
1>* <=2 b 

\^J^-* 
d V = c2 ^ a 

* • 

W=F{z| 
*t 

(W) 

* 1 -

c b' 

* 1 -

R' K 

* 1 - d1 a 
I fc. 

Fig. 5.2.1 

Here R has mapped onto R 1 and the boundary points have their corresponding 
images. Now suppose that one has found that particular mapping function w = 
F(z) that satisfies the required boundary conditions on K, then F(z) gives 
the complete solution to the problem because it yields by Eq. (5.2.17) both 
the potential function tf(x,y) and the stream function ()(x,y). This is a 
direct consequence of the following Theorem (Ref. CI, Section 9.4). Let D be 
an open set in the z-plane whose boundary B is a Jordan contour. Let 0 map 
by w = w(z) where w(z) is holomorphic, onto an open set E in the w-plane 
whose boundary C is a Jordan contour. Suppose 

a 2* + s2tf 
sx ay 

a(x,y) 0(x,y) + b(x,y) a * ( * ' y ) = c(x,y) 

where n is the distance measured perpendicular to B. Then 
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a(u,v) *(u,v) + b[u,v] 1^1 | F r#(u,v) = c(u,v) on C 

where N is the distance measured perpendicular to C. The same theorem hold 
for the stream function *. The gist of the theorem is that the mapping w = 
F(z) preserves the harmonic character of 0 and * in going from the R into the 
R' plane. Furthermore for "simple" boundary conditions, where the coeffi­
cients b is equal to zero, the mapping assures the invariance of the boundary 
conditions. The solution for such "simple" boundary value problems can hence 
be obtained by determining the conformal mapping function w = F(z) which maps 
the region R in the z-plane into the region R' in the w-plane. For this we 
have the extensive apparatus of conformal mapping techniques available to us. 
Some illustrations are given in Section 5.4. 

Returning to the evaluation of o(P), the key equations for o are 
integrated in the direction of decreasing potential (4. The constant of 
integration is chosen so that 

c(Q) = 0 for QcS (5.2.29) 

o(P) then attains positive values downstream of the repository surface in its 
"shadow region" 

o(P) > 0 . (5.2.30) 

These properties of the tr-.vel time function are used in its construction. 
As a very simple example consider the case of a flow field induced by a 

sink located at z = 0. The zero potential line, i.e., the aquifer is located 
at r = a. Adopting polar coordinates and 

t> = -K In (a/r) , K ( | L ) > 0 (5.2.31) 

and 

*= Ke (5.2.32) 
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.J Eq. (5.2.17) 

F(z) = -K In (a/z) 

Then F' (z) = K/z and so by Eq. (5.2.21) 

(5.2.33) 

da = w- d0 
IC 

(5.2.34) 

But by Eq. (5 .2 .31) , <H> = (K/ r ) dr , so do = - £ dr . Therefore, w i th the 

i n i t i a l condi t ion Eq. (5.2.29) 

o(P) = ^ ( a 2 - r 2 ) , 0 <_ r £ a (5.2.35) 

Fig. 5.2.2 shows the t ime-path h is to ry of a f l u i d element leaving the r ing 
r = a at a(a) = 0 , 

Fig. 5.2.2 

5.3. The Solution of the Two Dimensional Transport Equation 
We established in Section 5.2 that with the new orthogonal coordinate system 

(0,*) the nuclide transport equation system takes on the form given by Eqs. 
'1.2.6) and (5.2.7) 

st 
aC. 

n n VlCn-l n = 1,2, ... x o = 0 (5.3.1) 

do 7 (5.3.2) 
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for the functions C (0,i|<,t), We established the fact that o(P) is a scalar 
function, with the properties that, see Eqs. (5.2.29) and (5.2.30), 

o(Q) = 0 for QeS (5.3.3) 

o(P) > 0 for PER , (5.3.4) 

and that the gradient of o is parallel to the gradient of $, see Eq. (5.2.8). 
This implies that vo- is parallel with the streamlines iHx,y). These 
properties can be written 

(v«i)-(va) - -1 

or as the orthogonality condition 

(Vi|i)' (Vo) = 0 

(5.3.5) 

(5.3.6) 

Consider now the simple case that the boundary S is contracted to a single 
point which represents the repository as shown in Fig. 5.3.1. 

streamlines 
i// = constant * 

F ig . 5.3.1 
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According to the properties of a, discussed in Section 5.2 th^ "iuid moving 
along the streamline *(x,y) = C, which passes through S will be the carrier 
of the radionuclides and we can determine their travel time history by inte­
gration of Eqs. (5.3.1). However, these equations are precisely of the type 
for which recursive as well as general solutions were already derived by the 
author (Ref. HI). It was shown there, see Eq. (4.77), that 

a N i 3N, K. , 

I t i + V i - a T 1 + > i N i = 4 7 * i - l N i - l 1 - 1 . 2 . . . . , \ , - 0 (5.3.7 

with 

1^(0, t ) = N ^ f t ) , t > 0 wi th $.{t) = 0 , t < 0 

N t ( z ,0 ) = 0 , z > 0 

has recursive solutions given by Eqs. (4.82) and (4.85) of Ref. HI and the 
general solution given by Eq. (4.127). To make the comparison complete 
we need to append the side conditions (Eqs. (1.1.11) and (1.1.12)) to 
Eq. (5.3.1). The boundary points Q in the functions C and g are now 
described by the single point j> = c., * = c~, see Fig. 5.3.1, so .he side 
conditions are 

I.C. Cn(P,0) = C n((M,0) = 0 , all (6,̂  (5.3.8) 

B.C. Cp(Q,t) = C n(c 1,c 2,t) = c°g n(c rc 2,t) , t > 0 

By recalling the scaling relation (Eq. (5.1.10)), the comparison between 
the equation system (Eqs. (5.3.11) and (5.3.8) with (5.3.7) is immediate and 
one can write down at once the solutions with help of the above mentioned 
equations. 

Before doing this we first generalize the repository shape to a contour 
segment. We introduce at this point a mild but convenient restriction in 
that we assume that S coincides with a potential line as shown in Fig. 5.3.2 
In this case the nuclida transport occurs along the streamlines intersecting 
S forming the shadow region R'. This restriction is mathematically described 
by the condition 
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(v*)-(vg (q,t)) = 0 t > 0 (5.3.9) 

But in view of the Lemma of Section 5.2 this means that gn(Q,t) is independent 
of i> and can thus only depend on *. Hence the boundary condition becomes 

Cn(*.t) = C^gn(«0,*,t) (5.3.10) 

Shadow region R' 

0 ~ constant 

Fig. 5.3.2 
As can be seen from Fig. 5.3.2, * is a function of the position P in the x-y 
coordinate system. P from now on is defined as a point lying on a trajectory 
(streamline) passing through the downstream side of the repository surface 
S. Thus one can write in place of Eq. (5.3.10) 

C nig,t) = CJjgn(P,t) , PeR' (5.3.11) 

For later use we generalize Eq. (5.3.9) for the scalar function g (P,t) to 

M M v g n ( P , t ) ) = 0 PER 1 t > 0 (5.3.12) 

Equation (5.3.10) is a very general relation in that it specifies a concen­
tration boundary condition which can vary on each streamline penetrating the 
repository surface S. Since the analytical nearfield solution to the nuclide 
migration problem is as yet unknown a reasonable assumption consists in 
considering a spatially constant release from S so that one can write the 
separable form of the boundary condition 
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Cn(*,t) = C°{h(* -*j) - h(* -* 2)} g n(t) , i,l<i,z (5.3.13) 

The bracketed term represents a step function in if with if, and if, the 
bounding streamlines of the repository contour, see Fig. 5.3.2, and g_(t) the 
release rate. 

We now set out the solutions for the above equations in terms of the 
original NWP.t) variables, see Eq. (5.1.10). 
Recursive Solution 

We quote only one of these, i.e., Eq. (4.95), Ref. HI 

"^ ( -V Kr°< P) Nn(P,t) = E e N n r(P,t - Kro(P))h(t - Krc(P)) 
r=l I ' 

-x K <j(P) 
- e n n N n > r(P,t - Kna(P)) h(t - Knc(P))} (5.3.14) 

o -\i Kn a ( P ) 

+ N°e n n gn(P,t -K no(P)) 

where 

') e n r dx' M [ P l ) - X"-1 "-1 c U n r T f N (P ! 
n r J 

General Solut ion 

Here we make use of the authors r e s u l t , Eq. (4.127), Ref. HI . 

-x K o(P) 
N n (P , t ) = N°e n n g n ( P , t - K na(P)) 

n 1 n ->J<m«(P' n 
* 2 > < ^ E - T j y £ D ^ « g r n i ( t ) . 9 j ( P , t ) ) (5.3.15) 

j = l f = J m r= j 
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The symbols have the same meaning as defined earlier except that with A 

10 , t < K o(P) m 
e , t > K m < J(P) 

(5.3.16) 

The formula for the mother nuclide (n = 1) is 

o - h K l o ( P ) 

NjtP.t) = N° e x
 9 l(P,t - K l 0(P)) (5.3.17) 

and that for the first daughter, n = 2, from Eq. (5.3.14) 

-AjK.ofP) 
N2(P,t) = e N 2 > 1(P,t - K i a(P)) h(t - K l 0(P)) 

-\2K2o(P) 

+ N 2 e 

N 2 > 1(P,t - K2o(P)) h(t - K 2 0{P)) 

0 -\zKza{P) 
g2(P,t - K 2 a(P) (5.3.18) 

where 

' ^ o 

The corresponding expression from Eq. (5.3.15) is 

- X j , K ? o ( P ) 
N 2 (P , t ) = N2 e g 2 ( P , t - K 2o(P)) 

n \ „ ( D O I 1 ' ' - M I ° ' P ) r 1 
+ 4 U < hfrre M ' [9 2 1(t)© g i(P,t)J 1 

D [ ^ -X 2 K 2 o(P) r 1> 
|g l i*t)©g.fP,t)Jj (5.3.19) 



5-18 

This can be shown to agree with the previous result. As a simple illustration 
consider again the nuclide transport in a flow field caused by a sink located 
at z = 0. The time-distance function was found in Eq. (5.2.35). The matri­
archy can now be constructed from Eqs. (5.3.15). Since the g (P,t) depend, 
in a two-dimensional f!ow field, only on the stream function, by Eqs. (5.2.29) 
and (5.3.10) we may consider these, functions of e and t only, i.e., g = 
g (e,t). By Eq. (5.3.17) the mother concentration is 

*1 K1 , 2 2, 
N 1 ( F i t ) = e Nj 9i(e.t - ^ (a - r*)J (5.3.20) 

If the repository is located between the rays e, ie^.9„ and the emission 
is independent of 8, 

^11 2 2 
N 1 ( P , t ) = e 2 K a r N° Lo-e^-hte-s^j 9 l((t-^i. (a 2 - r 2)) 

' (5.3.21) 
5.4. The Computation of the Time-Position Function in Two-Pimensional 

Flow Fields 
It is apparent from the previous discussion that the principal task in 

solving the governing equations is the determination of the time-position 
function o(P). Once this function has been found, its substitution into 
formulas (5.3.14) or (5.3.15) yields the analytical solution of nuclide 
transport along a given streamline. 

In this section a number of illustrations are given for the determination 
of o(P). Both isotropic and non-isotropic media are considered. 
A. The Source and Sink Flow Field 

Consider a recharcie and a pumping well in an infinite, homogeneous and 
isotropic medium. The flow iield is assumed to be two-dimensional and the 
two wells are idealized by a line source and a line sink of equal strength y. 

With the source located at (a,0) and the sink at (-a,0) the complex 
potential function for this flow field is given by 

* + in. = „ In (f-£-f) . u < 0 (5.4.1) 
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The multiple valued logarithm is made singl valued by cutting the complex z 
plane along the real axis for Re(z) < - a, Re(z) > a as shown in Fig. 5.4.1. 

,lV 

sink 

w 
source 

Fig. 5.4.1 
Equation (5.4.1) allows one to find the inverse function z = f(w) introduced 
in Eq. (5.2.23) so that one can employ the algorithm for computing o(P) from 
Eq. (5.2.27). It follows from Eq. (5.4.1) that 

„W/M 
a + z (5.4.2) 

v.hich y ie lds 

z = - a tanhi 

With t h i s 

i2 / . .2 

& ) • 
-a tanhl Or) 

$\ -e-jH)»4)r 

Hence 

- • -(f) 
dtf 

FWMSP 

(5.4.3) 

(5 .4 .4 . ) 

This is a particularly useful form for integrating a because, as explained in 
detail in Section 5.2, the stream function * is held constant. With the 
initial condition (Eq. (5.2.29)) taken on the potential line i = $ 

2 /•• Iv a2 f V dx 2 [coshx + c] 
(5.4.5) 
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where 

c = cos(*/ M) (5.4.5a) 

The quadrature can be expressed in terms of elementary function. For c ^ ± 1 

. .p-.i^JHSfe-jfi j-- 1 &.1 <-«}[£' '••••«' 
For c = +1 which corresponds to the stream lines • = 0 and * = 2*, the 
integral in Eq. (5.4.5) yields 

0 ( P ) . I jl t a n h © - | tanh3(f)j 

This last result holds on the geodesic streamline connecting the source and 
sink. The streamline flow pattern is shown in Fig. 5.4.2. The circles with 
center on the x axis represent the lines of constant potential which varies 
over the range -» < i < ». The circles with center on the y axis represent 
the stream lines t|> for 0 <_ <|> <_ 2ir. For a source point located anywhere in 
the field, say at (0 , i|i ), the Eqs. (5.4.6) or (5.4.7) yield the travel 
time along * towards the sink. 
B. The Source in a Uniform Flow Field 

Suppose a source located at the origin is superposed on a uniform field 
of flow in the x direction. For this the complex potential is given by 

w = i + iD- = F(z) = n In z+ Uz . (5.4.8) 

P and U are real constants, which characterize the source strength and the 
flow field velocity respectively. 

The streamlines of this flow pattern are shown in Fig. 5.4.3. The stream­
lines are symmetrical about the x-axis. There is no flow across this axis. 
The dividing streamline BAC passes througt. the stagnation point A and 
separates the flow into two regions. One can suppose this dividing stream­
line to be replaced by an impenetrable boundary. The flow pattern 

(*0M 
(5.4.7) 

(¥/u) 
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XBL812-177Y 

Figure 5.4.2 Potential and streamlines for the point 
source and point sink flow. 

XBLH12-178Y 

Fiqure 5.4.3 Streamlines fo r the uniform f low f i e l d wi th a point source. 

»y 

•> e£-2xy = l 

XBl 812-179Y 

Figure 5.4.4 Potent ial and streamlines for the stagnation 
point f low. 
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above the streamline BAC offers several interesting physical intorpretations. 
For example, one can regard Eq. (5.4.8) as giving the ground water flow in a 
homogeneous isotropic medium in the neighborhood of one end of a 'ong bluff 
impenetrable substrate. The repository surface S could be situated as shown 
in Fig. 5.4.3. 

Equation (5.4.8) cannot be solved readily for z = f(w) so it is best in 
this case to consider w = F(z) and employ Eq. (5.2.21) for the determination 
of o(P). From Eq. (5.4.8) 

z 
Therefore by Eq. (5.2.21) 

F'(z) = | + U . (5.4.9) 

do = LS-I ,- dtf . (5.4.10) 

Now introduce the polar coordinates (r,e) and set z = r e 1 e . By Eq. (5.4.8) 

<t> = v In r + Ur cose (5.4.11) 

ii = MO •>• Ur sine (5.4.12) 

Along a fjxed_ streamline it follows from the last equation that 

U sine dr = -(„ + Ur cose) de (5.4.13) 

Therefore by Eq. (5.4.11) 

2 2 ? Ur sine d0 = U sine(M + Ur cose) dr - U r sin e de 

= -[(M + Ur cose) 2 + U 2r 2sin 2e] de 

= - (u + Ure i e)( M
 + Ure" l e) de 

= -In + Uz |2 do (5.4.14) 
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This expresses the change in potential in terms of the change in the polar 
ray e. Combining this with Eq. (5.4.10), since |z| = r, 

do de U sing 

So that on substituting Fq. (5.4.12) 

(5.4.15) 

(U sine) 
(5.4.16) 

Ore can integrate this, starting at e , to 9 holding * constant in 
conformity with the discussion of Section 5.2. 

9 
1 C ° 2 

o ( P ) = - V l (ux -i|,) csc x dx 

-y (vX - ill ) COt X 
e 

- ^-~ ln(sinx) 
eo U 

7 (ye-*) cote - (He -i()) cot e - v l n TTf (5.4.17) 

The ray o = e intersects the potential line <b - t at r = a. On A 
tne boundary data is prescribed. The relation between $ and fy, e is 
obtained by combining Eqs. (5.4.11) and (5.4.12). 

* o " * l nyrs-rne- o j + (l|i - |iS ) COtO (5.4.18) 

Equation (5.4.17) can be used as follows. Construct the $ - * flow net and 
locate the intersection of the potential line 4 and the streamline* where 
the boundary source point (a,en) is locoted. (This is more convenient than 
trying to solve Eq. (5.4.18)). The point P moving along the streamline i<is 
then characterized by the intersection of the variable ray e with the stream­
line if, = constant. See Fig. 5.4.3. 
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We now turn to an alternate analytical method for the determination of 
o(P). It is based on the derivative relation (Eq. (5.2.8)) which couples the 
gradient field of the velocity potential function ${x,y) with that of the 
scalar function a(x,y) 

©tHDty-- 1 (5-4-19) 

Since i and its derivatives are known in principle one can introduce the 
functions 

iJ-^U.y) , || = «S2(x,y) (5.4.20) 

There results the first order linear partial differential equation 

tf^x.y) ff + «2<x,y) |i = -1 (5.4.21) 

The general solution can be constructed by the method of characteristics and 
is of the form 

u2(x,y) = gfUjtx.y)) (5.4.22) 

Here u,(x,y) = c, and u?(x.y) = c, are any two independent solutions 
of the associated ordinary differential equation system 

Tne construction of this general solution proceeds as follows. One first 
solves the equation 

,., tf?(x,y) 
¥• = -r-i r (5.4.24) 
ax * 1(x,y) v ' 

or its inverse. The solution can be represeited in the form u,(x,y) = C,. 
This result allows one to express say y in terms of x and c r Then one 
considers the remaining equation in Eq. (5.4.23), say 
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Before integrating one expresses y in terms of x and c,. After integrating 
one replaces c, in terms of (x,y). The resulting solution is of the form 

u 2 i a + h(x,y) = c 2 , (5.4.26) 

On substituting this into Eq. (5.4.22) there results the general solution 

°(x,y) = gfu^x.y))- h(x,y) (5.4.27) 

Here h and u are defined functions and g is an arbitrary function which 
must be determined from the boundary condition, Eq. (5.2.26) 

°(x 0,y 0) = 0 (5.4.28) 

where (x ,y ) is a point on the boundary curve which defines the 
repository position. 
C. The Stagnation Point Flow 

Consider the potential function tf(x,y) = a(2xy) which describes the flow 
in the neighborhood of a stagnation point. The flow net is shown in Fig. 5.4.4. 
Equations (5.4.21) and (5.4.23) have the form 

2 * ! £ + Z x ! y - - £ ( 5- 4- 2 9 ) 

dx dy , 
27 " 27 " - a d o 

The first pair of equations yield 

u^x.y) = x 2 - y 2 = C : (5.4.30) 

and with this the first and last term can be written 

-, f = -do (5.4.31) 
2Vx2 - c, 
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This integrates into 

u2(x,y) = oo + j c o s h - 1 / — \ = c 2 

- -« 4 c o s h - ^ _ ^ \ = c2 (5.4.32) 

Thus the general solution is 

o.o(x,y) = g(x 2 - y 2) - \ cosh - 1/ * \ (5.4.33) 
V x Z - y2/ 

in agreement with Eq. (5.4.27). Suppose that o = 0 along part of the 
potential line xy = 1. Then 

g(y~2 - y 2 ) = \ c o s h " 1 / — £ \ (5.4.34) 
Vr 2 - y2/ 

which determine the arbitrary function g. To find its functional form set 

u = y~2 - y 2 (5.4.35) 

Then for y > 0 

-1 / 2 V / 2 

y = —j ± m (5.4.36) 
(u Z + H ) 1 U - u/ 

Both square roots are taken positive. Substituting for in tei is of u yields 

9(U) ^ ° S h " t u ( u W ' 2 - u J l (5-4,37> 



5-27 

With g determined, the time-distance function o(x,y) becomes with Eq. (5.4.33) 

a ( x > y ) - i j i c o s h " 1 ( ( x 2 . ^ ) [ ( x 2 . y 2 ) i > ! 4 ] m . ( x 2 _ y v ) 1 / 2 

cosh"1! [ x j _ ^ m (5.4.38) 

If the repository surface S given by xy = 1, is restricted by x < x < x, 
one must restrict the range in y to stay in the "shadow region." 

The method just discussed is not restricted to rectangular Cartesian 
coordinates (x,y). 'n general curvilinear coordinates n- Eq. (5.4.19) 
takes on the form. 

_1_ s£_ *o_ + __!__ j}£_ 3o_ _ _j ( 5 4 3 9% 
g^j Snj 3n^ 9 22 S T»2 3 n 2 

where the g.. are th' metric coefficients. The Eqs. (5.4.23) are replaced 
by 

dn-̂  dri2 
1 ib = 1 H 

911 3 n l 922 3 n 2 
-da (5.4.40) 

For cylindrical polar coordinates for example g,. = 1, g ? ? = r', n-, = r, 
iu = e. In case the integrations in Eq. (5.4.40) are difficult to perform 
numerical integration method are obviously called for. 

Before concluding this section we consider some generalizations mentioned in 
Section 5.1. The construction of the travel time distance function can be carried 
out even if the ground has an anisotropic permeability. This is very important 
in practical applications. 

Consider a two-dimensional groundwater flow in a homogeneous anisotropic 
medium with principal axis permeabilities k v, k . The combination of con­
servation of mass of the fluid and Darcy's law leads to the elliptic equation 
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where * is the potential function first introduced in Eq. (5.1.7). On dividing 
by k this can be written 

£*VH(VH-
With the new (scaled) Y coordinate 

(5.4.42) 

•£ Y = y V l T L (5.4.43) 

and 

X = x 

there resu l t s the po ten t ia l equation fo r an i so t rop ic medium 

2 2 
?-$+ a - | = 0 (5.4.44) 
aX^ aY^ 

One can of course equally well rescale the x coordinate. 
Suppose now tnat the boundary value problem for the harmonic function * 

has been solved from Eq. (5.4.44). Then the conjugate stream function *(X,Y) 
and the couplex potential F(Z) can be constructed as follows. In view of Eq. 
(5.2.17) the complex potential F(Z) has the form 

F(Z) = $(X,Y) + i*(X,Y) (5.4.45) 

With 

Z = X +• iY , Z = X - iY , (5.4.46) 



5-29 

Now set 1=1, then 

F(Z) = <1(Z,0) + if.{Z,0) (5.4.47a) 

To find F(Z), given the isotropic potential *(X,Y) one computes from Eq. (5.4.45) 

= j £ - i f f (5.4.48, 

by using the Cauchy-Riemann Eqs. (5.2.1). Since t and its derivatives are in 
principle known function set. 

|f=* 1(X,Y) (5.4.49) 

Thus 

F'(Z) = ^(X.Y) - i*2(X,Y) (5.4.50) 
which with help of Eq. (5.4.47) becomes 

F'(Z) = ^(Z.O) - i*2(Z,0) (5.4.51) 

On integrating there results the complex potential 

z 
HD = { WjlZ',0) - i#2(Z',0)] dZ' (5.4.52) 

from which one can readily isolate the stream function <//. 
As a simple illustration consider again the stagnation point potential 

*(X,Y) = n(2 XY). Then 
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^(X.Y) = o2Y ; #2(X,Y) = c2X (5.4.53) 

so that 

F(Z) = / C-iaZZ'] dZ' 

= -iaZ 2 . (5.4.54) 

Once w = 0(X,Y) + i*(X,Y) = F(Z) has been constructed o(P) can be determined 
by the methods discussed. Then one replaces the distorted coordinates (X,Y) 
or the distorted flow net t - $ with help of Eq. (5.4.43) in order to recover 
the original physical field variables in the anisotropic field. 

5.5. The Solution of the Three-Dimensional Transport Equation 
The construction of the solution to the transport equation in two 

dimensional flow fields depends seemingly on the existence and employment 
of the potential and stream functions describing the flow pattern. 
Unfortunately this conjugate pair of harmonic functions does not exist for 
three dimensional flows. Of course one has a ground water potential function 
for such flows but its mathematical coupling to the three-dimensional stream 
surface function is not as analytically connected as the Cauchy-Riemann 
equations in two-dimensional flow fields. Thus one must seek an alternate 
approach. 

The proper suggestion comes from the properties of the functions which 
were required in the solution of the two dimensional problem. These are given 
by Eqs. (5.3.3), (5.3.4) and (5.3.5), i.e., 

(v#)-(va) = -1 P eR (5.5.1) 
o(Q) = 0 , QeS (5.5.2) 
o(P) > 0 , P ER (5.5.3) 

It will be shown that if one postulates the existence of a travel time position 
relation a = o(P) which satisfies the properties (Eqs. (5.5.1) and (5.5.3)) that 
one can then obtain the solution to the governing Eq. (5.1.9) 

^ - j | M ' « > - ( ' C n > + »„C„- V l C n - l n . 1 , 2 , ... , x o - 0 (5.5.4) 
n 
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The side conditions are (Eqs. (5.1.11) through (5.1.13)) 

C n(P,0) = 0 , PeR (5.5.5) 

C n(Q,t) = C°gn(Q,t) , Q ES , t > 0 (5.5.6) 

9n(P,t) =0 , t < 0 PERUS (5.5.7) 

In view of Eq. (5.5.1) we now assume only the existence of a flow potential 
function 0(P) and the travel-position function o(P) which generates an ortho­
gonal gradient field described by Eq. (5.5.1), with o obeying the minor, 
non-negative properties of Eqs. (5.5.2) and (5.5.3). In addition we shall 
impose the geometrical restriction (Eq. (5.3.9)) on the position of the 
repository surface which leads to (see Eq. (5.3.12)) 

(V(6).(vgn(P,t)) = 0 , t > 0 , PeRUS (5.5.8) 

The above formulation has the interesting consequence that the solution to 
these governing equations presented below will also be the solution for the 
one, two and three dimensional flow fields. The reader must, however, keep 
in mind that it is now no longer possible to reduce the transport Eq. (5.5.4) 
to the single form given by Eq. (5.3.1) but Eq. (5.5.4) must be solved in the 
three dimensional space. We shall construct the general (non-recursive) 
analytical solution. The method employed is a generalization of the 
classical solution method described by the writer in Ref. (HI), p, 427. 

The solution for the mother concentration (n=l) of Eq. (5.5.4) is 

^(P.t) = C°e x l

 9 l(P,t - K l 0(P)) (5.5.9) 

as already obtained for the two-dimensional case in Eq. (5.3.17). That this 
satisfies the three dimensional problem is verified by computing 

3 C1 n -*iKi"(P) 39i 
T T T = C ? e ^TT (P,t - K lc(P)) (5.5.10) 
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(v*).^) = cje X i (v*Hv g i(P,t -K l 0(P))) - K ^ r t M v d ) 

[•^ (P,t - Kl0(P)) + x ^ P . t - Kl0(P))Jj 

-x.K.atPJpg, -i 
= C l K l e [jt 1 (P,t - Kjo(P)) + XjgjfP.t - Kjo(P))J (5.5.11) 

by using Eqs. (5.5.1) and (5.5.8). Substitution of these expressions into 
Eq. (5.5.4) verifies the solution Eq. (5.5.9) for n = 1 (x = 0). Further­
more Eq. (5.5.9) satisfies the initial condition (Eq. (5.5.5)) because 
of Eq. (5.5.7). Finally, Eq. (5.5.9) obeys also the boundary condition 
(Eq. (5.5.6)) on account of Eq. (5.5.2). 

The only remaining quantity to be constructed is a = o{P). Once a is known 
the mother concentration is completely determined, o arises in the solution of 
every member of the radionuclide chain and the determination of this function 
ca.i be obtained from the solution of the partial differential Eq. (5.5.1). 

We now extend the result (Eq. (5.5.9); and propose for the general solution 
of the governing Eq. (5.5.4), 

n n -»K«(P) 
C n(P.t)- £ E * P P f

n,P,q ( P , t " V ( P ) ) 

p=l q=l 
-X K <j(P) 

+ C°gn(P,t - Kno(p))e n n , n = 1,2, ... (5.5.12) 

The functions f are unknown at this point and are to be found subject 
n,p,q 

to the imposed asymmetry condition 

fn.p.q^J • " Vq.P^J ' t > 0 ( 5 - 5 ' 1 3 ) 

and where 

f n . P . q ( P * t ) - f n . P . q ( Q , t ) " ° • W 0 < 5 - 5 - 1 4 ' 
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The determination of the f_ functions proceeds in a number of stages. 
Their determination rests on the fact that if C (P,t) is the solution of 
Eq. (5.5.4) then the f functions must satisfy certain constraining n»p»q 
equations. If the reader is not interested in the mathematical details of 
the solution he may wish to turn to the final result, Eq. (5.5.50). 

By using the asymmetry condition (Eq. (5.5.13)) one can re-write Eq. (5.5.12) 
as follows 

C n(P.t)=i Z 2 > • ' fn,P,q ( P' t-V ( P ) ) ~ e 

p=i q=i 

fn,p iq« p' tV< p)) 
-X k o(P) 

+C°g n(P,t -K na(P)) e n n (5.5.15) 

From this one observes that the proposed solution form for C (P,t) obeys the 
initial condition (Eq. (5.5.5)) by using Eqs. (5.5.3), (5.5.7) and (5.5.8). 
The boundary conditions (Eq. (5.5.6)) are also satisfied in view of Eq. (5.5.2). 
Therefore the only remaining condition to be met is to show that C (P,t) 
obeys the governing partial differential equation. Substitution of Eq. (5.5.12) 
into Eq. (5.5.4) and using Eqs. (5.5.1) and (5.5.8) yields 

n n 

E E 
p=l q=l 

(j " £ ) It 'n.p.qC.t " V< P » + (\, " >p ty fn.p.q^'1 " V<P»_ 

-X p K p 0 (P ) n-1 n-1 

E I 
p=i q 

+ C i V i V i ^ ^ " Vi°(p» e 

- x p K p 0 ( P ) 

n..i E E V i , P , q ( p > c - V ( p ) ) e 

p=l q=l 
Vl Kn-l"< P> (5.5.16) 

Here use has been made of a property of the as yet unknown functions 
f , i.e., n.P.q 

(v0)-(vf n ) P ) q(P,t)) = 0 PERUS t > 0 (5.5.17) 
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This property will be verified subsequently. 
It is Eq. (5.5.16), together with the various constraints such as Eqs. 

(5.5.13), (5.5.14) and (5.5.17), which when solved will yield the solution to 
the problem. 

On equating coefficients of the different exponentials in Eq. (5.5.16) 
and slightly re-arranging the equations one obtains 

T.\h 
X_ iK„ :fc'n.P.q ( P- t ) + W n . P . q H - K ^ V [ £ Vl.p.q^1) 

.n-lClW'*)] ' P " 1'2' n - 1 (5.5.18) 

where 

x K - x„K„ 
„ _ u _ _P_E 3_a 
up,q " uq,p " K - K 

U 
0 , ifj 
1 , i=j (5.5.19) 

The differential-difference equation system (Eq. (5.5.18)) for the functions 
f can be reduced in several stages to a simpler difference equations 
system for a new set of unknown functionsh . For this purpose introduce 

n,p,q r p 

the integral transformation 

'n.p.q*"^ " J<"p,q > hn,p,q' P' S> • *> (5.5.20) 

where the integral operator J is defined by 

J (M, P(S) , t ) 
e " M t J p(s)e" s ds , t>0 

o 
0 , t<0 

(5.5.21) 

One finds from Eqs. (5.5.20) and (5.5.21) that, f (P) i< a solution of 

df, 
k ^ (P>t) = " ^ nVn^P't) + Vn.ntP.t) "3t p,q n,p,q n.p.q1 (5.5.22) 
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Furthermore by Eqs. (5.5.13) and (5.5.22) there follows the asymmetry condition, 

Vp.qC't) " -Vq.p*"-') " ( 5- 5- 2 3 ) 

If the last two equations are substituted into Eq. (5.5.18) there results with 
help of Eq. (5.5.19) 

E K.p " >P.q> Vp.q*"'1* + S hn.p,q(P.t) " q=l q = 1 

"rVl.p.qf-t' + Cl^.n-lVlC'^ " (5.5.24) 
q=l 

VlKn-l 

The key to the solution of this equation is the fact that h „ „ and f 
n,p,q n,p,g 

satisfy the recurrence relations 

, v M n p n,p Hp,q 'r'^ 
(5.5.25) 

(5.5.26) 

One shows that if Eq. (5.5.25) is assumed valid then Eq. (5.5.26) is 
a consequence of Eq. (5.5.20). Furtherfore, one establishes that if Eq. 
(5.5.23) is valid then Eq. (5.5.25) hold for the function pairs (h , 
h , ) and (h , h . ). One can now combine Eas. (5.5.24) n-l,p,q' n.q.p' n-l,q,p' v 

and (5.5.26). There results a cancellation of the two sums leaving only 

A K 
E V p . q C ^ * rf-r-^ C°n-l 5p,n-lVl( P' t) P = X» 2> ••• " " X < 5- 5- 2 7> 

Once this difference equation is solved, the h functions when substi­
tuted into Eq. (5.5.20) yield the function f which then determine the 
general solution given by Eq. (5.5.12). It is the solution of Eq. (5.5.27) 
which constitutes the major part of the following analysis. One observes 
from Eq. (5.5.23) that 
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y p > p ( P , t ) = 0 (5.5.28) 

Now suppose p > q. It will be seen later that this condition allows one to 
satisfy the symmetry condition (Eq. (5.5.13)). One can then solve the Eq. 
(5.5.25) iteratively fo>" n leading to 

h n . P . o ( p , t ) - i J ^ h P . q ( p - t ) • p > q • ( 5 - 5 - Z 9 ) 

where for short hand notation we have set 

WP'l) '= hp,P,q(P't) • (5-5-30) 

L is defined bv n,p 

L n ) P " ' KnVl)( Kn-lV2> •••• < V l V P " l > 2 n " * < 5- 5- 3 1> 
L n , n = 1 - ur,,p,q ^ defined by 

U = G (u ) G , (u ) . . . G , ( u ) , n > p > q (5.5.32) n,p,q °n,Pv P,q n-l,plwp,q' p+l,pllip,q K.J.J.^I 

U = 1 n = p > q 
n.p.q 

where 

S p , q ( i ) - ( K q - V ( Z " , , P . q ) ( 5' 5 , 3 3 ) 

A number of properties of G (z) are derived in Appendix G. If the 
solution (5.5.29) is now substituted into Eq. (5.5.27) and the asymmetry 
condition, Eq. (5.5.23), is used there results 

L T. n 1 h (P,t) - V* „ n'q h (P.t) 
>v

 q = l un,p,q M'M
 q = p

 un,q,p M'P 

x K 
K n"-\" Vn-lC-lVl^t' • P = i-2' - • " - 1 (5-5.34) n P r 
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This system determines the functions h„ successively beginning with h, ,. 
These funrtions are linear combinations of the boundary condition functions 
g. (P,t) as can be seen from Eq. (5.5.34). For the solution of this equation 
set 

W't] = £ V^A"'" p > q (5-5-35) 

k=l 
The A k are unknown constant coefficients. It follows from Eq. (5.5.28) 
and (5'.5l30) that 

h p ( p(P,t> = 0 (5.5.36) 

and so in Eq. (5.5.35) 

A n . k = 0 k = 1,2, ... p (5.5.37) 
At this point one can verify the validity of Eq. (5.5.17). By Eqs. (5.5.8) 
and (5.5.35) 

(?*Mvh p ) q(P,t)) = 0 . (5.5.38) 

So that by Eq. (5.5.29) 

(v*)-(vh n i P j q(P,t)) = 0 . (fa.5.39) 

Then in turn by Eq. (5.5.20) 

C « S H v f n ( P ) q ( P , t ) = 0 . (5.5.40) 

Thus, Eq. (5.5.17) is seen not to be an additional assumption but the natural 
outgrowth of condit'cns (Eq. (5.5.8)). One can now turn to the determination 
of the coefficients A, _ ,,. 

Substituting Eq. (5.5.35) into (5.5.34) and interchanging the orders of 
the double sums 
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L n £ £ T J - i - A p q k C k 9 k ( P l t ) " < 5- 5- 4 1> 
n , p k=l q=k u n , p , q p , q , K K K 

' S ^ V± A 1.P.^ 9 n-l{ p - t ) a 

k=l q=p n,q,p 

Equating c o e f f i c i e n t of the g. funct ions gives f o r k <̂  n - 2 

(5.5.42) 

q=k n » P ^ q=p " . t l .P k = 1,2, . . . (n-2) 

and fo r k = n - 1 

Ln n 1 
A n „ i „ i ;= v \t • (5.5.43) 

n , n - l , n - l K ^ - K p 

If one separates out the q = n term in Eq. (5.5.42) 

q=k n' p , q q=P n , q , p k = 1,2, ... (n-2) 
(5.5.44) 

The problem has thus been finally reduced to the solution of this difference 
equation. It is shown in Appendix H that the required solution is given by 

An „ \. = i. P' k r ? Tr 1——\ r 1 r > P > <t > k (5.5.45) 
P' Q > k kq " kp ^.q^p.q'Vl.q^p.q'-'-Vl.q^P.q' 

Here it is to be understood that the factor G (v J is to be replaced 
by 1 when this term appears in the denominator. 
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We can now summarize the solution. Consider the expression for C (P,t) 
in Eq. (5.5.12). By Eq. (5.5.13) there is no contribution when p = q. The terms 
corresponding to q > p can be associated with those corresponding to q < p by 
interchanging p and q and then using Eq. (5.5.13). There results 

n p-lr-x k o(P) 
Cn(P.t) = £ £ e P P f n > p > q(P.t - K p 0 ( P » (5.5.46) 

p=l q=l u 

X q K q 0 ( P ) f n . p , q < P ' t " V ( P ) ) ] + On^ 1 " V< P» e_ 

3y Eqs. (5.5.20) and (5.5.29) with f p j q(P,t) = f p P ) ( )(P,t) 

W^^U^H,^'*' . (5.5.47) 

In turn by eauations (5.5.20) and (5.5.30) 

W'V = J ( Mp.q' hp,q ( P l T ) ' t ] (5-5-48) 

so that by equation (5.5.35) 

On combining Eqs. (6.5.46) and (5.5.47) 

n P _ 1 r Ln n 1 -*„K„o(P) „ 
C„(P.t) = £ £ j j j r ^ - Fp,q(P.t)J + e " n C°gn(P • t - K no(P» 

(5.u.50) 
where 

-* DK D°(P) -XnK

n°lP'> 
F p , q ( P ' t ) = e f p , q ( P . t - V ( P ) ) - e f

P , q ( P , t " V ( P ) ) 

(5.5.51) 
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This represents the final form of the general solution to our problem. The 
functions f _(P>t) are given in terms of the boundary data by Eq. (5.5.49) 

P»q 
with the A„ „ ..'s fixed by Eq. (5.5.45). The solution holds for a radio-
nuclide chain of arbitrary length. In the following are set out the first 
three members of the matriarchy. 

The mother concentration (n = 1) is obtained from either Eqs. (5.5.9) or 
(5.5.50) with help of the scaling relation (Eq. (5.1.10)) 

N^P.t) = N°e x
 9l(P,t - Kxa(P)) (5.5.52) 

The first daughter (n = 2) concentration by Eq. (5.5.50) is 

L„ -x,K,o(P) 
C2(P,t) = Ijf-F 2 1(P,t) + C°e L L g2(P,t-K2o(P)) (5.5.53) 

But u 2 2 1 - 1 by Eq. (5.5.32) and l_22 = 1 by Eq. (5.5.31). Thus with 
Eq. (5.5.51) 

L„ -X,K,a(P) -X,K,a(P) 
1p-F 2 1(P,t) = e e c f21(P,t - K2a(P)) - e f21(P,t - K^P)) 

(5.5.54) 
In turn by Eq. (5.5.49) and (5.5.21) 

f21(P,t) = A 2 nC° h(t) e " 2 1 / gi(P,T) e" 2^ dT (5.5.55) 
o ' 

where h(t) is the step function and by Eqs. (5.5.43) and (5.5.31) 

L21 "211 " K, K0 

K2 X1 
Kl " K2 

(5.5.56) 
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If these results are substituted into Eq. (5.5.53) and the scale relation 
(Eq. (5.1.10)) is employed one obtains 

-JUC.atP) 
N2(P,t) = e l N 2 ( 1(P,t - K l 0(P)) h(t - K l D(P)) (5.5.57) 

-\,K,a(P) . -X?K?a(P) 
- e i l N 2 x(P,t - K2o(P)) h(t - K2o(P)) + N°e * * g2(P.t - K2o(P)) 

where 
/ 

N 1 > 2 ( P , T ) = K _ ^ e d l J g^P.T 1) e " dt' (5.5.58) 
2 1 »* 

o 
This expression formally agrees with the solution (5.3.18) except that o(P) 
differs for these two flow fields. 

Without filling in all the details of the solution for the second 
daughter (n = J) one has from Eq. (5.5.50) 

C3(P,t) = fefe Fzl(P,t) + F3l(P,t) + F3 2 < P , t )] 
-X 3K 3a(P) + e 3 3 C^fP.t - K3a(P)) (5.5.59) 

By Eq. (5.5.35) 

h 3 1(P,t) = A 3 1 1cJ g i(P,t) 

h 3 2(P,t) = A 3 2 1cJ g i(P,t) + A 3 2 2C°g 2(P,t) 
(5.5.60) 

These two functions are used in the construction of the f functions in 
p.q 

Eq. (5.5.48). In turn, the f 's are used in forming the F. .. function 
with help of Eq. (5.5.51). Finally, the coefficients A. • . are obtained 
from Eqs. (5.5.43) and (5.5.45) 
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A311 " K x - K 3 G 2 1(u 2 1) : A321 " K 2 - K 3 G ^ l ^ ) (5.5.61) 

The L and G coefficients are given in Eqs. (5.5.31) and (5.5.33) respectively. 
The construction of the analytical solution for additional members of the 
radio nuclide chain proceeds then in the same manner. The reader should note 
that with the appropriate form of o(P) Eq. (5.5.50) represents the general 
(non-recursive) solution of the nuclide transport in one, two and three-
dimensional flow fields. 

The time position function o(P) for a three-dimensional field is as 
previously the trajectory of a particle of fixed identity. The governing 
equation is Eq. (5.5.1), which in arbitrary curvilinear, orthogonal 
coordinates ni with metric coefficients g.. can be written 

1 80 8a + 1 30 30 + 1 30 j>0 j /re; g 2\ 
g n 3nL 3nx g 2 2 Sn 2 8n 2 g 3 3 8„ 3 3n 3 " ~ 

This is an extension of Eq. (5.4.39). The path line of a fluid particle which 
is the locus of its position in space as o increase is described by the 
ordinary differential equations system 

drî  dti, dn 3 

(»t ) = 1 lit \ ~ 1 lit 
Un-,' g00\ir\0l g,r,\3Ti, 

-do (5.5.63) 
sll' 

For shorthand notation set 

?T- U7» Fl(n 1,. 2.n3) 1=1,2.3 (5.5.64) 

These functions are known in principle because the potential t is assumed known. 
Then 

dn, dp, d n, 
-=i = ̂  = ,=J- = -do (5.5.65) 

rl r2 r3 
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(5.5.67) 

To find a it is necessary to solve the system 

dpi dug dug dnj di^ dii3 

p — = f— . -r— = T : — > T— - T— (5.5.66) 

These equation in turn are equivalent to the ordinary differential equation 
system 

dn 2
 F z 

g — = .p- = 9 l ( n i , n 2 , „ 3) 
d n 3 F 3 
a _ = r - = g 2( n i , n 2 , „ 3) 

If f and g are analytic in the neighborhood of (m < n, > n 3) 
the Cauchy Majorant method assures the existence and uniqueness of the 
solution to the system (5.5.66). The solution has the general form 

* x(il > "2 ' n3 • cl ' c 2 ^ = " 
(5.5.68) 

f
2(il , n 2 . n 3 ; c^ , c 2) = 0 

In order to actually construct the solutions by quadratures a number of 
methods may be employed. 

(a) It may happen that one of the equations in Eq. (5.5.66) can be 
integrated directly due to the absence of one of the variables. Let it be 
the first equation and suppose u,(ni , n 2) = c, is its integral. 
With help of this one can eliminate n, from the second equation or r\„ 
from the third equation. One obtains respectively u-U, > n-J = c„ 
or v 2 ( n i , n 3) = c 3. 

(b) It may happen that two of the equations (Eqs. (5.5.66)) are of such 
a form that they contain only the variables whose differentials enter the 
equations. Then one can integrate these two to obtain two solutions, say of 
the form 

u
1 ( i 1 . n 2 ) = Cj ; u 2(n 1 (n 3) = c 2 (5.5.69) 
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(c) One can re-state the Eq. (5.5.66) with help of the fraction as follows 

dni I"2 _ d"3 _ V" 1 * ^"^ + k 3 d n 3 (5.5.70) 
Fl F 2 F 3 kl Fl + k 2 F 2 + k 3 F 3 

where k,, k„ and k, are any multipliers, not necessarily constants, 
which may be chosen as any functions of iu, n ?, n 3- The choice can be 
made so that 

i) The last expression in Eq. (5.5.70) taken with one of the first three 
terms yields an equation which can be solved by quadrature.. With this 
integral one can proceed as done under (a). 

ii) Two different choices of (k,,k 2,k 3) are made so as to give two 
integrals 

iii) Choose the multipliers so that 

kl Fl + k 2 F 2 + k3 F3 = ° (5.5.71) 

Then the numerator in the last term in Eq. (5.5.70) must vanish also which 
gives rise to the Pfaffian equation 

kjdnj + k 2dn 2 + k 3dn 3 = 0 (5.5.72) 

If one defines the vector k with help of the unit vectors a. 

k~ = a 1k 1 + a 2k 2 + a 3k 3 (5.5.73) 

the condition of integrability of Eq. (5.5.72) is that 

kx curl k = 0 (5.5.74) 

If this is met, Eq. (5.5.72) can be integrated by standard means. 
In summary the above method give rise to integrals of the form 

of Eq. (5.5.69). These equations can be used to construct the scalar function 
o(P) as follows. Consider that Eq. (5.5.65) is solved say for the last pair 
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^-=-Fi 1(n 1,n 2,n 3) (5.5.75) 

Now eliminate n, and n 2 from the right hand side with help of Eqs. (5.5.69). 
The resultant integral will be of the form 

u3 E ° + ho' n3' cl , c2' = c3 (5.5.76) 

If c, and c, are replaced again with Eq. (5.5.69) 
u, = a + h(n. ,n„>n3) = c, (5.5.77) 

where h is a specific function. 
Now the general solution of the original partial differential Eq. (5.5.62) 

is of the form 

u3(n1,Ti2,ti3) = gfUjtnpn,) , u^nj.n,)) (5.5.78) 

where g is an arbitrary function. Thus one has finally 

"(tij.ng.ij) = gtuj^n-png) , u ^ n j ^ ) - h(n1,n2»n3)) (5.5.79) 

The arbitrary function g is determined from the boundary condition (Eq. 5.5.2) 
where Q is a point on the potential surface which coincides with the 
repository surface. As a very simple illustration consider the three-
dimensional flow field into a sink. The potential function is given by 

(6(r) = - £ . (5.5.80) 

Equation (5.5.62) takes on the form with n. = r, n ? = e, n 3 = i|>» 9-,-, =1, 
g„„ = r , g 3, = (rsine) (spherical coordinate system) 

7 I F * 0 ! ! * 0 ! ? - - 1 • <5-5-8 1> 

The associated ordinary differential equations system (5.5.63) is 

r2dr = f- - f = -da (5.5.82) 
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so that e and * are constant and 

r 3 
\o(r) = c - 'y- . (5.5.83) 

I f a = 0 at r = R then 

a(P) = 3Y (R3 - r 3 ) , 0 < r < R . (5.5.84) 

We will discuss the travel time position function o(P) for a number of three-
dimensional flow fields of interest to ust in a forthcoming report. 
5.6. The Nuclide Transport in Presence of Dispersion 

In this last section we introduce the effects of dispersion on the nuclide 
transport in two-dimensional hydrological flow fields. With dispersion taken 
into account Eq. (5.2.23) reads 

The velocity components are determined with help of eithsr the potential 
function tf(x,y) or the stream function it>(x,y) by using Eq. (5.2.2) 

V = i£ = ii v = M = _. 3£ (5 6 2) 
x a ay » y ay ax w'" -'' 

Recall that fa and ip are harmonic functions 

v2tf = 0 , v Z* = 0 , (5.6.3) 

and that they form an orthogonal coordinate system 

(V(J)-(v*) = 0 . (5.6.4) 

As in Section 5.2 one introduces instead of the Cartesian coordinate system 
(x,y) the new coordinates 0(x,y), iji(x,y). The convective terms in Eq. (5.6.1) 
becomes with help of Eqs. (5.6.2) (see also Eq. (5.2.5)), 
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V — D . + V _!l = .q2 " (5.6.5) 
x ax y ay H it l ' 

where 

q 2 = V 2 + V 2 (5.6.6) 

is the square of the fluid velocity vector. The Laplacian operator transforms 
as follows 

3 2C 3 2C„ , aC , a 2C a 2C 
-r + - r 1 • c2*) I F +" - / + 2«"-"> w 
ax L ay' v atf * r 

, aC , a 2C 
MO) ar"""-^ ( 5 - 6 - ? i 

™ 3i)i 
In view of Eqns. (5.6.3) and (5.6.4) this simplifies to (Lamme, 1835) 

3 2Cn + 3 2Cn 2 /a 2Cn . a 2Cn\ ,c , 0. ? w = q I j- + *•( (t>.b.8J 
ax ay \ a* âi 

When Eqs. (5.6.5) and (5.6.8) are combined with Eq. (5.6.1} there results 

2 2 
n + ii^ti n + c = D 3^±L ( n + n\ + - n = 1 2 „ 

at K n H n n K R ^ ? ^ n-1 n-1 o 
(5.6.9) 

2 
In this equation one must treat q as a function of the independent 
variables 0,i/>. This relation has already been derived in Eq. (5.2.26) 

•> IH,|-2 
q'(iM) = |a£| • (5.6.10) 

Recall that one can always construct in principle the inverse function z = f(w) 
to the complex potential w = F(z). With f(w) the derivative on the right hand 
side is then known. The side conditions for Eq. (5.6.9) are, see Eqs. (5.3.8) 
through (5.3.12) 
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C n«,*,0) = 0 (5.6.11) 

C n(«S 0 >*, t) = C°g n(*, t) (5.6.12) 

Equation (5.6.9) is a variable coefficient linear, parabolic partial differ­
ential equations system. The solution to this set of governing equations will 
be discussed in our next report. 

I wish to acknowledge many helpful discussions with E. 0. Pinney about this 
work. 
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6. Finite Element Analysis of Radionuclide Migration 
6.1 Introduction 

The prediction of the space and time dependent concentration of radio­
nuclides in geologic media from various analytical and/or numerical methods may 
give some important implications in the underground storage and disposal of 
high level nuclear wastes. Analytical solutions of the one dimensional trans­
port equation for aqueous concentrations of nuclides in sorbing media, with and 
without dispersion, have been published (HI, H2, LI). Although these analyt­
ical solutions give exact expressions and valuable insight, they can be applied 
only to the limiting cases where the transp rt parameters are assumed to be 
constant or to the transport in geomet, ically si ->lified space. In order to 
solve the more general problem we must eventually rely on some numerical 
technique. The numerical solution to the radionuclide migration problem based 
on the finite difference method has been carried out by R. T. Dillon, R. B. 
Lantz, and S. B. Pahwa (Dl) The finite difference method is a useful method 
to solve the partial differential equation directly, but this method is not 
well matched to the transport problem with complicated geometrical boundaries. 
A more effective method is that of finite element matrix analysis, which allows 
us to solve a more generalized problem (Yl). 

We here present two matrix transport equations; one is for transport with 
constant water velocity and the other is for the general case. The matrix 
equations are applied to compute the aqueous concentrations of a three-member 
decay chain in a one dimensional geological medium with constant parameters. 
The finite element solutions for the concentration boundary condition are 
compared with the analytical solutions. It is found that the finite element 
approach gives a sufficiently good approximation to the exact analytical 
solution. 

The finite-element solutions for a current boundary condition and those for 
transport with a dissolution source term are presented, and the differences 
resulting from these three different boundary situations are discussed. 

The application of the finite element matrix equation to the transport in 
one dimensional, multi-layered geometric media and to the transport in multi­
dimensional geologic media are also discussed. 
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6.2 Theoretical Approach 
6.2.1 Basic Model Equations 

The basic equation which governs the water flow in the porous medium can 
be derived in part from the equation of continuity 

| F ( t P w ) + V - ( P W V ) - q (6.2.1) 

where v (v ,v ,v ) is the velocity of water, p is the density of the 
water, q(x,y,z,t) is the source of the water, e is the porosity of the porous 
medium. The water velocity v is given by Darcy's law 

v — ^ vcS (6.2.2) 

where k is the Darcy's constant (k=fk ,k k )), u is the viscosity of the 
x y z 

water, and $ is the pressure and gravitational potentials 

i = P - P wn (6.2.3) 

For noncompressible fluids, Eq. (6.2.1) can be written as 

V-(P WV) = q (6.2.4) 

Substitution of Eq (6.2.2) with Eq. (6.2.3) into Eq. (6.2.4) gives the 
basic equation which governs the static pressure 

3_/k IP.) + a_ fk 1£] + i_( k AR\ ax 1 x ax' ay v y sy' az* z az' 

-"w Ix <kx I7> " °w f A lf» " >w ir' kz IF) = ^ " ! x ' ^ z ' t > < 6 - 2 - 5 ' 

where the Q and q are known functions, when the pressure field is solved as a 
function of the space, we can immediately calculate the profiles of the water 
velocity from Darcy's law. 

The transport equation for the aqueous concentration N. of nuclide i in 
ground water flowing at velocity v through a porous medium results from the 
mass balance 
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3N. 3N. 

kW + hW + iy<W + f i^zV " h^K TT> ~ h{°yW-] 

~ li^z TT> + * i K i N i - * i - l K i - l N i - l = ° ' *0 - °« 1=1.2.3,... (6.2.6) 

where K. is the sorption constant defined by K. = 1 + ( 1 - E ) K D . / C , K... is 
the distribution coefficient, D ,D , and D are components of the 

x y z 
dispersion coefficient D, and \. is the decay constant of nuclide i. 
Generally the sorption constant, dispersion coefficient, and water velocity 
are given by space-dependent functions. 

Before the initial release of nuclides begins the concentration of each 
nuclide is considered to be zero. 

N^x.y.z.O) = 0 (6.2.7) 

These systematic equations should be solved simultaneously under the 
appropriate boundary conditions. 

6.2.2 Boundary Condition 
For the hydrogeological transport equation, three different types of source 

boundary conditions are considered. One is the concentration boundary condi­
tion, the boundary problem of the first kind. Another is the current expres­
sion, which includes convective and dispersive transport at the boundary, the 
boundary problem of the third kind. The analytical solutions for the first 
kind have been obtained by D. H. Lester, G. Jansen, and H. C. Burkholder (LI) 
and the analytical solution for the third kind has been presented in recursive 
form in our previous work (HI). Another important and realistic boundary con­
dition is the source condition, which can be directly inserted in the basic 
transport equation (HI). The physical schemes of these three different 
boundary conditions are shown in Fig. 6.2.1. 

The infinite medium boundary condition is 

N^x.y.z.t) = 0 , x.y.ze Sj (6.:.8) 

where S, denotes the boundary at infinite distance from the repository. 



1 Nj(O.t) = Bjd) 
^ 

l^A 
F i ( t ) 

- D — ' + v N i l O . t l 

Concentration field 

Fill) 

(a) Concentration 
boundary condition 

(b) Current boundary 
condition 

(c) Transport with source 

Fig. 6.2.1 Physical scheme of three different boundary 
conditions 
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For a step release, the concentration boundary condition at the repository 

is given by 

N.(x,y,z,t) = B^t) x.y.z e S R (6.2.9) 

where S R denotes the surface of repository. The B.(t) is jiven by the 

Bateman equation 

B.(t) = 2 b „ exp(-x.t) (6.2.10) 

with the Bateman coefficient 

If we assume that the nuclear waste matrix and its contained radionuclides 
dissolve at a constant leach rate over the time period T and neglect the 
dispersive transport at the repository, the initial concentration of i-th 
nuclide can be written by 

N° = M9/ Q T (6.2.12) 

where M. is the initial amount of nuclide i per unit initial amount of 
waste, and Q is the volume flow rate of water per unit time, per unit initial 
amount of waste. 

For a band release, the concentration boundary condition is given by 

lyx.y.z.t) = B^t) [h(t) - h(t-T)], x.y.zs S R (6.2.13) 

Another important boundary condition is that of the third kind which 
results from tha consideration that the leach rate of nuclide must be equal to 
a sum of the rates of convective and diffusional transport, thus 

Y 3 [h(t) - h(t-T)] = -DVNi + v N^x.y.z.t) , x,y,z e S R (6.2.14; 
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where S R is the area of waste surface in the water phase. 
In the special case without diffusional transport at the repository, 

Eq. (6.2.14) becomes 

M? 
j ^ [h(t) - h(t-T)] = v ^.(x.y.z.t) (6.2.15) 

This is equivalent to Eq. (6.2.13). 

6.3 Finite Element, Approach 
We apply the finite element method of weighted residuals to solve the 

system of equations for watar flow and hydrogeological transport. We present 
two matrix equations. One is convenient for solving the problem with constant 
migration velocity and with concentration boundary condition. The other is 
convenient for solving the proi.lem wit.i t.lia current boundary condition. 

6.3.1 Matrix Equation of Darc.y Flow 
Consider the pressure, graviational potential, and source fields in a 

given arbitrary element. We assume these fields to be approximated as 

P ( e ) = [H P]{P} = 1 H^(x,y,z)Pi (6.3.1) 

Q ( e ) = [ H n ] « } = I H ^ x . y . z ) ^ (6.3.2) 

q ( e ) = [H q] {q} = £ H?(x,y,z)q (6.3.3) 
i 

where H , H , H^ are the interpolation shape frictions for the pressure, 
gravitational potential, and water source fields, P., o., and q. are the 
numerical values of the pressure, potential, and of the flux of the water at 
i-th node of the element, and m is the number of nodes in the element con­
sidered. The notations [ ] and { } denote the row and column matrixes, 
respectively. 
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Generally the Darcy constant is space dependent, and we express the 
components as 

4 S ) = [H k ] ( k x } (6.3.4) 

k j S ) = [H k ] { y (6.3.5) 

k ^ e ) = [H k] {k z ) (6.3.6) 

In Eqs. (6.3.1) - (6.3.6), different shape functions are used, but use of 
a single shape function w i l l not introduce significant errors. To simplify 
the mathematical treatment, we put 

[H P ] - [H ] - [H q ] = [H k ] = [H v ] = [H] (6.3.7) 

According to the Galerkin's method of weighted residuals, multiplying the both 
sides of Eq. (6.2.5) by the weight function H i and integrating the resultant 
equation over the volume of the element, we have 

r a i J e ) a a D ( e ) , a D ( e ) 
4 H i tiX <kx ^ T - ) + iy <ky ly—) + k^z H—» d Ve 

->X "i^x If)'0 + fy<ky I f / ^ + iF<kz i f ) ( 6 ) ] d V e 

w 

After integrating the f i r s t and second terms by parts, we have 

4<¥ S >dSe - ,e\__l>z \ %t~] d V e 

= 7^ 4 H i " d v e < 6 - 3 - 9 > 
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Substitution of Eq. (6.3.1) - (6.3.6) into Eq. (6.3.9) gives the finite 
element equation for Darcy flow in porous media 

J V e [ _ £ ( ^ H H y i g l n d v ^ d v e ^ } 

°Jl*L2 ( ^ [ H ] { k q } i ^ l ) ] d v e t t y + / 4[H]{q}dVe (6.3.10) 
q_x,y,z w 

4 < H i k *Sn-> d S e + ->« 4 <Hik " V > d S e 

or in matrix form: 

[tfW - tjitflto} + { S ^ ) - { s ^ J + ' p w {s^} (6.3.11) 

where 

+ 4F [ H ] { k z } 4 F ) d V e (6.3.12) 

{ S w } = ^ / v e M { q } d V e < 6 - 3 - 1 3 ) 

(sp> - 4 ( H i k ^ d S e (6.3.14) 

<4 }= 4 < H 1 k SrT> d S e- <5-3-15) 
This is an inhomogeneous algebraic equation for p 1 ap,,...p and should 
be solved if given values of n. and q i. After construction of the global 
matrix, the pressure gradient and gravitational potential gradient surface-
integrals will vanish from a force balance at the interface area of adjacent 
elements. 
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6.3.2 Matrix Transport Equation with Concentration Boundary Condition 
We approximate the concentration field in a given element as 

N< e) - [H N] N, =ZH k
NN. j k (6.3.16) 

The IT (k=l,2,...m) are shape functions, N i k is a value of N^ at 
k-th node of the element, and m is the number of nodes. As stated in 
Section 6.2, the dispersion coefficient, sorption constant, and the water 
velocity are generally given by the functions of space 

D q
e ) = [H D] {fiq} = £ H° D q j | < , q = x.y.z (6.3.17) 

KJ e ) = [HK] {Kf} = f \§Kuk (6.3.18) 

v j e ) = [H V] (vq} - | Hk
V v q j k , q = x.y.z (6.3.19) 

From the similar consideration used in above section, we put 

H N = H D = H K = H V = H (6.3.20) 
In accordance with Galerkin's weighted residual method, multiplying the 

both sides of Eq. (6.2.6) by the shape function H. and integrating the 
resultant equation over the volume of the element, wa have the finite matrix 
representation 

r H, r* (K.N( e )) + i - (v w( e ) ) + i - (v n ( e ) ) + i-(v w! e ) ) 
•'Ve k L3t l I I ' ax v x I ' ay v y I ' 92 1 z i ' 

. 8 N i e ) . s N i e ) , 9 N i 6 ) 

- — (D — — ) - — (D — ! — ) - — (D — ! — ) 

* ^ ^ \ S ) - ^ . i ^ N ^ j ] dVe = 0 (6.3.21) 

The diffusive terms can be reduced to much a simpler expression, which 
involves only the space derivatives of the first order, by integrating by 
parts: 
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a 9 Ni ( 6 ) r 3 Hk 9 N i ( 6 ) 

•4 V I z k% W* ] d V e " " /vet £ Dq jJL ^ _ ] dVe 

where we used the Gauss theorem to replace the divergence terms by the surface 
integral terms. 

At this stage, we approximate the nonsteady terra by a finite difference 
and write as 

9<KiN'e)) K.N(e)(t) - K.N!(8,(t-it) 
-IT ~ W2 • ' 6 - 3 ' 2 3 ) 
Subst i tu t ing Eqs. (6.3.22) and (6.3.23) in to Eq. (6.3.21) and arranging 

the r e s u l t , we have 

4 H k [ K i ( i f + X i ) [ H ] + S [ H ] { v q } ^ 
q—x,y,z 

+ I iliU /v > [H] + £ D — -] dv {N.l 
q=x,y,z 3q * V L J q=x,y,„z "q sq aq J e * l' 

K 3 N 
- 4 H k ^ ] » *i-l K^itN^^JdVe + 4 H k D j ± - dSe (6.3. 

Equation (6.3.24) can be reduced to the algebraic equation afler 
evaluation of the volume and surface integrals 

24) 

[ke] {N.> = {re} +{se} (6.3.25) 
where 

[k6] = 4 {H} [ ( K l 4 + S-)[H] * _ £ [ H ] { v q } ^ 
q=x,y,z 

I ^P1 {v.}[H] + I D l A - i M ] d V e (6.3.26) 
q=x,y,z "-1 M q=x,y,z M H 
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{ r e } = / V e { H } [H] ( ^ { N ! } + A._x KU1 { N . j } ) dVe (6.3.27) 

{s e } = J S e {H} D i w ^ — dSe (6.3.28) 

At the boundary between two adjacent elements, the continuity of mass is 

f N i e ) v - ° l i r H t h = f N l e ) v - D ir-]u+i)th < 5 - 3 - 2 9 ) 
In the usual case where the concentration profiles and water velocity are 

continuous functions, Eq. (6.3.29) can be rewritten as 

8l\l(e' a N ( e ' 
[- D-,n-3j th = C - D - J n - 3 ( j + 1 ) t h (6.3.30) 

With aid of this equation, the surface-integral terms in all elements, 
with the exception of the boundary element, cancel after assembling the matrix 
element equations into a single global equation. The global equation then 
takes the form 

[k 9] (N^ = {r 9} (6.3.31) 

I rf. N i J = r 9 , k = 1,2,3, ... n (6.3.31) 

where n is the total number of nodes in the space of interest. Our problem is 
now reduced to that of solving the n linear, nonhomogeneous algebraic 
equations with the appropriate boundary condition. 

This equation cannot be applied to the problem with the boundary condition 
of third kind, because the equation does not include the current term given by 
Eq. (6.2.14) in explicit form. But use of this equation is convenient for the 
concentration boundary condition, in which the diffusional transport at the 
boundary is strictly zero. 
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6.3.3 Matrix Transport Equation with Current Boundary Condition 
It is necessary to extend the matrix equation in 6.3.2 to include the 

problem with a discontinuous concentration field. In order to derive the 
matrix element equation in more general form, we split the convective 
transport term in Eq. (6.3.21) into two terms. Thus, 

3 N(e) 
4 I ^(Vi e ,» d Ve=/ve I \W-'*> 

+ /qX,z ("̂ H'W (6-3-32) 
Substituting Eqs. (6.3.23) and (6.3.29) into Eq. (6.3.21) and arranging 

the resulting equation by use of the similar way in 6.3.2, we have 

[ k e ] {N.} = { r e } + iie) (6.3.33) 

but with 

K. 
+ *<K.)[H] -

q=x,y,z 

1/ 

[ k 6 ] = / V e { H ) [ ( ^ + ^K^CH] - I [H] { V q } [ H ] | p l 

+ I D „ | i ^ - ^ l ] d V e (6.3.34) 
q=xfy,z q 3 q 3 q 

e r K i i 
<r 1 =/ve < H } t»l (-JY {Ni> + S - l K i - l { N i - l } ) d V e (6.3.35) 

{ s 6 } = ^ e { H ) (D ^ V N J e ) ) dSe (6 .3 .36 ) 

Assembly of the element matrix equations with help of the relation given 
by Eq. (6.3.29) yields the global equation 

[ k 9 ] (N. ) --= { r 9 } + (s 9) (6.3.37) 
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| l

k k J M i . J - r k * k = 1 ' 2 ' 3 ' ••• 
(6.3.37) 

j i k kVi . i - r i ? + s k • " - " • » " • • • • 
where the integers a,t,t,... denote the number of nodes at which the nuclide 
sources are located. Equation (6.3.37) involves the current surface integra­
tions, which account for convective and dispersive transports. This matrix 
equation can be applied directly to solve the transport equation subject to 
the current boundary condition. 

6.4 One Dimensioial Transport with Concentration Boundary Condition-Constant 
Parameters 

The purpose of this section is to show the applicability of the finite 
element approach to the migration of an arbitrary radionuclide chain in 
geologic media. For this purpose we consider the three-member radionuclide 

004 ?^0 ??fi chain U > Th > Ra in a one dimensional medium with constant 
physicochemical parameters, and we present a comparison of the finite element 
solutions with the analytical solutions (HI). 

6.4.1 Numerical Method 
We first check the error due to different ways of subdivision of the 

migration space. For this purpose we select three different elements. They 
are a) a two-nodal linear element, b) a three-nodal quadratic element with two 
rods of equal size, and r) a three-nodal quadratic element witn two rods of 
different size as shown in Fig. 6.4.1. The linear and quadratic interpolation 
functions used in the computations are, respectively, 

[H] = [L 1 L 2] (6.4.1) 

[H] = [(24-1)4 (24-D4 444] (6.4.2) 

where L.(i=l,2) denotes the normalized, natural coordinate system. I. 
takes the value from zero to unity. When the element a) or b) is used to sub­
divide the space, all memebers of the volume integrations in the matrix [k e] 
and r e can be integrated analytically. 
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1 L±U 
Zj( l ) 

zf_,( I) zL(2) 
(a) 

•IJI: 

z e(2) 
I 

m *—clj i—-—-— djg-*j 
• • i- lil 4 _ 3 £ — i zj\) zp) zfc) 

zlfi) z?J5) z° }Z) 
1 (b) 

"di-« • — • - •i-2 

zjtl) zjB) 
z*,(l) z^(3) z-/2) 

(c) 

d;_o—* 

z-(2) 

XBL 812-261 

Fig. 6.4.1 Finite elements used in this computation, a) two-nodal linear 
element, b) three-nodal quadratic element with two rods of equal 
size, and c) three-nodal quadratic element with two rods of 
different size. 
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Let z. and z, be positions of two nodal points which are measured in 
the original z-scale, then we can write L. and L, as 

L 2 = (z-ZjJ/Czg-z^ = 5 

(z2-z)/(z2-Zj) = 1 - e 

(6.4.3) 

(6.4.4) 

where %, is the relative coordinate measured frori z= z,. From Eqs. (6.4.3) 
and (6.4.4), we have the derivative of shape function 

3[H] 1 3H 1 r i n (6.4.5) 

where |J| is the Jacobian |J| = z ?-z.. Introducing Eqs. (6.4.1) and 
(6.4.5) into the integration terms which are included in the element matrices 
given by Eqs. (6.3.26) and (6.3.27) and using the integrations: 

1/3 1/6 
/ V e (H} [H] dVe = | J | 

1/6 1/3 

/ V e (H} ^ dVe - -
*l/2 

1/2 

-1/2 

-1/2 

J\le 3z 3z a v e - [ 
1 
1̂ 

1 -1 

-1 1 

we have 

[ke] = (^ +^ iK i) I J I 

(6.4.6) 

(6.4.7) 

(6.4.8) 

1/3 1/6 
- V 

1/6 1/3 

"l/2 -l/2~ 
+ D 

FT 

1 -1 

1/2 -1/2 -1 1 

(r e}= |J| 
1/3 1/6 

1/6 1/3 

"<V 4 t> Ni,l + *i-lKi_lNi-l,l 

(6.4.9) 

(6.4.10) 
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For element b) similar mathematical treatment gives 

[* eJ = ( ^ + * i K i > l J 

2/12 -1/30 1/15 

-1/30 2/15 1/15 

Ll/15 1/15 8/15, 

i r >= Kl 

1/2 1/6 -2/3 
1/6 -1/2 2/3 + 

2/3 -2/3 0 . 

" 2/15 -1/30 1/15" 
-1/30 2/15 1/15 
. 1/15 1/15 8/15. 

D 
7/3 1/3 -8/3 

1/3 7/3 -8/3 

L-8/3 -8/3 16/3. 

(K^AtJN 

(K^AtjN 

, l + * i - l K i - l N i - l , l 

. 2 + x 1 - l K 1 - l M 1 - l , Z 

i ,3 + X i - l K i - l N i - l ,3 . 

(6.4.11) 

(6.4.12) 

wh ere |J | = z 2 - z r 

For the quadrat ic element c ) , the integrat ions of a l l members in the 
element matr ix must be evaluated by some numerical technique. When the method 
of Gauss quadrature is employed, the elements k. . and r. can be 
calcu lated d i r e c t l y from 

U g f & ' W W V i -v<Hi>ihk 
aK. 3H, 

D Z ^ M > 1 > 1 (6.4.13) 

L III HI 

(6.4.14) 

where 

IT " P I C 4 1-!- 1 " 4 L 2 + 1 4 L 2 " 4 L l ] (6.4.15) 
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I 

1 
4 
0.0469100770 

2 0.2307653449 
3 0.5 
4 0.7692346551 
5 0.9530899230 

J = (4L 1-l)z 1 + (H\.2-Al])zz * (-4L2+l)z2 (6.4.16) 

The (H-)j^ denotes the value of the shape function at a given point 
L ?=(L ?)o, and w^ is the numerical weight factor. In this computation the 
5-point approximation is used 

0.1184634425 
0.2393143353 
0.2844444444 
0.2393143353 
0.1184634425 

In computing the finite element solution, the semi-infinite space was 
replaced by a finite space ranging from z=0 to z=10,436 m. This model space 
is sufficiently large enough to be regarded here as an infinite space, since 
radionuclides do not reach such a distance within a time scale of tens of 
thousands of years. The model space was divided into 50 elements and the size 
of each element was determined by a series of equal ratio, namely 
| J - | = a b J , with a=l m and b=1.16 (see first column in Table 6.1). 

The time step At=1000 year was used from t=0 to t=10,000 year. After this 
4t=2000 year was used. The computations were continued until the time reached 
52,000 year. 

6.4.2 Numerical Results -Error Due to Subdivision 
The finite-element solutions were computed for the concentration profiles 

OOA ?Tf) ??fi 
of the three-member decay chain U » Th » Ra in a geologic medium 
with constant, parameters. As an illustration of the results, the concentra­
tions of 2 3 4 U , 2 3 0 T h , and of 2 2 6 R a at time t=10,000 year, computed by use 
of three different elements, are compared in Tables 6.4.1 - 6.4.6. The assumed 
constant physicochemical parameters are listed at the bottom of the tables. 
As seen from a comparison among these three finite-element solutions, the 
errors resulting from the use of different elements are very small. The 
maximum error is less than ten percent, with the exception of the results at 
greater distance. Therefore, the two-nodal linear element which yields the 
most simple matrix transport equation is most preferable for use of 
computations. 
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Table 6.4.1 Finite-element solutions for " H U » " Th > " D R a ch<-><n 
resulting from three different subdivisions, concentrations 

234 of U at t=10,000 year, assumed parameters are 
T=3.33 x 10 4 year, v=110 m/yr, 1^=1.43 x 10 4, 
K,,=5.00 x 10 4, K„ =5.00 x 10 2, in « rj Ka 

D=1.76 x 10 m\'yr (For element b the distance 

should be replaced by z 2 i = ( z 2 i _ i + z 2 i + i " 2 - ' 

Node Distance Element a) Element b) Element c) 

N,/N? x 10 N,/N? X 10 N./N? x 10 

1 0.000 9.7229 9.7229 9.7229 
1 
L. 1.00 9.7087 9.7075 9.7088 
3 2.16 9.6911 9.6910 9.6909 
4 3.51 9.6691 9.6671 9.6692 
5 5.06 9.6414 9.6412 9.6410 
6 6.88 9.6064 9.6031 9.6066 
7 8.98 9.5615 9.5611 9.5607 
8 11.4 9.5035 9.4981 9.5042 
9 14.2 9.4281 9.4274 9.4267 
10 17.5 9.3290 9.3198 9.33G3 
11 21.3 9.1982 9.1972 9.1957 
12 25.7 9.0243 9.0082 9.0272 
13 30.9 8.7925 8.7914 8.7881 
14 36.8 8.4839 8.4565 8.4889 
15 43.7 8.0757 8.0752 8.0687 
16 51.7 7.5424 7.4974 7.5471 
17 60.9 6.8609 6.8628 6.8531 
18 71.7 6.0183 5.9528 6.0119 
19 84.1 5.0244 5.0323 5.0288 
20 98.6 3.9251 3.8521 3.8973 
21 115 2.80"! 2.8234 2.8473 
22 135 1.7909 1.7458 3.7718 
23 157 0.98452 1.0015 1.0475 
24 184 0.44724 0.44356 0.46438 
25 214 0.15891 0.17070 0.20105 
26 249 0.040882 0.046582 0.056257 
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Table 6.4.2 Finite-element solutions for 2 3 4 U » 2 3 0 T h » 2 26Ra 
chain resulting from three different subdivisions, concentra­
tions of 234u at t=50,000 year, assumed parameters are 
T=3.33 x 10 4 year, v=110 m/yr. K(j=1.43 x 10 4, 
K T h=5.00 x 10 4, K R 3 = 5 . 0 0 X 10 2, 0=1.76 x 103 m 2/yr 
(For element b, the distance should be replaced by 
Z2i=(z2i-1 + 22i+l)/2.) 

Node Distance Element a) Element b) Element c) 

2 (m) NJ/NJ x 10 N^NJ x 10 NJ/NJ x 10 

1 0.00 0.0000000 0.0000000 0.0000000 
2 .1.00 0.0033915 0.0036980 0.0033665 
3 2.16 0.0075926 0.0076464 0.0076566 
4 3.51 0.012339 0.013370 0.012843 
5 5.06 0.019450 0.019585 0.019616 
6 6.88 0.027860 0.028662 0.027885 
7 8.98 0.038666 0.038925 0.038997 
8 11.4 0.052702 0.054249 0.052717 
9 14.2 0.07113? 0.071591 0.071753 
10 17.5 0.095634 0.098338 0.095534 
11 21.3 0.12855 0.12930 0.12966 
12 35.7 0.17328 0.17813 0.17279 
13 30.9 0.23469 0.235866 0.23671 
14 36.8 0.31973 0.32863 0.31820 
15 43.7 0.43825 0.43993 0.44195 
16 51.7 0.60394 0.62041 0.60038 
17 60.9 0.83515 0.83701 0.84176. 
18 71.7 1.1551 1.1847 1.1496 
19 84.1 1.5907 1.5910 1.6005 
20 98.6 2.1674 2.2155 2.1673 
21 115 2.8997 2.8935 2.9035 
22 135 3.7754 3.8365 3.7996 
23 157 4.7367 4.7183 4.7071 
24 184 5.6669 5.7047 5.7107 
25 214 6.3949 6.3690 6.3174 
26 2*9 6.7268 6.6866 6.7263 
27 2S1 6.5001 6.4874 6.4268 
28 338 5.6492 5.5336 5.5613 
29 392 4.2720 4.2824 4.2781 
30 456 2.6730 2.5986 2.6289 
31 530 1.2877 1.2993 1.3601 
32 616 0.43136 0.44459 0.48806 
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Table 6.4.3 Finite element solutions for 2 3 4 U > 2 3 0 T h » 2 2 6 R a 
chain resulting from three different subdivisions, con­
centrations of ""Th at t=10,000 year, assumed parameters 
are T=3.33 x 10 4 year, v=110 m/yr, KM=1.43 X 10 4, 
K T h=5.00 x 10 4, K R a=5.00 x 10-, D=1.76 x 10 3 m 2/yr, 
(For element b, the distance should be replaced by 
z2i=(z2i-l + z 2 1 + 1)/2.) 

Node Distance Element a) Elemer.t b) Element c) 

Z (m) N2/Nj x 10 N 2/N° x 10 NJ/NJ X 10 

1 0.00 2.6537 2.6537 2.6537 
2 1.00 2.5837 2.5785 2.5837 
3 2.16 2.5047 2.5046 2.5047 
4 3.51 2.4141 2.4075 2.4141 
5 5.06 2.3132 2.3130 2.3132 
6 6.88 2.1982 2.1901 2.1982 
7 8.98 2.0724 2.0720 2.0724 
8 11.4 1.9305 1.9210 1.9305 
9 14.2 1.7798 1.7789 1.7798 
10 17.5 1.6121 1.6019 1.6121 
11 21.3 1.4423 1.4406 1.4423 
12 25.7 1.2575 1.2476 1.2575 
13 :o.9 1.0832 1.0802 1.0831 
14 36.8 0.89970 0.89132 0.89970 
15 43.7 0.74237 0.73799 0.74237 
16 51.7 0.58393 0.57733 0.58393 
17 60.9 0.46034 0.45559 0.46034 
18 71.7 0.34066 0.33571 0.34066 
19 84.1 0.25245 0.24857 0.25245 
20 98.6 0.16863 0.16573 0.16863 
21 115 0.11159 0.10837 0.11159 
22 135 0.060985 0.059464 0.060985 
23 157 0.033132 0.030691 0.033132 
24 184 0.013104 0.012221 0.013104 
25 214 0.0053444 0.0042892 0.0053444 
26 249 0.0013560 0.0010674 0.0013560 
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Table 6.4.4 Finite element solutions for 2 3 4 U » 2 3 0 T h » 2 2 6 R a 
chain resulting from three different subdivisions, con­
centrations of 230Th at t=50,000 year, assumed parameters 
are T=3.33 x 10 4 year, v=110 m/yr, Ku=1.43 x 10*. 
K T h=5.00 x IO 4, K R a=5.00 x 10 2, 0=1.76 x 10 3 m 2/yr 
(For element b, the distance should be replaced by 
z2i=(Z2i-l + Z2i+l)/2-) 

Node Distance Element a) Element b) Element c) 

Z (m) N 2/N° x 10 2 N 2/N° x 10 2 N 2/N° x 10 2 

1 0.00 0.000000 0.000000 0.000000 
2 1.00 0.024066 0.026056 0.023738 
3 2.16 0.053832 0.053831 0.053922 
4 3.51 0.090870 0.093942 0.090344 
5 5.06 0.13723 0.13721 0.13746 
6 6.88 0.19557 0.20040 0.19468 
7 8.98 0.26933 0.26924 0.26980 
8 11.4 0.36291 0.37059 0.36144 
9 14.2 0.48177 0.48149 0.48259 
10 17.5 0.63250 0.64466 0.63042 
11 21.3 0.82251 0.82179 0.82371 
12 25.7 1.0593 1.0777 1.0576 
13 30.9 1.3485 1.3468 1.3493 
14 36.8 1.6910 1.7161 1.6935 
15 43.7 2.0787 2.0751 2.0752 
16 51.7 2.4886 2.5141 2.5002 
17 60.9 2.8801 2.8738 2.8630 
18 71.7 3.1975 3.2076 3.2110 
19 84.1 3.3816 3.3736 3.3494 
20 98.6 3.3926 3.3750 3.3852 
21 115 3.2307 3.2256 3.2083 
22 135 2.9419 2.9140 2.9262 
23 157 2.5955 2.5956 2.5983 
24 184 2.2474 2.2274 2.2479 
25 214 1.9152 1.9192 1.9258 
26 249 1.5845 i.5637 1.5815 
27 290 1.2379 1.2430 1.2489 
28 338 0.88099 0.86186 0.87227 
29 392 0.54744 0.55200 0.56406 
30 456 0.28151 0.27722 0.28646 
31 530 0.11141 0.11448 0.12611 
32 616 0.030530 0.033315 0.038836 
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Table 6.4.5 Finite element solutions for 23*11 > 2 30Th » 2 2 6Ra chain 
resulting from three different subdivisions, concentrations of 
2 3 0 Th at t=50,000 year, assumed parameters are T=3.33 x 104 year, 
v=110 m/yr, Ku=1.43 x 10 4 , KTf,=5.00 x 10 4, KRa=5.00 x 10 2, 
D=l.76 x lO 3 m2/yr (For element b, the distance should be 
replaced by z 2 i= (z 2 i _ j + Z2i+j)/2.) 

Node Distance Element a) Element b) Element c) 

Z (m) N3/N° x 103 N3/N° x 103 N3/N° x 103 

1 0 .00 0.41373 0.41373 0.41373 
2 1 .00 0.48170 0.48698 0.48211 
3 2 .16 0.55792 0.55778 0.55765 
4 3 .51 0.64289 0.64334 0.64335 
5 5 .06 0.73698 0.73663 0.73631 
6 6, .88 0.84031 0.84783 0.83920 
7 8, .98 0.95272 0.95210 0.95146 
8 11. ,4 1.0736 1.0821 1.0744 
9 14. ,2 1.2019 1.2010 1.1998 
10 17. 5 1.3360 1.3448 1.3370 
11 21. 3 1.4733 1.4719 1.4701 
12 25. 7 1.6109 1.6193 1.6122 
13 30. ,9 1.7451 1.7433 1.7406 
14 36. ,8 1.8718 1.8786 1.8731 
15 43. 7 1.9865 1.9844 1.9808 
16 51. 7 2.0851 2.0891 2.0862 
17 60. 9 2.1631 2.1609 2.1568 
18 71. 7 2.2169 2.2174 2.2177 
19 84. 1 2.2428 2.2408 2.2366 
20 98. ,6 2.2378 2.2340 2.2377 
21 115 2.1999 2.1986 2.1950 
22 135 2.1295 2.1218 2.1280 
23 157 2.0:31 2.0288 2.0271 
24 184 1.C936 1.8935 1.9016 
25 214 1.7584 1.7594 1.7601 
26 249 1.5999 1.5889 1.5981 
27 290 1.4313 1.4326 1.4351 
28 338 1.2566 1.2457 1.2548 
29 392 1.0794 1.0810 1.0849 
30 456 0.90369 0.89394 0.90207 
31 530 0.73393 0.73547 0.74033 
32 616 0.57497 0.56767 0.57447 
33 716 0.43152 0.43277 0.43770 
34 831 0.30764 0.30353 0.30875 
35 965 0.20615 0.20705 0.21101 
36 1120 0.12814 0.12682 0.13027 
37 1300 0.072662 0.073242 0.075683 
38 1510 0.036794 0.036910 0.038668 
39 1750 0.016942 0.016509 0.C17598 
40 2030 0.0059845 0.0062648 0.0068668 
41 2360 0.0017754 0.0018957 0.0022125 
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Table 6.4.6 Finite element solutions for 2 3 4 U » 230xh > 226R 9 chain 
resulting from three different subdivisions, concentrations of 
2 3 0 Th at t=50,000 year, assumed parameters are T=3.33 x 10 4 year, 
v=110 m/yr, K(;=1.43 x 10 4 , KTh=5.00 x 10 4 , KR 8 =5.00 X 10 2, 
D=1.76 x 103 m2/yr (For element b, the distance should be 
replaced by z 2 i =(z2i_ i + 22i+i)/2.) 

Node Distance Element a) Element b) Element c) 

Z (m) N3/N° X 10 2 N3/N° x 10 2 NJ/NJ x 10 2 

1 0.00 0.0000000 0.0000000 0.0000000 
2 1 .00 0.0024290 0.0026370 0.0024016 
3 2, .16 0.0054360 0.0054507 0.0054596 
4 3, .51 0.0091861 0.0095234 0.0091536 
5 5. .06 0.013899 0.013934 0.013960 
6 6, .88 0.019869 0.020420 0.019817 
7 8, .98 0.027493 0.027557 0.027616 
8 11, .4 0.037306 0.038220 0.037201 
9 14, .2 0.050031 0.050133 0.050256 
10 17, .5 0.066640 0.068180 0.066',23 
11 21. .3 0.088429 0.088573 0.088827 
12 25. ,7 0.11710 0.11971 0.11669 
13 30. ,̂> 0.15482 0.15499 0.15549 
14 36. .8 0.20424 0.20861 0.20366 
15 43. ,7 0.26840 0.26852 0.26939 
16 51. ,7 0.35042 0.35734 0.35007 
17 60. 9 0.45290 0.45274 0.45381 
18 71. 7 0.57708 0.58679 0.57793 
19 84. 1 0721894 0.72100 0.72115 
20 98. 6 0.88312 0.89426 0.88532 
21 115 1.0541 1.0523 1.0502 
22 135 1.2264 1.2364 1.2285 
23 157 1.3921 1.3893 1.3852 
24 184 1.5438 1.5506 1.5461 
25 214 1.6746 1.6712 1.6655 
26 249 1.7753 1.7766 1.7777 
27 290 1.8335 1.8304 1.8234 
28 338 1.8352 1.8273 1.8323 
29 392 1.7702 1.7687 1.7636 
30 456 1.6386 1.6238 1.6308 
31 530 1.1535 1.4536 1.4545 
32 616 1.2380 1.2242 1.2333 
33 716 1.0159 1.0169 1.0226 
34 831 0.80416 0.79461 0.80371 
35 965 0.61245 0.61351 0.61988 
36 1120 0.44632 0.44092 0.44816 
37 1300 0.30899 0.30977 0.31477 
38 1510 0.20151 0.19951 0.20435 
39 1750 0.12257 0.12314 0.12621 
40 2030 0.068737 0.068595 0.071158 
41 2360 0.035045 0.035397 0.036858 
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6.4.3 Comparison with Analytical Solutions 
The analytical solutions for concentrations of a three member decay chain 

for band release have baen presented in our previous report (HI). 

N^z.t) = N?(:,t) - N*[z, t-T, bjiexp(-AjT)]h(t.-T) (6.4.17) 
c 

where the N* is tne solution for step release 

Nj"(z,t) = b 1 1 E(l , l ; l ) (6.4.18) 

Np(z,t) = £ b. E(j,j;2) + (

U I v [E(l,l;2) - E(l , l ; l ) 2 j t l J 2 v l ^ 1 2 - * 1 r 1 2 ) 

+ E(l,2;l) - E(l,2;2)] (6.4.19) 

A , 2 b . , 

I V ., JL 
4-> n i _r 

N (z,t) = £ b„E(j, j ;3) ^ L TT r ^ f - r [E(j,j;3) 
i j=l J J v2 j=l ( A23" x j r23 J 

E{j,j;2) + E(2,3;2) - E(2,3;3)] 

, • h 3 

V2 D 11 j ; E(l, l ; j) 

r k j E(k, j ; j ) r l j E ( l , j ; j ) 
< A k j - x i r k j ^ i j A k r r k j A i j ) + ( A i j - A i r i j ' < r k j A u - r i j A k j ) ] ( 6 > 4 - 2 0 ) 

with 
A - ^ -̂ r - L_L-

k j _ vk " v j ' k j " v k v j 

(Z/2B- B̂ -t) 2 r ? ? 
E(i,j;k)=e 1 J - + ^z_ exp -[y^y(z/4 ay)^j dy (6.4.21) 
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ij 

l=J 

Aij / rij '« 

T - 1 + 4a(V»1j)' vk 

o = D/v, vi=v/Ki 

The finite element solutions for the concentration profiles of three-member 
decay chain 2 3 4 U > 2 3 0Th » 2 2 6 R a at t=10,000 year and at t=50,000 year, 
which are computed by use of the linear element are compared with the analyt­
ical sr itions in Figs. 6.4.2 and 6.4.3. The assumed parameters used in 
calculations are included in these figures. The concentration profiles of 
2 3 4 U and of 2 3 0Th at t=10,000 year (t<T) computed by the finite-element 
method at,ree well with those given oy the analytical solutions. 

Although the finite-element solution for the concentration of Ra gives 
slightly higher values than those given by the analytical solution, its con­
centration curve is closely related to that from the analytical solution. At 
the leach time T, the concentration at the repository becomes zero discontin-
uously, subject to the band-release boundary condition. This discontinuous 
concentration with respect to time t at the repository can introduce error in 
numerical results at time t greater than T. In analytical treatments the 
superposition theorem is easily applied (HI), but in numerical analysis there 
is no effective method corresponding to superposition. In spite of this 
difficulty at t>T, the finite element solution gives a good approximation to 
the exact solution, as shown in Fig. 6.4.3. In this computation the time step 
used is every 1000 year at t<10,000 year and every 2000 year at t>10,000 year, 
whereas the leach time is T=33,300 year. If one selects the time step such 
that the leach time T is included in the commutation time series 
t=(n-l)At (n=l,2,..), better results are obtained. 

Comparisons of finite-element solutions with the analytical solutions given 
in Figs. 6.4.2 and 6.4.3 demonstrate that the finite element method is a useful 
numerical technique to predict the migration behavior of radionuclide chains 
in geologic media. 
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Fig. 6.4.2 Comparison of rinite element solution with analytical solution, 
concentration profiles of the 2 3 4 U •+ 230rh ->• 2 2 6 R 3 decay chain at t = 1 x 10* year, concentration boundary condition. 
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Comparison of finite element solution with analytical solution, 
concentration profiles of the " \ l -+ 2 3 0 T h + " 6 p a decay chain at t = 5 x 1()4 year, concentration boundary condition. 
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6.5. One Dimensional Transport with Current Boundary Condition 
We describe here the application of the general matrix transport equation 

given by Eq. (6.3.33) to the one-dimensional problem with constant parameters. 

6.5.1 Numerical Method 
According to the similar mathematical treatment :.i Sec. 6.4.11, we can 

reduce the matrix equation into the simpler algebraic equation. The members 
included in the element matrices given by Eqs. (6.3.34) and (6.3.35) are 
for element a) 

[ke] = ti + W | J] 
'1/3 1/6" 

+ V 

1/6 l/3_ 

1/2 1/2 

-1/2 -1/2 

¥1 -1 1 
(6.5.1) 

I 01 

for element b) 

1/3 1/6' 

.1/6 1/3. 

[k S]= (^•* 1K 1) |J| 

(V A t> Ni,l + *i-lKi-lNi-l,l" 

•< Ki^ Ni,2 + xi-l Ki-l Ni-l,2 

2/15 -1/30 1/15 
-1/30 2/15 1/15 
1/15 1/15 8/15 

1/2 -1/6 2/3 
1/6 -1/2 -2/3 
-2/3 2/3 0 

7/3 1/3 -8/3 
•1/3 7/3 -8/3 
-8/3 -8/3 16/3 

{rc} 

2/15 -1/30 1/15 

-1/30 2/15 1/15 

1/15 1/15 8/15 

(6.5.2) 

(6.5.3) 

< Kl' 4 t> N1,l + x1-l K1-l N1-l,l 

< Ki/ 4 t> Ni,Z +*i-l KM N1-l.2 

< K1 / 4 t> N1,3**i-l Ki-l N1-l,3 
(6.5.4) 
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The model space and the subdivision of the space are the same as those 
described in Sec. 6.4.1. 

6.5.2 Numerical Results 
234 The concentration profiles of the three-member decay chain U » 

2 3 Th > Ra at t=10,000 year for the current boundary condition are shown 
in Fig. 6.4.4. The assumed constant parameters are listed on the figure. The 
solid curves in the figure show the finite-element solution for the concentra­
tion boundary condition. As has already been discussed in Sec. 6.3.2 the con­
centration boundary condition covers only the convective transport of nuclides 
at the repository and is not physically consistent with the basic transport 
equation when the concentration of each nuclide at the repository is specified 
by the source term. Use of the concentration boundary condition can introduce 
a significant error in the prediction of the behaviour of nuclide migration 
near the repository, especially when the diffusional transport is relatively 
large. In fact, as seen from Fig. 6.4.4, these solutions for two different 
boundary conditions give appreciably different curves for the concentration 

234 profiles of the nuclides near the repository. The concentrations of Ij 
230 and Th for the current boundary condition are lower than those for the 

2?fi concentration boundary condition, whereas the concentration of Ra for the 
current boundary condition is higher than that for the concentration boundary 

?2fi 
condition. This physical meaning is clear. Since Ra has a relatively 
higher mobility compared with those of precursors nuclides, there arises a peak 
in concentration (reconcentration) at a relatively early time, less than the 230 leach time. The peak concentration occurs near the leading edge of the Th ?2fi precursor. The positive gradient of Ra concentration at the waste causes 
dispersive transport in the negative direction. Consequently, the concentra­
tion of Ra for the current boundary condition can reach higher values than 
for the concentration boundary condition. The gradients of concentration of 
234 230 

U and of Th, on the other hand, have nt.gative values at the waste, 234 230 and aispersive transport in the positive direction causes U and Th 
concentrations to decrease with distance. 

The finite element solutions for the concentration profiles at 
t=50,000 year, about 17,000 year after the assumed leach time, for the two 
different boundary condition are a^o compared in Fig. 6.4.5. The solution for 
the current boundary condition, in contrast to that for the concentration 
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Fig. 6.4.4 Finite element solutions for three different boundary conditions, 
chain 
10 4 yr. 

concentration profiles of the three-member decay chain 234u + 230 T n „. 226 R a f o r b a n d r e l e a s e > a t t 
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yr. 
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three members do not disappear at the repository. At t greater than T all 
members have maxima in their concentration profiles, and the nuclides in the 
region between the waste and the peak undergo dispersive transport towards the 
waste. At distance greater than the locus of maximum concentration there is 
no appreciable difference between these two results. The concentration 
profiles for the concentration boundary condition and those for the current 
boundary condition are almost identical near the leading edges of the bands. 
We can conclude that the effects of dispersive transport near the waste source 
on concentration profiles of nuclide chain are important near the repository, 
but are less significant at greater distances. 
6.5.3 Finite-Element Solution of the Transport Equation with a Dissolution 

Source Term 
The transport equation which includes the source term can be expressed by 

ft^N,-) + V-fvN,-) - V-fDv-l^) + x.K^ - x ^ K ^ N ^ = ̂ -U.t) (6.5.5) 

where 0 j ( z , t ) is the source term. 
The matrix t ransport equation becomes 

[ k e ] {1^1 = { r e } + { s e } + f s ' ( e ) } (6 .5 .6) 

where the matrices [ k e ] , { r e } , and { s e } are given by Eqs. ( 6 . 3 .34 ; , 
( 6 .3 .35 ) , and (6 .3 .36 ) . The is'M} i s g i v e n by 

< s ' ( e ) } = / V e { H } M * ' 1 ' d V e iS.S.7) 

Since a l l members in the sur face- in tegra l column matr ix are canceled out 

by use of Eq. (6 .3 .29) , the global matr ix equation reduces to 

[ k 9 ] { N i } = { r 9 } + { s ' 9 } 

or n 

h k k 9 j N i , J - r k + S ' k • " - 1 .2 .3 . . . (6.5.8) 

This equation has the same form as that given by Eq. (6 .3 .37) , wi th the excep­
t i on that the sur face- in tegra l column matr ix is replaced by the source-term 
column mat r i x . I f the source term is given by a plane source at z=z-,, the 
column matr ix {s e } becomes 
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is' e) = / V e { H ) ^ 5(z-z£)dVe, 

T 5 H k=a 
(6.5.9) 

0 M l 
where k=£ denotes the position of the plane soi;re. 

6.5.4 One Dimensional Transport with Plane Source 
Consider a plane source located at z-z^, the interface between 1-th and 

(£+l)-th elements. When the nuclides from the source ar*r transported away by 
convective and dispersive transports, the following mass balance equation 
should hold 

3'U. aN, 
fc [ M T T 1 * v N.) _(_D_l+vlU ] dS 

Z =V° z=h*° 
= fc /•V°#.-(t)«(z-z„)dz dS (6.5.10) V° 

Thus, in the global matrix equation, the plane source volume-integration term 
can be replaced by the current surface integration. Therefore, we can apply 
the matrix transport equation given by Eq. (6.3.37) to nuclide transport with 
a plane source by regardiny the current surface-integration column matrix as 
the source-volume-integration column matrix. In this problem of one dimen­
sional flow with infinite plane source in an infinite medium in x and y, a 
nuclide can migrate in the positive and negative z-directions, but there is no 
transverse dispersion. 

If we apply the matrix equation to the concentrations of nuclides in 
infinite medium but not in semi-infinite medium, the matrix equation will lead 
us directly to the solution for the transport equation with a plane source. 

In this section, instead of transforming the modeled space, we adopt the 
iteration procedure for a semi-infinite medium. We first compute the solution 
for the current boundary condition. Then we can know the dispersive current 
in the negative direction ana calculate-a new correct current in the positive 
direction, for The case of dispersive transport in both directions. After 
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setting the new current as an input quantity and solving the matrix transport 
equation, we have another solution for the aqueous concentrations of nuclides. 
Successive iterations yield the convergent solution, which is identical to the 
solution of the transport equation with a source term. 

In Fig. 6.5.1 the finite element solutions or the transport problem with a 
source term, which are computed by use of the linear element, are compared with 
the analytical solutions given by Eq. (6.4.18) ~ (6.4.20), with the function 
E(i,j;k) defined by 

E( i , j ; k ) = e ft- 4> e x p { - [ V + ( z / 4 a y n } dy (6.5.11) 

Although the finite-element solutions give slightly lower values for the 
234 concentration of U and slightly higher values for the concentrations of 

Th and of Ra, they give good approximations to the concentration 
profiles given by the exact analytical solutions. 

In Fig. 6.4.4 the finite-element solutions for the problem with a source 
234 term are also shown with the dashed curves. The concentrations of U and 

Th take the lowest values, and that of Ra takes the highest value 
near the waste source, when compared with the concentrations given by the 
solutions for the concentration and current boundary conditions. 

At greater distance these three solutions show almost identical concentra­
tion profiles and the effects of dispersive transport as the repository becomes 
less important. 

6.6 Application to Transport to Multi-Layered Media 
There are many instances where the prediction of the migration behavior of 

radionuclides in geologic media composed of several layers is impo-tant. As 
has already been discussed in Section 5.5.4 in the previous work (HI), the 
sorption equilibrium constant is one of the most important parameters which 
have significant effects on the concentration profiles of nuclides. We here 
apply the matrix transport equation to the problem of migration of nuclide in 
multi-layered geologic media of which constituent layers have different 
sorption equilibrium constants. 

6.6.1 One Dimensional Transport in Two-Layered Media 
The concentration profiles of U, Th, and Ra in geologic 

media composed of two layers which have different sorption constants are 
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Fig. 6.5.1 Comparison of f i n i t e element solution with analytical solution, 
concentration profiles of the 234u-> 230j n -• 226fja decay 
chain at t = ] x 10^ year, source boundary conditions. 



6-36 

computed for the concentration boundary condition. The numerical results at 
t=10,000 year are shown in Fig. 6.6.1. In this situation, we selected the two 
layer media which are in contact with ea:h other at z=98.6 m from the dissolv­
ing waste. The interface between the two layers is perpendicular to the direc­
tion of groundwater flow. The assumed parameters used in computations are 
included in the figure. The solid curves show the concentration profiles in a 
single infinite medium, with K =1.43 x 10 4, K T h=5.00 x 10 4, and K R =5.00 x 10 2. 
The dashed curves show the concentration profiles of nuclides in a two-layer 
medium, with reduced sorption constants in the outer medium. For the assumed 

234 230 time of 10,000 year, the leading edges of the U and Th bands locate 
in the outer medium. The presence of the second layer has no significant 
effect on the concentration profiles in the inner medium, but it causes a local 

230 maximum in the concentration of Th in the outer layer. This local peak 
230 results because of the higher mobility of Th in the second layer. For 

926 
Ra we find no appreciable change in concentration in the inner layer, but 

its lower sorption constant in the outer layer results in an increase in the 
maximum concentration and a shift ir, the locus of the maximum to a greater 

234 230 22fi 
distance. The concentration profiles of U, Th, and Ra at 
t=50,000 year are shown in Fig. 6.6.2. Here the nuclides have penetrated 
farther into the outer layer with lower assumed sorption constants, resulting 
in increased local maximum concentrations of each nuclide. The locus of each 
maximum is shifted to greater distance from the waste source. 
6.7 Application tc Multi-Dimensional Problem 

In this section, we discuss briefly the application of the finite-element 
method to the multi-dimensional transport of radionuclides through geological 
med i a. 

6.7.1 Two Dimensional Dispersion with Constant Parameters 
As an illustration we present the finite-element solutions for the concen-

234 230 226 tration profiles of the three member decay chain U > Th » Ra in two 
dimensional geologic media. We adopt the concentration boundary condition. 
We select the two dimensional space in y-z plane, the rectangular area of 
0 £ y <_ 160 m, -40m £ z £ 240 m for the domains of 2 3 4 U and 2 3 0 T h and the 
other rectangular area of 0 £ y £ 320 m, -160 m £ z £ 960 m for the domain 
rf Ra and split these domains into 52 triangular elements of different 
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sizes. The discretization of the model space is shown in Fig. 6.7.1. The 
concentration field is approximated as 

N i e ) • w { ¥ • J H j N i j (6.7.1) 

where N.. is the value of concentrat ion at j - t h node of the element and H is 
the shape f u n c t i o n . The shape func t ion used here i s 

[K] = C(2L1 - l ) L j (2L 2 - 1 ) L 2 (2L 3 - 1 )L 3 4L jL 2 4 L 2 L 3 4 ^ ] (6 .7 .2) 

where L. 's are natural coordinates (or surface coordinates) fo r the t r i ang le 
element, among which the fo l l ow ing r e l a t i on holds 

4 + L 2 + L 3 = 1 (6.7.3) 
The coordinates y and z in the model space are approximated by the shape 

funct ions as 

q = [H ] {q } = £ H.g, , q = y ,z 
q=l .TJ 

From Eq. (6.7.3) we can put 

L, = C> L- = n, L, = 1 - t; - n 

Then we have 

(6.7.4) 

(6.7.5) 

3? 

8[H] 
3" 

= 
4L 1 - 1 0 

but 

a[H] a[H] 
3C 

= J 
3Z 

3[HJ »[H] 
an L 3 i ' J 

where 

1 - 4 L 3 4L 2 - 4L 2 

J = 

J n J i2 

J 21 ''22 

3S 3C 

3_Z 3^ 
3n 3n . 

4 L 3 " 4 L 1 

4L 2 - 1 1 - 4L 3 4L 1 4L 3 - 4L 3 -4L j 
(6.7.6) 

(6.7.7) 

(6.7.8) 
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Fig. 6.7.1 Discretization of two dimensional model space. 
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From Eq. (*.7.7) the derivatives of shape functions can be written as 

p[HJ] 
3Z 

a[H] 
L sy J 

,-1 
= 0 

"3[HJ 

>[H] 
L ST, J 

(6.7.9) 

The Jacobian J is given by 

4 L r l 

4L2-1 

1-4L, 

1-4L, 

4L„ 

4Ln 

-4L, 

4L 3-4L 2 

4 L 3 " 4 L 1 

-4L, 

zl ** 

'6J 

(6.7.10) 

,th where (z.,y.) is the position of i node of the triangular element which 
is measured on ths z-y scale. If we wish to compute the solution for the space 
which has curveJ linear boundaries, we can select the points arbitrarily to fit 
the boundaries. 

Although the matrix transport equation given by Eq. (6.3.31) with 
Eq. (6.7.2) and (6.7.9) can be directly applied to solve the two dimensional 
dispersion with two dimensional water flow, we here present the results for 
the simple case of two dimensional dispersion with one dimensional water flow 
in z-riirection. In computations, the time dependent concentration given by 
Eq. (6.2.13) was applied at z=0 and y=0 for the boundary condtion. 

2?4 2?fl 226 The concentration profiles of the U, Th, and Ra decay chain 
in the z-direction at y=0 at time t=10,000 year are shown in Fig. 6.7.2. As 
easily seen from a comparison of these curves with those for the one dimen­
sional which is given in Fig. 6.4.2, the concentration of each member takes 
much smaller values than those given by the one dimensional solution. The 
maximum concentration of Ra is one fourth less than that given by the one 
dimensional solution. This lower maximum concentration is explained by the 
effects of transverse dispersion which smoothes the concentration peak. The 
figure suggests that the effect of transverse dispersion on the concentration 
profiles is very important for the exact prediction of radionuclide migration 
behavior. 
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6.8 Proposed Future Study 

The Darcy flow matrix equation and the general matrix transport equation 
have been derived here. Although these flow and mass-transport equations can 
be applied to the general problem of the transport of radionuclides in sorbing 
media, only the solutions for some limiting cases (one- and two-dimensional 
problems with constant parameters) have been deironstrated. The solutions of 
the Darcy flow problem have not been presented. There remain some important 
problems to be solved for future study. 

They are 
1. Solutions of one-dimensional transport with space-dependent physico-

chemical parameters. 
2. Solutions of multidimensional transport with space-dependent physico-

chemical parameters and of multidimensional transport with geometrically 
complicated boundaries for the three different boundary conditions. 

3. Solutions of coupled Darcy flow and mass-transport eq jtions in multi­
dimensional geologic media, including three-dimensional transport with 
Darcy flow. 

4. Introduction of the concept of secular equilibrium between precursor 
and daughter nuclides into the matrix transport equation and into the 
solutions for concentration profiles of multi-member nuclide charts. 

5. Derivation and solutions of the general matrix equation for the 
transport of radionuclides without local chemical equilibria. 

6. Formulation of the matrix equation for transport with space- time-
dependent physicochemical parameters. 

7. Formulation of the energy matrix transport equation which describes 
thermal effects on mass transport. 

6.9 Conclusion 
In this chapter we have presented some applications of the finite element 

method to the prediction of behaviour of radionuclides which migrate through 
geologic media. Based on the discussion above we can conclude: 

1. From comparisons of the one-dimensional finite element solutions with 
the analytical solutions the finite element method gives sufficiently good 
approximations to the exact solutions. The finite-element solution is, 
therefore, a useful numerical technique to evaluate radionuclide migration. 
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2. The finite-element matrix equations presented here can be applied to 
problems with concentration and current boundary conditions and also to solving 
the transport equation with a source term. The finite-element solutions for 
the problem with a current boundary condition of third kind, and also with a 
source boundary condition, agree well with the physical phenomena of near-field 
radionuclide migration. 

3. The finite-element matrix equations can be ap- ̂ ied directly to the 
migration of the radionuclides through multi-layer geologic media. The effects 
of the second layer in two-layer media are discussed in Sec. 6.6.1. Even when 
the physicochemical parameters and the water velocity are space dependent, the 
matrix transport equations can be applied simply by changing the input data 
for these parameters. 

4. The finite-element method can be applied to the multidimensional 
radionuclide transport problem by finding a set of suitable discretizations. 
Although demonstrations of the solution for the problem with curved linear 
boundaries have not been given here, the finite-element matrix equations can 
be easily extended to include the migration problem with such complicated 
boundary geometries. 

5. The matrix transport equations are not restricted in terms of the 
number of members in a nuclide chain. They can easily be applied to calculate 
the concentration profiles of multimember nuclide chains. 

6. The finite-element analysis presented here is a more effective approach 
to the solution of the basic transport equation than is the direct numerical 
solution of the partial differential equation. 

6.10 Nomenclature 
b j i 

: Bateman coefficient 
B.(t) : Bateman equation 
D : Dispersion coefficient 
H : Shape function 
k(k x,k y,k z) : Darcy's constant 

[k] : Matrix for mass transport 

[kv] : Matrix for flow 
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Distribution coefficient 
Retardation coefficient 
Order of Gauss quadrature approximation 
Natural coordinate 
Number of nodes in element 
Initial amount of nuclide i 
Total number of nodes 
Unit vector normal to surface 
Concentration of radionuclides in aquifer 
Initial concentration of nuclide i 
Pressure 
Source of water 
Volume flow rate of water per initial amount of 
wastes 
Column matrix for nonsteady and decay generation 
terms 
Column natrix for surface integration of flux 
Column matrix for source term 
Column matrix for surface integration of pressure 
Column matrix for surface integration of 
gravitational potential 
Column matrix for source of water 
Area of surface of repository 
Area of surface of element 
Area of surface of infinite medium 
Time 
Leach time 
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v(v ,v ,v ) : Velocity of water x y z 
Ve : Volume of element 
x,y,z : Cartesian coordinate 
a : Longitudinal dispersivity factor = D/v 
e : Porosity of sorbing medium 
x. : Decay constant of nuclide i 
p : Viscosity of water 
o : Density of water 
w J 

tj>. (t) : Plane source term in the water phase 
tf,(z,t) : General source tern in the water phase 
a : Gravitational potential 
Subscripts 
e : Element 
g : Global 
i : Nuclide 
q : x,y,z 
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Appendix A. The Semiequilibrium Transport Equation with Irreversible 
Mineralization 

With Eq. (4.2) in our previous report (HI) we presented a one dimensional 
differential equation, the transport equation, which includes the assumption 
that the atoms dissolved in water, NJ, and the ones adsorbed on the solid, 
M., are at anytime in local chemical equilibrium: 

t^z.t) = K ^ M ^ z . t ) (A.l) 

concentration of nuclide 
V i - S O r p t i ° " e ( , u i l i b H u m C 0 " S t a n t - c o n c e n t ™ ! " n u c H d e ^ in water 

Here we show how it is possible to include into the transport equation the 
effect of a possible irreversible mineralization of the sorbed species into a 
different chemical species, which contributes no longer to the transport 
process. 

We assume that an isotope i can be found only in three different states: 
(1) N-, dissolved in water; 
(2) M., sorbed on the solid, and in equilibrium with N. according to 

Eq. (A.l); 
(3) M-, mineralized on the solid. 

The sorbed nuclide undergoes an irreversible chemical reaction at a rate R: 

R. = ?.Mi , atoms/(yr) m ^ . j (A.2) 

where k- = first-order reaction rate constant for irreversible mineralization 
of species i, sorbed in the solid, 1/yr. We also assume that a mineralized 
species m- decays to a daughter m.,+, which is also mineralized. 

If we note by r- the sorption rate, i.e., the net rate, per unit volume 
of solid, of which the nuclide transfers from the liquid to the sorbed phase, 
the previous assumptions can be characterized by: 
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Solid 

~- M. 

Figure A.l: Irreversible mineralization reaction schematic. 

A mass balance on nuclide i becomes (HI): 

N a N 3N 
r = D ~4 - v ^ r - x i N i + li-iNi-i - ( H ^ i + *\'i*>v (A.3) 

8M. 
A.M. + x, ,M. , + r. - k.M, It - = " V i Ai-l"i-l M " ri"i (A.4) 

3 T = - X i m i + x i - l m i - l + k i M i (A.5) 

We multiply now Eq. (A.4) by f 1 " E ) , add it to Eq. (A.3), use K i defined by 
Eq. (2.1.3) and rearrange, and we obtain the one-dimensional semi-equilibrium 
transport equation for N^z.t): 

L^N.iz.t) = ̂ K i . i N ^ f z . t ) + *i (z.t) (A.6) 

where 
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h s -D 7 7 + v h+ K i I t + " i K i < A - 7 

n i being given by: 

Comparing Eq. (A.6) and Eq. (A.7) with Eq. (4.2) in Ref. (HI), it is apparent 
that we have indeed the same differential equation, the only difference being 
the constant x. in the previous transport equation (Hi) is now replaced by 
V 
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Appendix B. Non Recursive Solution of the One-Dimensional Equilibrium 
Transport Equation 

A) With dispersion 
We must solve Eq. (2.1.1), with the conditions of Eqs. (2.1.7) and (2.1.8). 

Let N.j(z,p) be the Laplace Transform of N.,(z,t): 

^(z.p) = LLN^z.t)] = f° e - p t N^z.t) dt (B.l) 
o 

Define also: 

^(z.p/ = N.(z s P) e " v z / 2 D (B.2) 

If we use Eq. (B.l) and the initial condition Eq. (2.1.8) in Eq. (2.1.1), and 
then Eq. (B.2) in the resulting expression, we get: 

d y H(z,p) _ _ , _ „ , uc/?n\ 
- V i = - ( * i - l V l + r j M z . e > e V S / 2 D ) (B-3) dz2 

where: 

^ (z,p) = L[ (6 i ( z , t ) ] (B.4) 

- K i x i 
•i-4-1 < B - 6 > 
r i = K i P + K ^ (B.7) 

Due to the condition of Eq. (2.1.7), we can use the Fourier Transform F for 
y., and for $. too, because we can expect, for physical reasons, the 

i i ii i 
general source term i- to behave as Eq. (2.1.7). Accordingly we define: 
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y.j(s,p) = F[y\(z,p)] = | ^ / e _ i s z p^z.p) dz (B.8) 
- c o 

where i Equations (6.3) and (B.8) give: 

s 2 ^ - g ^ - = F.(s,p) + ~aulyul (B.9) 

where: 

F^s.p) - £ F [ ^ " ( Z . P ) e - v z / 2 D ] (B.IO) 

From Eq. (B.IO) we get the recursive formula: 

^ i - 7 ^ - ( p i + 5 i - i V i ) • <B-n> 

Then: 

y 0 = 0 (B.12) 

F i 
>1 = ? ( B - ! 3 ) 

b" + g L 

K 2 - F l 
y 2 = - j — + 8, — g —^p (B.14) 

2 s 2 + g 2

 X ( s 2 + 9 l ) ( s 2 + g 2 ) 

F 3 - F 2 - - F l 
y 3 = "T + 82 ~5 £ ~ 7 + e l s ? ^ 5 -

(B.15) 

s ' - g 3 ' ( s ' + g 2 ) ( s ' + g 3 ) L d (s< + 9 l ) ( s £ + g 2 ) ( s< + g 3 ) 

and so on, which suggests: 
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y^s.p) 

where 

fc 1 In °J i_ («* + 9m) 

(B.16) 

A i " x, 
i * i 

ft5? 
(B.17) 

D/V (B.18) 

Equation (B.16) is a non recursive formula, '.ie can take its inverse Fourier 
and Laplace transforms by the use of tables (e.g., Ref. (CI)) and the use of 
the convolution properties of these transforms (see Ref. (H3), pages 67 and 
263). After use of Eq. (B.2), the solution given in Section 2.1 follows. 
Notice: In order to find the inverse transforms in the tables, we must rewrite 
such fractions as: 

Lm=J J 

=J ^ m ' i s ^ " i s 

where C~ and C are constants which can be found by standard 
mathematical methods. These operations impose the following restrictions on 
the solution: 

e r , m * B l , k 1 f l". m* 1- k (B.19) 

where e is defined by Eq. (2.1.26), and 

v 4 v m if r ̂  m r m (B.20) 
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The general time-dependent plane source t A t ) of nuclide i at z = 0, 
for the step release, is given by Eq. (2.1.17): 

W° 
#-(t) =-f M * ) ^ (B-21> 

where B,(t) is defined by Eq. (2.1.12). 
The step-release functions F! -(z,t) and FJJ (z,t), given by 

Eq. (2.1.35) and (2.1.36) respectively, are obtained by substituting Eq. (B.21) 
into Eq. (2.1.33) and (2.1.34): the following formulas, derived from 
Ei. (5.33) in Ref. (HI) by J. change of variable and integration by parts, 
are used to perform the integrations: 

-V r* "<Vi> e - ( z - v ) 2 / 4 v e 

e Q / e q 1 » « — - _ _ de = E (z,t) (B.22) 
o /4ne<»vi

 q , q' 1 

and 

-*• t „ t *„a 
" * " E 

r,m,m* 
e "' / e q Er.m>- 8> d e < B- 2 3> o 

1 [E (*•*) " E <*>*>] • for r ̂  m U q - S r m ) L r.m.m* ' ' q.q.m 

w h i r e Eq,q,i a n d Er,m,m a r e g i v e n b y E q - t 2 - 1 - 3 2 ) -
Notice: The preceding mathematical operations introduce the factor v at the 
denominator in Eqs. (2.1.35) and (2 1.36). 

B) Without dispersion 
We set D = 0 in Eq. (2.1.2). The procedure is then the same as the one 

for the case with dispersion. Equation (B.2) is no longer needed. 
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Appendix C. The Superposition Equation for the Time-Dependent Source 
of Section 2.3 

2 
When the release rate at the repository depends on t or t , as in 

Section 2.3, the superposition presented by Eq. (2.1.18) is no longer valid. 
Such a release can be expressed as: 

tf.(t) = M B ^ t ) ^ + c xt + c2t'][h(t) - h(t - T)] (C.l) 

The correct superposition is given by Eq. (C.ll), which is derived here. For 
simplicity sake, we consider a single-member chain, and a release rate such as: 

* l ( t ) = f f l B l , l t e " A t (C'2) 

where: 

1 D - o 
1,1 = nl cl 

We seek a function N.(z,t) which satisfies: 

NJ = ln\(z,u\tl) 

where: 

(C.3) 

LjN^z.t) - ff ̂ ^ t e - ^ C h d ) - h(t - T)] 6(z) (C.4) 

with conditions of Eqs. (2.1.7) and (2.1.8). N^(z,t) is given by: 

h(t - T J L ^ z . t - T ; h'lA) + T°n^(z,t - T; \ t l ) ] (C.5) 

L1
1n=(z.t ; \ 1 ) = "s7 ̂ i j t e ^ h t t ) «(z) (C.6) 
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C / ^ U . t ; \ > 1 ) - | £ ^ ^ j e - ^ M t ) «(z) (C.7) 

L n^ and °n[ satisfy Eqs. (2.1.7) and (2.1.8); and: 

S , i = l B i , i e "* T <c-8> 

Proof: When T < 0 Eq. (C.5), clearly satisfies Eq. (C.4). When t > T, by 
substituting Eqs. (C.5) to Eq. (C.8), into Eq. (C.4) we get: 

4 N 1 " if S.ite-^ifz) (C.9) 

- fetXje-^t - T) e-̂ *-T> + T v ^ ^ V ^ ^ ] <(z) = 0 
(q.e.d.) 

Furthermore, Eq. (C.5) satisfies Eqs. (2.1.7) and (2.1.8) because n? 
and °n? satisfy such equations. 
Notice: Although Eqs. (C.4) and (C.6) do not represent a band or a step 
release, because the release rate is time dependent, we still used the super­
scripts b (band) and s(step) as a convenient way to characterize the step 
functions in Eqs. (C.4) and C.6). 

By the same way we can show that the solution to: 

L 1N^(z,t)-x 1_ lK 1_ lN?_ l(z.t)*S£ B l{t) 

• [c Q + c xt + c2t2][h(t) - h(t - T)]6(z)-oo < z < » , t > 0 (CIO) 

with the conditions Eqs. (2.1.7) and (2.1.8), is given by the following 
superposition: 

N i ( b(z,t) = °n^(z,t) + y?(z,t) + 2n^(z,t) (C.ll) 
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where 
°n-U,t) = °n*{z,t ; °B 1 > q) - h(t - T) °n*(z,t - T ; °B^ q) (C.12) 

l n b . { z , t ) = ̂ (z.t ; h U q ) - h(t - T) 

•[V(z,t - T ; h'Uq) * T °nf(z,t - T ; ̂ j ] (C.13) 

2n*(z,t) = 2n*(z,t ; 2 B i > q ) - h(t - T) 

•[ Z n ? { z . t - T ; 2
B : j q ) + 2 T 1 n ? ( z , t - T ; Z

B ; > q ) 

+ T 2 0n?(z,t - T ; 2B^ q)j (CM) 

\,qEi"X,,Cx *'0,1.Z (C.15) 
111=1 

x ' x _ X a T 

Di,q ^ Bi,q e * = °' 1' 2 ( C' 1 6 ) 

X? is defined by Eq. (2.1.14) and xn*(z,t ; yB. ) is a solution of: 

+ |f tx Z yB i /^htt) (C.17) 

with conditions Eqs. (2.1.4) and (2.1.8). 
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Appendix D: Description of the Computer Program UCBNE25 
D-1) The following flowchart describes the structure of the program UCBNE25: 

( Initialize J 

Data input (see data input cards description below) 

(see sample output. Table 2.7.14a) 

cases of: ) Times for beginning of leaching (t c) 

_ r v / D o M 2 \ 
"T^\ cases of: / Leach times (T) 

Do M3 
cases of: / Water velocities (v) 

Do Ml 
cases of: / Path length (z) 

Evaluate 
extremum for 
each nuclide 

M n t 
rtsults 

(see subroutine in next page) 

(see example output, Table 2.7.14b) 

( Stop J 
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Subroutine to evaluate the extremum for each nuclide 

Do for 
every NNCL ' 
nuclides 

Eq. (2.7.28) 
and 

Eq. (2.7.29) 

Table (2.7.5) 
and 

Eq. (2.7.38) 
yes 

Table (2.7.9) 
and 

Eq. (2.7.60) 
L 

yes 

Equate 
activity with 
parent 4" 

o 
v 
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D-2) Description of the data cards for UCBNE25 

The following cards are read by UCBNE25: 

1) 1st card: Initial system description: 

VARIABLE FORMAT DESCRIPTION 

NNUCL 12 total number of nuclides being considered 
z0 E12.4 first value of path length to iie used (meters); [zt 4 0) 
T0 E12.4 first value of leach time to be used (yrs); (T0 4 0) 
vi E12.4 first value of water velocity to be 'jsed (m/yr); (vtf 4 0) 
TBL0 Fi2.4 first value of time for beginning of leach (yr); (TBL0 4 0) 

2) 2nd card: System parameters variation description 
VARIABLE FORMAT DESCRIPTION 
Ml 12 total number of different path length cases to be evaluated 

Ml = 1,2 ... 
DEI 1 E10.4 multiplying factor for different path length cases: 

z = zi x (DELI)"; n = 1,2 ... Ml 
K? 12 total number of different leach time cases to be evaluated 

M2 = 1,2 ... 
DEL2 E10.4 multiplying factor for different leach time cases: 

T = T<6 x (DEL2) n; n = 1,2 ... M2 
M3 12 total n^iiber of different water velocity cases to be 

evaluated, M3 = 1,2 ... 
DEL3 E10.4 multiplying factor for different water velocity cases 

vw = v* x (DEL3) n; n = 1,2 ... M3 
M4 12 total number of different time for beginning of leachino1 

cases to be evaluated, M4 = 1,2,3 ... 
DEL4 E10.4 multiplying factor for different time for beginning of 

leaching cases 
TBL = TBLtf x (DEL4) n; n = 1,2 ... M4 
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3) 3rd through (NNUCL * 2)th card: Nuclides description 
It is required one card for each nuclide being considered, for a total of 

NNUCL cards. Each card has the following inputs: 

VARIABLE FORMAT DESCRIPTION 
NN 12 Nuclide identification number 
NUCL A6 Nuclide name (e.g., TH-229) 
NH 12 Nuclide hierarchy: 

NH = 1 
NH = 2 
NH = 3 
NH = 4 

if it is a first member of a chain 
if it is a second member of a chain 
if it is a third member of a chain 
if it is in secular equilibrium with the nearest 
long lived precursor 

NPl 12 NPl = identification number of the 1st precursor if NH = 2 
or 3. NPl = identification number of the nearest long lived 
precursor if NH = 4. NPl = 0 if NH = 1 

NP2 12 If NH = 3, NP2 is the identification number of the 2nd 
precursor. NP2 = 0 otherwise 

HFLV E12.4 Nuclide half-life (yr) 

KD E12.4 Nuclide sorption coefficient,KD = 1 + ^ ~ ^ o s k D 

TOX E12.4 Nuclide maximum permissible concentration (HPC); (Ci/nv*) 
C E12.4 Initial activity at the time of emplacement, i.e., t s = 0, (Ci) 
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Appendix E. Radioactive Transmutation of a Mineralized Species. 

The equations of Section 2.1 are applicable to completely irreversible 
mineralization (t = T = 0). However, it is reasonable to expect that radio­
active transmutation of a mineralized radionuclide may result in a radioactive 
daughter which, because it is a different chemical element, reverts back to 
the non-mineralized sorbed species. The equations of Sections 3.3.1-2 are 
applicable to this case by setting It = 0 and retaining y as a finite quantity. 
The explicit solutions for a three-member decay chain, assuming a step release 
with the source term given by Eq. (2.1.17), are as follows: 

N[(z,t) = e-
^1lzo1 t 

2K]ynD1 0 
f 'J(t - T) e l a^z.x) d T (E.l) 

N|(z.t) - e-
zv 2/20 2 t -*5X 

j i\{t - x) e ' a 2(z, T) dx 
ZK^f^ o 

e
Z V 2 D 2 r» -z 

2 ^ ~ 
•» 2/2D 2 j J ̂ (z'.t -x) 

e o2(z - z',x) dx| dz' 

zv,/2D, t 3 3 r

z -X,T 
N=(z,t) = t / «^(t - x) e o3(z,x) di 

2K 3 y,D 3 0 

(E.2) 

e
z V 2 D 3 r -Z'v3/2D3 

/ / «!<•• ,t - x) 

" X 3 T 

e cr3(z - z',x) dx dz' (E.3) 
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where; 
fP ( z,t) . *- [ i C ^ ^ N ^ t z . t ) + ̂ ^ ( I ^ - i ) m^fz-.t)] (E.4) 

and the other symbols have been defined in the previous sections. 
Equations (E.l) through (E.3) yield the following non-recursive formulas: 

N^(z,t) = N 1 ( 1(z,t) (E.5) 

<; 3 

N^z.t) = £ N 2 i j(z,t) (E.6) 

N^z.t) = £ N 3 J(z,t) (E.7) 
j = l 

Ti:S functions N. .(z,t) (i = 1,2,3, j = 1,2,...) are given by 

Nj^z.t) = BnE(l,l;l) (E.8) 

N 2 j(z,t) = B22E(Z,2,2)+B21E(1,1;2) (E.9) 

N 2 , 2 ^ - K 2(v 1
8v 2)(3 1

12^l' Kd.lUJ-Efl.ZlD-Ed.UZKd^iZ)] (E.10) 

N ? ,(z,t) = -11 1 l i L ^ [E(l,2;l)-E(l,2;2)] -
(-x1

+612)^(v1-v2) I 
- [l+(xrS12)t][E(l,l;l)-E(l,l:2)]| (E.ll) 

N 3 ^z.t) = B33E(3,3,3)+B32E(2,2,3)+B31E(l,l,3) (E.12) 

N7 p( z^) = v ll V l H 2 \ - [E(2,2:2)-E(2,2;3)-E(2,3;2)+E(2,3:3)] 
3,2 K 3 t v 2 _ v 3 J s23 " k2 

2 2 2 21 [E(ljl.2)-E(l,l;3)-E(2,3;2)+E(2,3;3)] (E.13) 
V 3 V V 2 _ V 3 ; "23^1 
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»,x,B 

3 . 3 < z - t ) " " v ^ r ^ ( - V » 1 3 » - » Z 3 n l > E ( 1 , 1 J 3 ) 

X 1 X 2 B 11 1 
v l V l 3 r 2 3 ( - x l + s 1 3 , ( - B 1 3 + B 2 3 ) 

v l v 2 r 1 3 r 2 3 ' • - S 1 3 + S 2 3 ' < - B 2 3 + V 

X-j X 0 B 

E{1,3;3) 

E(2,3;3) 

l V 3 2 r l 2 ( - V B 3 2 ) ( - B 1 2 + X 1 ) 

E(2.3;2) 
x 1 x 2 B n 

v l V : 2 r 1 2 «-*l+»3Z»-B32*»12» 

X 1 X 2 B | 1 1 
v l v 2 r 3 2 r 1 2 ( - B 3 2 + B 1 2 J ( - B 1 2 n l ) E ( 1 ' 2 ; ? 

1 E ( l , l ; l ) 

•E ( l , 2 : i ; 

x 1 x 2 B n 

V l V 2 r 2 1 r 3 1 ( - H + B 2 1 ) ( B ^ ) 

1 X 1 X 2 B 1 1 

N 3 > 4 ( z , t ) 

~ V l V 2 r 2 i r , l F X 1 + B 2 3 ) ( - B 2 1 + B 3 1 ) 

X 1 X 2 B 1 1 1 

"VSl rI ( B 21 + B 31»( - B 31 + X l » E ( 1 ' 3 ; 1 ) 

Y 1 x 1 x 7 ( n 1 - x 1 ) B r i A 2 ^ r A i ' °n 
v l v 2 r i 3 r 2 3 

( - x 1 + B 1 3 ) ( - x 1 + B 2 3 y t 

* ^ 
< - B 1 3 n l » ( " B 1 3 + a 2 3 ) 

+ ^ 
( - B ^ ) (-B 2 3 +B 1 3 ) 

( - X l + B 1 3 ) + ( - V B 2 3 ) 

( - x l + h 3 ) i ! ( - x l + B 2 3 ) 2 . 

E(l,3;3) 

E( l , l ;3 ) 

E(2,3;3) 

(E.14) 

(Continued on next page) 
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1 x 1 x 2 ( n 1 - x 1 ) B n 

t - ^ i * B 3 2 J ( - x 1 * e 1 2 ; 
( " X 1 + B 3 2 ) + ( " X 1 + $ 1 2 ' "l 

, - V a 3 2 ^ ^ 7 J WM 

( - 8 3 Z n l ) ' ( - B 3 2 + B 1 2 ) 

E(2,3;2) 

( - 6 1 2 + X l ) ' ( - B 1 2 + B 3 2 ) 

E(l,2;2) 

Y l x l x 2 ^ ' 1 l - X l ' B l l ( " X l + e 2 1 ) + ( _ X l + B 2 1 ) 

(-x^H-x^) - - ( -x^/ t -VV 2 

E(l ,2 ; l ) 

E(1,1;D 

( - a 2 1 n 1 ) ' ( - B 2 1 + a 3 1 ) 

E( l ,3 ; l ) 

N a . s ^ - * ' -

( - B 3 1 + A l ) ' = ( - B 3 1 + B 2 1 ) 

jfl-T]^) Xj^gUj-X^) V 3 B H 

1 _ t _ K V + ( - x l + B 3 1 ) ' 

•I(E.IS) 

( - x 1 n 2 , ( - x 1 + B 3 1 ) ' - ( ^ n / f - x ^ / j 

[E(2,2; l ) - E(2,2;3)] 

x [E(1,1;D - E ( l , l ; 3 ) ] 

( -x 2 +x 1 ) i ( -x 2 +B 3 1 ) 

1 

[ ( - B 3 l n l > 2 ( - S 3 i n 2 ) 

[E( l ,3 ; l ) - E(l ,3;3)] 

(E.16) 
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Y 2 ^ 2 ( l 2 - X 2 ) V3 

2 2 <-VB23> 2 

[E(2,3;2) - E(2,3;3)] 

- [1 + (* 2 -B 2 3 ) t ] x [E(2,2;2) - E(2,2;3)] 

E(2,2;2) - E(2,2;3) 

Y 2 X 2 ( n 2 - X 2 ) v 3 
B21 X 

(-x 2 +x 1 )(-B 2 3 n 2 ) 

( - > 2 + X 1 ) ( - X 1 + B 2 3 ) 

1 
( - x 1 + B 2 3 ) ( - B 2 3 n 1 ) 

E( l , l ;2) - E( l , l ;3 ) 

E(2,3;2) - E(2,3;3) (E.17) 

N 3 i 7 ( z , t ) 
Y 2 x^x 2 (n 2 -x 2 ) B^ 

~ ^ l v 2 r l 3 r 2 3 

( - X 1 + X 2 ) ( - X 1 + B 1 3 ) ( - X 1 + B 2 3 i 

1 r 

( - X 2 + x 1 ) ( - X 2 + B 1 3 ) ( - X 2 + B 2 3 ) 

1 
' - B 1 3 + x l " - | , 1 3 n Z , l - » 1 3 + B Z 3 ; 

E( l , l ;3) 

E(2,2;3) 

E(l,3;3) 

( - e 2 3

+ h ) ( - e 2 3 n 2 » - B 2 3 + B 1 3 ) E ( 2 * 3 ; 3 ) 

(Continued on next page) 
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2XjX2' n2~ x2^ ^ n 
vl v2 r32 F12 

(-X 1+X 2)(-X 1+B 3 2)(-X 1+B 1 2) 

(-X2 +X 1)(-x 2+B 3 2)(-x 2
+B 12) 

( - B 3 2 + x l ) ( - B 3 2 n 2 ) ( - B 3 2 + 8 1 2 ) 

(-B 12"X 1)(-B 1 2n 2)(-B 12 +S32 

Y 2x^x 2(n 2-X 2) Bj^ 

E(l,l;2) 

E(2,2;2) 

E(2,3;2) 

E(l,2;2) 

vl v2 r21 r31 

(-x 1+x 2)(-x 1+B2 1)(-x 1
+B 3 1) 

I 

E(1,1;D 

( - X 2
+ X 1 ) ( - X 2 + B 2 1 ) ( - X 2 + B 3 1 ) E(2,2;D 

N 3 > 8(z,t) 

( - B 2 1 + x l ) ( - B 2 1 n 2 ) ( - B 2 1 + B 3 l ) 
1 

J - B 3 1 n l , l - B 3 1 + x 2 , t - B 3 1 + B Z l ) 

Yl Y2 xl x2^ nl" xl^ n2" X2' Bll 

1 

E(l,2;l) 

E(l,3:l) 

r r 13 23 (-x1+x2)(-x1+e13)(-x1+B23) l 

(-X ln,)(x 1+B 1 3) + (-x 1+B 1 3)(-x 1+B 2 3) +(-X 1- ,-82 3)(-x 1
+X 2)' 

(-x 1+x 2)^(-x 1+s 1 3) z(-x 1-e ; ? 3) < : 

L _ , 1 E(2,2;3) 
r13 r23 (-X 2+X ir(-X 2+B 1 3)(-X2+8 2 3) 

E(l,l 

(Continued on next page) 
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r, ,r. 13'23 ( - » 1 3 n 1 ) < : ( - » 1 3 + X 2 ) { - » 1 3 + B 2 3 ) 
E ( l , 3 ; 3 ) 

*a 13*23 ( - B 2 3

+ ^ ) ( - 6 2 3

+ X 2 ) ( - 2 2 3 + B 1 3 ) 

+ L _ r ,, i , , , t 

r 3 2 r 1 2 |_(-x 1+x 2M-x 1+» 3 2)i-x 1+s 1 2j 

E(2,3;3) 

( - X 1 + X 2 ) ( - X 1 + B 3 2 ) + ( - X 1 + B 3 2 ) ( - \ 1

+ B 1 2 ) + ( - X 1 + B 1 2 ) ( - X 1 + \ , ) 

( - X 1 + X 2 ) 2 ( - X 1 + B 3 2 ) 2 ( - X 1 + 8 1 2 ) 2 

E(2,2;2) 

l n 2 H ^—^-J E ( l , i;2) 

r32 rl2 (-x 2 n 1 ) ? (-x 2 +B 3 2 )(-x 2 +B 1 2 ) 

r 32 F 12 ( - B 3 2

+ X 1 ) 2 ( - B 3 2 + X 2 ) ( - B 3 2 + B 1 2 ; 

r 3 2 r i 2 ( - B 1 2 + x 1 ) 2 ( - B 1 2 + x 2 ) ( - B 1 , + B 3 2 ) 

E(2,3:2) 

E ( l , 2 ; 2 ) 

+ L_ f. 1 • t 
r2i r31 L l - x l n 2 K - V B 2 l K - V B 3 l J 

( - x l + x 2 ) ( - X l + s 2 1 ) + ( - V B 2 1 ) ( - V 6 3 1 ) + ( - x l + B 3 l ) ( - x l n 2 ) l , , . , 
E ( i , l ; 

r 2 1 r 3 1 ( - X 2 + x 1 ) 2 ( - x 2 + B 2 1 ) ( - x 2 + B 3 i : 

( - X 1 + X 2 ) Z { - X 1 + 6 2 1 ) 2 ( - x 1 + B 3 1 ) 2 

E ( 2 , 2 ; l ) 

1) 

r 2 1 r 3 1 ( - B 2 1 + X 1 ) 2 ( - B 2 1

+ X 2 ) ( - B 2 1 + B 3 1 ) 
E(l,2;l) 

2 1 3 1 l-»31 +V ( - B 31 n 2><-V»21> 
E ( l , 3 ; l ) 

(E.19) 
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where the function E(i,j;k) is related to the function E. . k(z,t) defined 
by Eq. (2.1.32) as 

E{1.J:k) -T7 Ei,j.k'- z» t ) < E- 2 0> 

The explicit solutions for the band release can be obtained from the 
superposition Eq. (2.1.18). 
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Appendix F. Consistency of Point-Source and Plane-Source Solutions 
When we compare Figs. 4.3.2 and 4.3.4 in Section 4.3, four lines in each 

figure, which show the size of the repository and the corresponding array of 
point sources, agree with each other where 10 < £2 for d = 10m, and where 4 < J2 
for d = 5m. As a result, the solution to the finite plane source gives a good 
approximation to that to the array of point sources where S2 is relatively 
large. 

Here we will consider the relationship between Eqs. (4.2.33) and (4.1.65). 
Equation (4.1.65) can be extended to the solution for the finite plane source 
by using a superposition method with respect to x and y. 

^ ( x . y . z . t ) - p lN°. ^7/ 
-b -a 

b 'm(-li 

i /4^iir dndS (F.l) 

V T V 
where the double integral can be calculated separately. 

-a 

/ 
exPl- % r -fi-V-4V^« 

v / \» v y 

Finally Eq. (F.l) can be written by substituting Eqs. (F.2) and (F.3). 

(F.2) 

(F.3) 

(F.4) 
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Equation (F.4) is identical to Eq. (4.3.7), which means that the solution for 
the plane source by superimposing the injected point sources is identical to 
the solution for the plane source with the concentration boundary condition, 
if longitudinal dispersion is neglected. 
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Appendix G. Properties of the Function G (z) for the Solution of the 
Three-Dimensional Transport Equation 

Property 1 

K - K K' - K' l t ,' i' 
p q P r 

From Equation (5.5.19) 

<Kp ' K r > S , r " »q,r> = <Kp " Kr> "p.r " <Kp " K q + K q " Kr> »q,r 

= V p - V K r " <Kp " V "q.r " XqKq + V K r 

= % - V V q - ( KP - V " , . r 

" ( Kp - V S . q " uq,r> 

On dividing by (K - K )(K - K r) there results Eq. (G.l). Note that Eq. (G.l) 
can be expressed also in terms of the function G „(z) defined by G„ „(z) = (K_ 

p»q P»1 q 
V"" Vq>" 
Property 2 

Gn,p^p,q' " Gn,q<Vq> ( G < 2 ) 

Property 3 

G p , q ( z ) " - G q , P ( Z > ( G- 3 ) 

Property 4 

G p, q(vp, q) - 0 (G.4) 
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Property 5 

Gp,q <z> " ' Kq " V " -Gq > P< z> • (6-5) 

These properties are an immediate consequence of the definition of G (z). 
Let 

Gn,p,k<z> 3 Gk,p(z> Vl,p< z> -• Gp-l,P ( l ) V l . P ( 2 ) •- V p ( z ) <G-5> 
Property 6 

Gn,p,k CVq' = ° f ° r k i q < P ( G- 7 ) 

because one of the terms in the product is G. n(n„ „) which vanishes by Eq. (G.4) 
H>H PsM 

Property 7 

Gn,p,kS,q> - "('a. " Kp> Gn,p,kS,q> < G- 8> 

This result is obtained by termwise differentiation of G k(z) and making use 
of Eqs. (G.4) and (G.r). 
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Appendix H. Verification of the Solution for A_ ,. in the 
p > q»<* Three-Dimensional Difference Eq. (5.5.45) 

To verify Eq. (5.5.45) note that when p = 2 and q = k = 1 (Eq. (5.5.45)) 
is satisfied in view of the comment below this equation. By the method of 
induction we now assume the equation to be valid for p = 3,4, ... (n - 1) and 
prove it to be valid for p = n. For this one substitutes Eq. (5.5.45) for 
p = (n - 1) into the riqht-hand side of Eq. (5.5.44). We denote the right-hand 
side of this equation by R and use the shorthand notation introduced in 
Eq. (G.6) 

p-1 I I n _ 1 L L 

fa V ^ P 7 Gn.p,kS,q> q & 1 KP " KQ Gn,P,k(Vq> 
by Eq. (G.8) and with 

Ln,p Lp,k = Ln,k • Ln,q Lq,k = Ln,k 

can be shown to transform into 

R = " ̂  £. K n ll*n «) (H-2) 

q=k n,P,k V Mp,q' 
To study this sum consider the integral 

_ .1. f d 
•J n.P. 

dz 
C 

where C is a Jordan curve enclosing v k ; p , >Vl,p . . . n p _ i j P . "p+l.P 
By the residue theorem 

n 

(H.3) 

I = £ 6. I ) • (H.4) 
q=k n.p.k^p.q' 

Thus Eq. (H.2) 
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R - - L n k [ ' I - < r — h i — r l <H-5> 
, K L bn,p,kup,n'J 

But G k(z) is a polynomial of degree n - f c > n - p j > l . So 6 Az) 

is a polynominal of degree at least 2. Therefore the residue of G„ k(z) at 
"sP )K 

infinity is zero. Hence by Eq. (H.3) I = 0 and therefore by Eq. (H.5) 

R • G' "(» ) • < H- 6> 
an,p,k k up,n' 

But by Eq. (G.8) 

Gn, P,kS,n> = " ( Kn " V V p , k W , n > < H" 7> 

So that 

" Kp ' Kn \,p[vn,p} Vl,p l un,p' "• V l . p ^ n . p 1 

Here the factor G U ) has been replaced by 1 by our convention. This 
equation is prtjisely of the form of the right-hand side of Eq. (5.5.45) when 
p is replaced by n and q is replaced by p. This establishes the validity of 
Eq. (5.5.45) as a solution of Eq. (5.5.44) for arbitrary values of n. 


